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In Faserverbundkonstruktionen bieten Klebeverbindungen mechanische Vorteile gegeniber
Nietverbindungen und kénnen damit zu einer Erh6hung des Leichtbaugrads beitragen. Dennoch
sind im Flugzeugbau bisher die meisten Verbindungen genietet. Eines der gré3ten Hindernisse
fur die Verwendung von Klebeverbindungen ist die Komplexitat der Konstruktionsaufgabe. Neben
der Einhaltung der einfachen Festigkeitsanforderung wird bei Uberlastung eine bestimmte
Versagensart der Verbindung angestrebt. Der Bruch darf ausschlie3lich im Flgeteil auftreten.

Um Entwurf und Zertifizierung zu erleichtern, wird eine simulationsgestitzte Ermittlung des
Versagensverhaltens angestrebt. Zu diesem Zweck wird ein ganzheitlicher, aber pragmatischer
Ansatz zur progressiven Schadigungsanalyse der gesamten Klebeverbindung erarbeitet. Dieser
ganzheitliche Ansatz umfasst das Materialverhalten des Faserverbundwerkstoffs, welches das
intra- und interlaminare Verhalten umfasst. Hinzu kommt das mechanische Verhalten des
Klebstoffs einschlief3lich Plastizitat und Schadigung. Fir jede Komponente werden verschiedene
Modellierungsansatze mit unterschiedlicher Komplexitat und Genauigkeit untersucht. Um den
erarbeiteten Ansatz zu erproben, erfolgt im Rahmen dieser Arbeit eine experimentelle
Bestimmung der erforderlichen Materialparameter fur luftfahrttypische Materialien. Das Potential
des erarbeiteten Ansatzes wird anhand der Ableitung einer Konstruktionsrichtlinie fur die
geforderte Positioniergenauigkeit einer geklebten Rumpflangsnaht demonstriert.
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Simulation-driven design of bonded joints in fibre composite aircraft structures using
progressive damage analyses

Doctoral Thesis, Technische Universitat Carolo-Wilhelmina zu Braunschweig

In fibre composite structures, bonded joints offer mechanical advantages over bolted joints and
can thus contribute to lightweight design. Nevertheless, in aircraft constructions most joints use
mechanical fastening elements. One of the major obstacles to the use of bonded joints is the
complexity of the design task. In addition to the simple strength requirement, a specific failure
mode of the joint is required. A so-called stock-break failure in the composite adherend is desired.

In order to facilitate design and certification, a simulation-based determination of the failure
behaviour is aimed at. For this purpose, a holistic but pragmatic approach for the progressive
damage analysis of the entire bonded joint is compiled. This holistic approach includes the
material behaviour of the fibre composite adherends, i.e. the intra- and interlaminar behaviour,
as well as the mechanical behaviour of the adhesive including plasticity and damage. For each
component different modelling approaches, varying in complexity and accuracy, are under
investigation. In order to test the compiled approaches, the required material parameters are
determined experimentally within the scope of this work. To demonstrate the potential of the
approach, it is applied to derive a design guideline for the required positioning accuracy of a
bonded longitudinal fuselage joint.
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Kurzfassung

Die Struktur moderner Langstrecken-Grofiraumflugzeuge besteht zu mehr als 50 % aus
duroplastischen Faserverbundwerkstoffen, um die Masse des Flugzeugs gering zu halten und
so auch wie dringend notwendig die COs-Emissionen zu reduzieren. In Faserverbundkon-
struktionen bieten Klebeverbindungen mechanische Vorteile gegeniiber Nietverbindungen
und kénnen damit zu einer weiteren Massereduzierung beitragen. Dennoch sind bisher die
meisten Verbindungen genietet.

Eines der grofiten Hindernisse fiir die Verwendung von Klebeverbindungen ist die Kom-
plexitat der Konstruktionsaufgabe. Neben der Einhaltung der einfachen Festigkeitsan-
forderung wird bei Uberlastung eine bestimmte Versagensart der Verbindung angestrebt.
Waéhrend der Auslegung und fiir die Zertifizierung ist zu zeigen, dass das Versagen der
Verbindung bei Uberlastung auf den Bereich auflerhalb der eigentlichen Klebung begrenzt
bleibt. Der Bruch darf ausschliefSlich im Filigeteil auftreten. Erschwerend kommt hinzu,
dass viele, wihrend der Konstruktion zu wahlende, Parameter die Festigkeit und das Ver-
sagensverhalten der Klebeverbindung beeinflussen. Aktuell dienen hauptsichlich physische
Tests wahrend der Konstruktion dazu, die erforderlichen Kenntnisse {iber Festigkeits- und
Versagensverhalten verschiedener Varianten zu erhalten. Dies ist zeitaufwandig und mit
hohen Kosten verbunden, begrenzt die Anzahl der untersuchbaren Designvarianten und
fiihrt nicht zu einem tieferen Verstédndnis fiir die Wirkmechanismen.

Das fiihrt zu der Forschungsfrage dieser Arbeit: Lésst sich eine Finite-Elemente-Methode-
basierte progressive Schiadigungsanalyse verwenden, um die Einhaltung der Konstruktions-
und Zertifizierungsanforderungen nachzuweisen? Ein solches Werkzeug kénnte den Entwurf-
sprozess beschleunigen, Kosten einsparen und so Klebeverbindungen in Flugzeugstrukturen
attraktiver machen.

Um diese Frage zu beantworten, wird ein ganzheitlicher, aber pragmatischer Ansatz
zur progressiven Schidigungsanalyse der gesamten Klebeverbindung erarbeitet. Dieser
ganzheitliche Ansatz umfasst das Materialverhalten des Faserverbundwerkstoffs, welches
das intra- und interlaminare Verhalten umfasst. Hinzu kommt das mechanische Verhalten
des Klebstoffs einschlieflich Plastizitdt und Schiadigung. Fiir jede Komponente werden
verschiedene Modellierungsansétze mit unterschiedlicher Komplexitdt und Genauigkeit
untersucht. Um den erarbeiteten Ansatz zu erproben, erfolgt im Rahmen dieser Arbeit
eine experimentelle Bestimmung der erforderlichen Materialparameter fiir luftfahrttypis-
che Materialien. Mit diesen Materialdaten wird der ermittelte Ansatz sowohl auf Ebene
der Einzelkomponenten als auch auf der der gesamten Klebeverbindung anhand eigens
durchgefithrter Experimente validiert.

Auf diese Weise wird ein ganzheitlicher Ansatz fiir die progressive Schadigungsanalyse
mit Empfehlungen fiir Modellierungsmoglichkeiten der einzelnen Komponenten in Ab-
héngigkeit von der Anwendung und der benétigten Informationen bereitgestellt. Folglich
lassen sich anwendungsorientierte Simulationsmodelle mit einem Kompromiss zwischen



Aufwand und geforderter Genauigkeit generieren. Sein Potential demonstriert der Ansatz
bei der Ableitung einer Konstruktionsrichtlinie fiir die geforderte Positioniergenauigkeit
einer geklebten Rumpflingsnaht. Den Abschluss bildet ein Ausblick, fiir welche Unter-
suchungen der erarbeitete Ansatz in Zukunft als fundierte Grundlage dienen kann.



Abstract

The structure of modern long-haul wide-body aircraft consists of more than 50 % thermoset
fibre composites in order to keep the mass of the aircraft low and hence also reduce COq
emissions as urgently needed. In fibre composite structures, bonded joints offer mechanical
advantages over bolted joints and can thus contribute to further mass reduction. Neverthe-
less, most joints use mechanical fastening elements.

One of the major obstacles to the use of bonded joints is the complexity of the design
task. In addition to the simple strength requirement, a specific failure mode of the joint is
desired. During design and certification, it must be shown that the failure of the joint in
case of overload is limited to the area outside the actual bond. A so-called stock-break
failure in the composite adherend is desired. At the same time, it should be pointed
out that the strength and failure behaviour of the bonded joint is influenced by many
design parameters. The necessary determination of the strength and failure behaviour of
different variants during design is mainly carried out by physical tests. This is expensive
and time-consuming, limits the number of design variants that can be investigated and
does not lead to a deeper understanding of the mechanisms of action.

This leads to the research question of this thesis: Can Finite Element Method-based
progressive damage analysis be used to show compliance with design and certification
requirements? Such a tool could speed up the design process and save costs, making
bonded joints in aircraft structures more attractive.

To answer this question, a holistic but pragmatic approach for the progressive damage
analysis of the entire bonded joint is compiled. This holistic approach includes the material
behaviour of the fibre composite adherends, i.e. the intra- and interlaminar behaviour, as
well as the mechanical behaviour of the adhesive including plasticity and damage. For each
component different modelling approaches, varying in complexity and accuracy, are under
investigation. In order to test the compiled approaches, the required material parameters
are determined experimentally within the scope of this work. With these material data,
the determined approach is validated both at the level of the individual components and
at the level of the entire bonded joint by means of specially conducted experiments.

In this way, a holistic approach for progressive damage analysis is provided with recom-
mendations for modelling options regarding the individual components in dependence on
required information and applications. Thus, application-oriented simulation models can be
created with a trade-off between effort and required accuracy. To demonstrate the potential
of the approach, it is applied to derive a design guideline for the required positioning
accuracy of a bonded longitudinal fuselage joint. Furthermore, the outlook points out
which investigations could be carried out in the future with the compiled approach as a
sound basis.
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CHAPTER 1

Introduction

This introductory chapter places the research question addressed in this thesis in its engi-
neering context and the key challenges are briefly discussed. In addition, the outline of the
dissertation is presented to offer an overview of the work.

1.1 Initial situation and problem statement

The extensive use of thermoset composite materials of over 50 % in the structure of modern
long-haul wide body jet airliners contributes to their considerably improved fuel efficiency
in large measure by mass reduction. In order to design damage-tolerant fibre composite
structures under impact loads, tough-modified epoxy resins are used in aircrafts such as the
Airbus A350 XWB. These resin systems increase the inherent toughness of the laminate,
making it less susceptible to delamination caused by impact. However, composites with
toughened epoxy materials show a non-linear mechanical behaviour for loads transverse to
the fibre direction.

At the same time, joining technology is developing further and is moving away from
joining with bolts towards adhesive bonding. Aircraft primary structures consist of many
components which in thermoset composite or metal structures conventionally have to be
joined with fasteners. It needs to be considered that mechanical fastening with bolts is
expensive in terms of production and has several mechanical disadvantages.

With optimal use of adhesive bonding in aircraft fuselages mass savings of up to 15% are
possible [1]. The reduction in aircraft mass has a direct effect on CO2 emissions as well as
direct operating costs. In the research programme Primary Adhesive Structure Technology,
the potential of a fully bonded aircraft structure was evaluated with a possible operating
cost saving of 20% [2]. This savings in operational cost can be explained by mass reduction
due to various mechanical advantages of bonded compared to bolted joints.

To create a bolted joint load bearing fibres in the composite material forming the joint
are cut. Thus, the cross-section of the structure is reduced and stress peaks occur in
adjacence of the fastener element. In bolted metallic structures load is transferred by
force fit with axial pre-stress. Due to the relaxation of the polymer matrix, this load
path can only be used to a limited extent in composite materials [3]. As a result, when
using bolted joints, the material thickness of the structure forming the joint has to be
increased in the vicinity of the fastener element. To add, cleavage failure must be taken
into account when defining the laminate stacking. Fasteners are cost intensive elements and
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the manufacturing is a labour intensive hole drilling, hole inspection, and joining process.
Overall, the presence of fastener elements is often a key dimensioning factor and could
have a negative impact on the lightweight potential of the structure. In contrast, bonded
joints allow joining thin-walled parts and load bearing fibres are not cut. Hence, the cross
section is not reduced and stresses perpendicular to the loading direction are distributed
evenly. Beyond this, bonded joints incorporate additional functions like damping, sealing
and protection against corrosion.

Despite the various advantages of bonded joints over bolted joints, bolting is currently
the preferred joining technology in aircraft construction, even in structures made of fibre
composite materials [4]. This is due to the high demands on the design of a bonded joint
as well as certification challenges.

In order to substantiate a design for a bonded joint, the failure behaviour as well as
the strength has to be evaluated. Due to non-linear material behaviour of the composite
adherends and the structural adhesive as well as the occurence of multiple interacting
failure modes, the prediction of the mechanical behaviour by analysis is a complex task
and is still the subject of research. Therefore, the substantiation is mainly done by physical
testing. However, testing is expensive and time consuming and there are conditions that
cannot be addressed by a physical test. These can be, for example, load combinations that
occur in the real component but can only be reproduced in the test with very high effort
or not at all. The desire to support as well as reduce these physical tests leads to the main
question of this thesis:

Can Finite Element-based progressive damage analyses be used to show
compliance with design and certification requirements of bonded joints in fibre
composite aircraft structures?

To answer this question, a holistic approach for the Progressive Damage Analysis (PDA)
of composite bonded joints considering all relevant non-linearities and damage phenomena
is compiled. This is done by combining state-of-the-art analysis approaches for the me-
chanical behaviour up to total failure of fibre composites and adhesives. Each component
is selected with a trade-off between complexity and predictive accuracy to achieve a tool
that can be used in practice.

The material parameters for each model component are determined on the basis of
experiments conducted at DLR for a composite and an adhesive material. To extend
the scope of the investigation, a second composite material is considered. The material
data for the second composite material is derived based on experimental data from liter-
ature. With this material data a seperate validation is performed for each model component.

The validation of the holistic model for the whole joint is carried out for different load
cases at coupon and element level. Moreover, the experimental tests for validation are
accompanied by modern data recording methods such as Digital Image Correlation (DIC).
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Finally, the validated holistic model is applied to an engineering problem: the bonded
longitudinal fuselage joint of an aircraft. Using the developed approach, virtual tests are
performed to derive design guidelines for the longitudinal joint. As an outlook a possible
way to reduce physical testing to a minimum is presented.

1.2 Thesis outline

Why can state-of-the-art progressive damage analyses not alleviate the chal-
lenges in the design of fibre composite bonded primary joints in aircraft
structures? Chapter 2 covers the challenges in the design of certifiable bonded joints in
aircraft composite structures, occurring damage phenomena in these joints, the state of
the art of available analysis approaches and their limitations.

How can a simulation-driven design approach for composite bonded joints be
achieved? Chapter 3 outlines the path towards a versatile and validated PDA approach
for composite bonded joints as well as how it can be used to derive design guidelines for
bonded joints. Based on this, the research and working hypotheses are proposed and
discussed. The chapter concludes with the work breakdown structure of the thesis.

How should the intralaminar behaviour of the fibre composite adherends
be modelled and how can the required material parameters be determined?
Chapter 4 deals with the representation of the intralaminar behaviour of the composite
adherends in the holistic model. Based on a literature study, different approaches are
implemented and compared with focus on a pragmatic but accurate selection of model
features. For example the representation of the lamina in the Finite Element Method
(FEM)-model, the consideration of pseudoplasticity and the choice of a failure criterion
are investigated. To do so, material parameters for two different carbon-fibre-reinforced
polymers (CFRP) materials are determined. Finally, a recommendation regarding how to
model intralaminar behaviour in the holistic model is given.

Which approaches are suitable to model the interlaminar behaviour of the
adherends, how can the necessary parameters be determined and should differ-
ent interface ply orientations be considered? Chapter 5 investigates interlaminar
modelling for the holistic model. Based on a literature review, an approach is selected,
material properties are experimentally determined and the approach is validated against
experimental data. One aspect is the use of interface orientation specific fracture energies.

What kind of plasticity and damage models are needed to model the behaviour
of the structural film adhesive and how can the adhesive be characterised for
the chosen approach? Similar to chapters 4 and 5, in Chapter 6 the adhesive modelling
for the holistic model is worked out. The adhesive modelling is subdivided into two aspects.
The continuum mechanics model to describe the elastoplastic behaviour of the adhesive
material and the damage model to describe discrete cracks in the adhesive bond. For both
modelling aspects a literature review is conducted, modelling approaches are selected and
material parameters are derived from experimental tests. The combined modelling with
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plasticity and damage is then validated. Furthermore, it is investigated whether neglecting
plasticity is a reasonable simplification or not.

Can the holistic PDA be validated with experimental data? Validation of the
holistic model with its indivial components developed in chapters 4 to 6 is conducted in
Chapter 7. For this purpose, the material data previously determined for the individual
components is used. The validation is based on data recorded with DIC during the experi-
mental test of different specimens. With the different specimens various failure modes and
to some extend varied mixed-mode loadings are covered.

How could the design process of a bonded longitudinal fuselage joint using
the holistic PDA approach look like? Chapter 8 uses the example of the longitudinal
fuselage joint to show how the developed method can be used to derive design guidelines.
To achieve this, a simplified simulation model of the longitudinal fuselage joint is developed
and used in conjunction with the developed holistic material modelling approach for virtual
testing. In addition, it is shown how the physical testing can be reduced to an absolute
minimum by using the holistic PDA approach.

Finally, in Chapter 9 the results are discussed using the research and working hypotheses
and conclusions and an outlook for future work are given. The prospects indicate for which

applications the developed holistic PDA approach can serve as a sound basis.

Partial results of the present work are published in [5], [6], [7] and [8].



CHAPTER 2

Literature review on the design of composite bonded joints

Why can state-of-the-art progressive damage analyses not alleviate the challenges in the
design of fibre composite bonded primary joints in aircraft structures?

In order to understand the challenges involved in the design of bonded joints in fibre
composite aircraft structures, this chapter covers the aspects of certification, a possible
design methodology as well as possible and intended failure modes. Based on this overview,
the limitations of available state-of-the-art analysis approaches that could support the
design process are pointed out.

2.1 Design of certifiable adhesively bonded joints

Starting from the general civil airworthiness certification requirements, this section covers
the state-of-the-art in design and certification of adhesively bonded joints in aircraft struc-
tures.

2.1.1 Civil certification requirements
Regulations for airworthiness certification

European Union (EU) Regulation 216/2008 defines common rules in the aviation sector
and establishes the European Aviation Safety Agency (EASA). The major objective of
these rules is to create and maintain a high and uniform level of safety in civil aviation in
Europe. EU Regulation 748/2012 specifies the application rules for the airworthiness and
environmental certification of aircraft and related products, components and equipment,
together with the certification of design and manufacturing organisations. This regulation
contains an annex, Part-21, which establishes the requirements and procedures for the
certification of aircraft and related products, components and equipment as well as design
and manufacturing organisations. In addition to this annex, there are also several Certi-
fication Specifications (CS) for different types of aircraft. These are listed in Tab. 2.1 below.
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Table 2.1: EASA certification specifications

Certification Specification Title
22 Sailplanes and Powered Sailplanes
23 Normal-Category Aeroplanes
25 Large Aeroplanes
27 Small Rotorcraft
29 Large Rotorcraft

The aforementioned airworthiness standards for aircraft (including rotorcraft) cover
many aspects like General Design, Structure, Powerplant, Flight, Operating Limits and
Instructions. However, none of these sections specifically refer to composites, except for
one regulation in CS 27 and CS 29, which relate to fatigue and damage tolerance.

Guidance for certification of composite structures

The EASA provides guidance for certification of composite structures in the form of pub-
lished circulars, policy statements, and memos to clarify the regulations and to provide one
or more means, but not the exclusive means, of compliance. Applicants have the option
to follow the published guidance to streamline the certification process but may suggest
other methods. Although the regulations for metal or composite structures are the same,
the means of compliance may vary significantly. The Approved Means of Compliance
(AMC) 20-29 ‘Composite Aircraft Structure’ document [9] is a guidance for certification of
composite structures published by the EASA. It is harmonised with Advisory Circular (AC)
20-107B from the Federal Aviation Administration (FAA) [10] and addresses regulatory
requirements with a safety management philosophy [11]. A brief overview of composite
structure certification from a regulatory perspective is given by Waite [12].

From safe-life to damage-tolerant structures

The design philosophy of aircraft structures regarding structural durability in its actual
version has been developed in the last decades based on in-service experiences.

In 1954 two Comet I aircraft crashed although they only had few flight hours and about
1000 cycles with internal pressure loading. The Comet I was the first commercial jet-engined
airliner and had a pressurised cabin. At that time, this technique was unusual. Analysis
showed that the internal pressure loading led to a crack in the corner of a cabin window.
This additional loading exposed the structure to 70 % of its ultimate strength in every
flight. The consequence was the failure of the whole cabin due to fatigue. Those incidents
resulted in the safe life-concept. With fatigue taken into account during the design of
structures and full-scale tests being mandatory for certification of the airframe, fatigue dam-
ages should be kept so small that they would not become crucial in the life of an aircraft [13].

The next major change in the design philosophy was based on the fatal crash of a F-111
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fighter aircraft from the United States Air Force, which had accumulated only about 100
flight hours, in 1969. Caused by a small initial defect in a steel fitting, which became
critical in a 4.0g manoeuvre, a wing completely detached in flight. Although the aircraft
was designed for loads up to 11.0g, the loading in the 4.0g manoveure was sufficient to
exceed the residual strength of the precracked fitting. This circumstance resulted from
the use of a material with low fracture toughness [13]. Due to this incident in 1974 the
‘Airplane Damage Tolerance Requirements’ [14] for military aircraft in the United States
were published. In this document it is stated that fracture mechanical methods have to
be used to evaluate the structural durability. Furthermore, existing cracks resulting from
manufacturing defects or accidental damages should be considered. For civil applications
the damage tolerance philosophy was introduced in 1978 with the amendment 45 of the
FAR 25.571. With the so-called fail-safe philosophy, it is ensured that the structure will
not fail immediately, if a damage occurs.

Despite further development of the design philosophies in 1988 a Boeing 737-200 lost a
part of the upper fuselage shell at 24000 ft flight altitude and an emergency landing had to
be performed. The aircraft built in 1969 had accumulated over 35000 flight hours. The
accident investigation showed that a plurality of small cracks in the area of the riveted
longitudinal joint of the fuselage existed before the incident. Corrosion and the disbond of
an adhesive bondline resulted in multiple site damage—many small cracks forming one big
critical crack. The incident shows that it is not sufficient to consider single cracks only in
design-supporting mechanical analyses. Also the interaction of cracks has to be considered
in the design phase.

Using the Eurofighter as example, Dilger et al. [15] show the importance of damage
tolerance in the design of aircraft structures. The Eurofighter was designed as a safe-life
aircraft and has been analysed by Dilger et al. with the current knowledge in the field of
damage tolerance. It could be shown that a large number of the fatigue-critical areas of
the aircraft were not recognised as such during the design process. This is attributed to
inadequate stress analyses due to insufficiently detailed or incorrect FEM analyses as well
as poor detail design and stresses the need for a simulation-driven detailed structural design.

2.1.2 Certification methodologies

A major part of the certification is the structural substantiation, which is a process that
demonstrates that a design meets the structural requirements [16]. Structural substantia-
tion has to be performed for static strength and damage tolerance considerations and thus,
is a major consideration in certification of civil aircraft. However, many more aspects such
as durability, crashworthiness, flutter, lightning protection, fire protection and flammability
must also be considered. These aspects are not discussed in this present work. Detailed
discussions on certification for civil aircraft can be found for example in [17]. There are three
major certification approaches for structural substantiation ranging from certification by
test only to mainly analysis-based certification. The three approaches are briefly described
below:
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Certification by test

The description of the certification by test approach is a concise summary of the description
n [11]. As the name indicates this certification approach is based on substantiation by
testing only. The base material properties are determined with lamina and laminate
level tests. Using these tests the material behaviour, which includes the extremes of the
operating envelope like minimum and maximum temperatures and maximum humidity, is
characterised. In this way, design values are gained. In addition, the experimental data is
also used to develop pass/fail criteria for in-process quality assurance and batch acceptance
testing.

The substantiation of static strength, fatigue and damage tolerance requirements is also
straight-forward. For this purpose full-scale tests, for some items like landing gear or
control surfaces tests on component level, are performed with various loads under worst case
conditions. However, the considerations of environmental effects and statistical variability
of the composite material are challenging.

In this context Design Limit Load (DLL) is defined as the maximum expected load in
service. Hence, the structures must withstand DLL without any harmful damage. The
structure is only allowed to fail after exceeding Design Ultimate Load (DUL), which is
defined as DLL times a factor of 1.5.

Certification considerations are based on traditional metallic structures without major
scatter in material behaviour. Additional safety factors are only applied, if larger variations
for instance with castings and metallic fittings are expected. For composites no safety
factors are prescribed, but guidance is given for static strength substantiation in [9]. A
safety or overload factor can for example be calculated by dividing the mean strength by
A- or B-basis strength.

Certification by analysis supported by test

Certification by analysis supported by test is based on the building block approach and is
common for composite structures. As for certification by test the following description is
based on [11]. The building block approach is a mix of testing and analysis in a step-by-step
procedure of tests and analyses from lamina to full-scale structural level. The intermediate
complexity levels are from small to large coupon, element, detail, and subcomponent level.
Issues of variability, environment, structural discontinuity, for example joints, damage,
manufacturing defects and design or process-specific details are addressed at the different
levels. By collecting data at each level, a sufficient test analysis correlation can be achieved
and variations can be quantified at larger structural scales using analysis. In this way,
early failures in complex full-scale tests can be avoided by lessons learned in initial and
less complex tests.

Fig. 2.1 shows a schematic illustration of the building block approach. The statistical
basis, which requires large quantities of tests, is provided by non-complex coupon and
element level tests. Detail and subcomponent tests are used to validate the ability of
analysis methods to predict failure modes and local strains and to further establish failure
criteria. To add, impact damages of the assembled composite structures are also considered
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at this level. The performance of non-generic design details, in contrast, is validated
by subcomponent and component tests with smaller sample sizes compared to the lower
levels. The final substantiation has to account for combined loads, complex load paths and
out-of-plane effects. This is achieved through component tests, but the critical load cases
and associated failure modes are identified by using the previously validated analytical
methods.

Figure 2.1: Building block approach [18]

Certification by analysis

The following section is a brief summary of the description of certification by analysis
n [19]. As described above, compliance with the CS can be shown using tests only or
using analysis supported by tests. Since analyses are becoming more and more widespread,
there is a trend in the (aerospace) industry to rely more and more on analyses in the
certification process. This trend is called certification by analysis. Nevertheless, it should
be noted that this term is somewhat misleading as it implies that certification is perfomed
without any testing at all. However, the key to acceptance of analyses in certification
is that the analyses provide reliable, accurate, or at least conservative results. Thus, a
complete elimination of testing would only be given if the analysis method is already fully
verified and validated and is only used within its limits of validity. For this reason, the
term Modelling & Simulation (M&S) is preferred in [19]:

‘Modelling and Simulation (M&S) is the use of a (conceptual, mathematical or numeri-
cal) model as a basis for simulation by computational means of physical phenomena.
Modelling is the act of constructing a model; simulation is the execution of a model to
obtain analytical results’ [19]

Nonetheless, the desire for more M&S in certification is driven by several considerations.
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Computational capabilities and accuracy are increasing and the commercially available
M&S software packages are becoming more and more user-friendly. By using these M&S
capabilities, programme risks and the amount of physical testing can be reduced. This
results in a more efficient design and development process. Furthermore, more M&S can
be beneficial from a safety point of view. Tests can have also their limitations and with
proper M&S tools many more design variants can be examined. Finally, M&S could result
not only in a better, but also safer product. Of course there are disadvantages and aspects
that should be taken into account when using M&S. Modern M&S software packages
are remarkably simple to use and one can easily produce erroneous results without even
noticing in case of the user not having the necessary experience and / or relevant test data.
Therefore, the next section introduces a framework of items which have to be addressed
when using M&S in the context of certification.

2.1.3 Requirements for modelling and simulation in the context of certification

This section is a brief overview of a main items framework to be addressed by M&S activities
in the context of aircraft certification published by EASA in a certification memorandum
[19]. The overview focuses on the verification and validation of static strength simulations
as this is the main objective of this thesis. Information on errors and uncertainties, on
experience and expertise as well as on documentation and record keeping can be found in
the certification memorandum. All items have to be considered, documented and shown to
the authorities during a certification process.

Verification

Many publications subdivide the topic of verification into two aspects. On the one hand,
during code verification confidence is established that the mathematical models and the
algorithms to solve the models are working properly. On the other hand, calculation or
solution verification provides confidence that the mathematical model is precisely solved.
Both verification parts are performed by the collection of evidence. While code verification
must only be carried out once, calculation verification has to be performed for every
analyses performed. [20]

Code verification is the domain of software development. Most software used, is commer-
cially available and no code verification is necessary by the user of the software. However,
code verification also applies to scripts programmed by the user to enhance commercially
available tools as well as to in-house tools not distributed by software companies. In the
latter two cases, the user is also responsible for code verification. Regardless of whether the
tools are commercial or in-house, the user should always be familiar with the assumptions
and limitations made during analysis.

Calculation or solution verification can be structured into three parts. First, the numerical
model has to be verified. Issues to be verified for static strength analyses are for example:
Type of Finite Element Analysis (FEA) (linear or non-linear, Global Finite Element Model
(GFEM) or Detailed Finite Element Model (DFEM)), physical properties, materials and
material characteristics, units, elements (0D, 1D, 2D or 3D; beam, shell or solid), mesh,
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boundary conditions, contacts and external load applications. Second, the numerical
analysis error of the solution has to be estimated. Numerical errors such as round off errors,
statistical sampling errors and iterative convergence errors should be small compared to
errors resulting from the discretisation of the physical systems. Third, the output data
generated by the analysis should be checked.

Validation

The process of determining how accurate the numerical model represents the real world
with respect to its intended use, is called validation [20]. Common practice in aerospace is
the application of the building block approach mentioned in Section 2.1.2 for validation.
With this approach analysis results are compared with physical test data at each level of
the building block pyramid. These levels could be for example coupons, elements, details,
subcomponents, and components. In this context, the number of specimens decreases
with increasing complexity. For this, the following issues have to be considered: The
data collected during physical tests should be of high quality and as comprehensive as
possible. Data should be collected for instance with strain gauges, accelerometers, load
cells, high speed cameras as well as by DIC. Inherent test variability should be accounted
for by multiple tests in order to ensure that validation is not based on an outlier data
point. Furthermore, results of the numerical analysis should be generated before physical
validation test results are available.

The test data can be compared with the analysis results in different ways, both qualita-
tively and quantitatively. A qualitative comparison can be used to get a first impression of
the simulation’s adequacy. This can be done for example by examining photos or videos
taken during and after physical tests and comparing them to simulation results. In most
cases, a quantitative comparison is also necessary. For scalar unities like deformations,
stresses or strains the Relative Percentage Error Criterion (REC) is a simple comparison
method.

Furthermore, acceptability criteria are required to determine if the difference between
physical tests and simulation is acceptable or not. These criteria are called validation
metrics. For deformations as well as for stresses and strains validation metrics are simple
and straight forward to implement. Deviations within +5% for deformations and within
+10% for stresses and strains are commonly accepted [21]. As an example, this strain
validation metric is illustrated in Fig. 2.2.

The process of adjusting the modelling parameters in the numerical model to reduce
the deviations between simulation and experimental data is known as model calibration,
tuning or updating [22]. A valid way for model calibration is collecting more experimen-
tal data to enhance the understanding of the physical phenomena involved as well as
reducing variability in the input data. Model calibration should not be conducted in a
blind attempt by randomly adjusting parameters. Random adjustments could result in
unrealistic values for some parameters and risks validating the model against only a par-
ticular set of physical test data. Consequently, the model may be invalid in other conditions.
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Figure 2.2: Validation metrics for strains [21]

Extrapolation and similarity

Limits of validity must be established for the satisfactorily verified and validated model
with identified and addressed errors and uncertainties. Furthermore, it has to be ensured
that the credible model is only used within these limits. Oberkampf et al. [23] outlined
three different possible relationships between validation and application domain. These
scenarios are shown in Fig. 2.3.

In Scenario (a), the validation and application domain match, which is why no extrapo-
lation has to be performed. However, in Scenario (c) the application domain is outside of

the validation domain. This means that the model would be applied beyond the limits
of validity. Hence, extrapolation is needed. For this reason, the model cannot be used

(a) Complete Overlap (b) Partial Overlap (¢) No Overlap

Figure 2.3: Possible relationships of the validation domain to the application domain [23]
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without further validation. Even additional verification may be necessary if the model itself
must be adjusted. The most challenging relationship is Scenario (b). There is a partial
overlap between application domain and validation domain, but the difference, for example
of the design to be investigated, is not as substantial as in Scenario (c). The computational
model is still valid but some additional testing may be necessary.

Especially for cases like Scenario (b), guidance is needed on how to determine if a
validated model can be used or if additional test data is needed. Such guidance for static
strength substantiation can be found, for example, in AMC 25.307, which distinguishes
between new structure, similar new structure and derivative structure. The question is
whether an additional model is still valid or not, is subject to engineering assessment and
can lead to considerable discussions between applicants and the approval authorities.

2.1.4 Certification of a bonded structure

After having clarified the framework for certification of aircraft structures in general, this
section focuses on the certification of bonded composite structures.

Definition of a bonded joint

Technically there are three different types of bonded joints, which are shown in Fig. 2.4.
The guidance provided by EASA only recognises bonding processes in which additional
surface preparation is required for at least one interface prior to bonding. This includes
co-bonding as well as secondary bonding. In the co-curing process an adhesive may be used
between two laminatess but the constituents are all uncured. Therefore, no surface prepa-
ration is necessary prior to bonding and cure. Since sandwich structures are considered as
a specific type of composite bonded structure, they will not be further discussed in this work.

For certification considerations joints can be further classified in primary and secondary
joints according to their safety relevance. Primary joints are typically single load path joints
and a total failure would lead to catastrophic loss of structural integrity of the aircraft.
Ordinarily, primary joints have short overlap lengths in the primary loading direction
and are therefore highly loaded. An example for a primary joint would be a longitudinal
fuselage joint. In contrast, secondary joints can typically be found in multiple load path
structures. Thus, the failure of a single joint could lead to load redistribution to other
load-carrying elements but not to a total loss of structural integrity. Bonded stringers are
a common example for secondary joints. With their comparable long overlap lengths in
the dominant loading direction, the stringer-skin bonded joints are low-loaded like most
secondary joints.

Today's certification rules—CS 23.573(a)

The damage tolerant design philosophy of current aircraft leads to the boundary conditions
for the certification of adhesive bonded joints in composite structures. According to today’s
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1
Co-Curing: Components cured together
2
/ e Component 1 un-cured
| e Component 2 un-cured
1

Co-Bonding: Components bonded together during
cure of one of the components

Adhesive
e Comp. 1 cured e Comp. 1 un-cured
e Comp. 2 un-cured e Comp. 2 cured
e Adhesive o Adhesive
1
Secondary Bonding: Components bonded
together with separate bonding operation
Adhesive 9

e Component 1 cured

/ e Component 2 cured

| o Adhesive

Figure 2.4: Definition of a bonded joint adopted from [24]

certification rules, cf. AMC 20-29 [9], certification of adhesively bonded primary composite
joints can only be achieved in one of the following ways:

‘For any bonded joint, the failure of which would result in catastrophic loss of the air-
plane, the limit load capacity must be substantiated by one of the following methods—

(i) The maximum disbonds of each bonded joint consistent with the capability to
withstand the loads in paragraph (a)(3) of this section must be determined by analysis,
tests, or both. Disbonds of each bonded joint greater than this must be prevented by
design features; or

(ii) Proof testing must be conducted on each production article that will apply the
critical limit design load to each critical bonded joint; or

(iii) Repeatable and reliable non-destructive inspection techniques must be established
that ensure the strength of each joint. [9]

Despite major research efforts, there is no robust non-destructive inspection (NDI)
method available, which is able to measure the adhesive or cohesive properties of an
adhesively bonded composite joint [25]. For this reason the strength of joints cannot be
determined reliably by NDI and the requirement (iii) may not be fulfilled. It needs to be
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noted that proof testing is not possible for each production article. It is not affordable
in large commercial aircraft productions because testing, especially of large structures, is
very cost-intensive and time consuming. Therefore, the requirement (ii) can also not be
met. Thus, the remaining requirement (i) is the only one, which is taken into account in
practice. It is one of the main reasons for the absence of adhesive bonding as standalone
joining technology in primary composite joints.

State of the art is the usage of additional fasteners, called chicken rivets, which ensure
the capability of the joint to carry the relevant loads even if the whole adhesive bondline
has failed. These fasteners have an inherent damage tolerance capability because the
required multiple load paths are represented by the individual fasteners. However, these
additional fastener elements prevent the benefit from all of the advantages of bonded joints
mentioned in Section 1.1. In contrast, an adhesive bond must be seen as a single fastener
joint. Accordingly, a dedicated damage tolerance concept is necessary to ensure that a
maximum disbond is not exceeded, for example due to fatigue loading, and a certain load
can still be carried with this damage. As a consequence, adhesive bonding is currently only
permitted as the sole joining technology for secondary joints.

The integration of a Disbond Arrest Feature (DAF) is currently regarded as the key
element to meet the certification challenges and, by this means, open up the full potential
of bonding technology [26]. In addition to the integration of DAFs, there are further
requirements on the failure behaviour of the joint. This leads to a description of possible
design methodologies.

2.1.5 Design methodology

According to Hart-Smith [27], the main objective of the structural design of adhesively
bonded joints is that the bond itself never fails. This means that under all circumstances
the adjacent structure fails before a structural failure caused by the adhesive bond can
occur. This design philosophy is supported by Waite who states that ¢ a correctly designed
bonded joint is expected to fail in the adherend [...], although failure within the adhesive
may occur’ [12].

Failure mode classification

Depending on the design, a bonded joint in a fibre composite structure can fail in different
ways. In the standard American Society for Testing and Materials (ASTM) D5573 [28] a
classification of the different failure modes has been published. The standard distinguishes
between six different failure modes presented in Fig. 2.5.

Adhesion or adhesive failure describes a disbond at the interface between adherend
and adhesive. This failure mode usually occurs due to an inadequate bonding process,
especially due to insufficient surface pre-treatment. This type of failure must be avoided
under all circumstances, as it is considered unacceptable by the relevant authorities [9, 10].

Cohesive failure refers to a failure purely within the bondline. In this failure mode
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the cohesive strength of the adhesive is reached. Thus, the maximum strength of the bond
itself is achieved.

Cracks in bonded joints with commonly seen mixed mode ratios of peel and shear stresses
tend to propagate towards one adherend [29]. This cohesive failure near the interface of
adhesive and adherend is referred to as thin-layered cohesive failure.

If failure is located in the adherends near the bond, the failure is termed fibre-tear or
light-fibre-tear failure. The occurrence of these types of failure depends on the transverse
properties like interlaminar composite strength and the stacking sequence in the composite
adherends.

If the bond strength is greater than the laminate strength, a stock-break failure occurs.
In this case the structure fails due to adherend breakage outside of the bond.

Figure 2.5: Sketches illustrating failure modes [28]

Expressed in failure modes as defined by ASTM D5573 [28], stock-break failure is
the desired mode. Based on Hart-Smith’s statement, Davis and Bond have proposed
a certification methodology [30]. The proposed methodology is based on a comparison
between the load capacity of the bonded joint (in shear) and the many different design
load cases. Davis and Bond distinquish between five possible conditions:

e Condition 1: The adhesive load capacity is greater than the ultimate strength of
the composite material which forms the joint. Thus, failure by shear through the
adhesive bondline should never occur.

¢ Condition 2: The adhesive load capacity is greater than the known Structural
Ultimate Load (SUL) of the surrounding structure, but less than the ultimate
strength of the composite material which forms the joint. Therefore, there should
never be a failure due to shear caused by the adhesive bondline itself because the
structure away from the joint will fail beforehand.

¢ Condition 3: The adhesive load capacity is less than the known SUL, but greater
than the DUL of the surrounding structure. Since the structural loads should
never exceed DUL, failure by shear through the adhesive bondline should not occur.
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Nevertheless, the adhesive bondline is the weakest element of the joint and when the
structure is tested to SUL, failure occurs in the adhesive.

e Condition 4: The adhesive load capacity is greater than the DLL for the surrounding
structure, but less than the DUL. Joints showing this strength condition are only
suitable for reinforcement repairs when the structure to be repaired can sustain
certification requirements also without the repair.

e Condition 5: The adhesive load capacity is less than the DLL for the surrounding
structure. Joints showing this strength condition are only applicable when aircrafts
are operated under flight restrictions, because if operating loads were not restricted,
failure by shear though the adhesive bondline is possible.

Based on these considerations, the design engineers must check during the design process
in which failure mode their current bonded joint design is likely to fail. The failure mode
is affected by many design parameters like for example joint geometry, layup and material
of the composite adherend as well as adhesive material. Fig. 2.6 provides an overview of
parameters affecting the static failure strength and mode of bonded joints. A more detailed
compilation of parameters and their influence on static failure is given in Tab. A.1 in the
appendix.

/4
fillet adherend /
adhesive
adherend stiffness 71 width
S /[5 bondline thickness
adherend A~ 7
thickness adhesive properties
l - ductile / brittle
interface ply orientation overap - toughned / non-toughned
length

Figure 2.6: Parameters of influence on static failure of composite adhesive joints, figure based
on tables from [31] and [32], cf. A.1

Apart from demonstrating that the pristine bonded primary joint can withstand relevant
loads, failures in the intended mode and thus the requirements for static strength and
damage tolerance must also be met. The requirement that primary joints must have
design features which ensure that a maximum disbond, at which the joint can withstand
at least DUL, is not exceeded, adds even more complexity to the design task. These
design features can be a specific way of a design, such as scarfed joints, but also additional
physical elements in the joint such as a hybrid bondline [26], with two or more materials,
surface toughening [33, 34] or even rivets [35, 36]. In turn, these design features may also
change the mechanical behaviour of the pristine joint and have an impact on static strength
substantiation. In addition, all these aspects must be proven under different environmental
conditions which makes the substantiation even more challenging.
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It is therefore a complex task to predict the strength and failure mode of a joint design.
If cost- and time-intensive structural testing of each design version shall be avoided, the
design engineer needs capable analysis methods to predict the mechanical behaviour up to
total failure during the design process.

2.2 Review of occurring damage phenomena

In order to specify the requirements for such an analysis method, the following section dis-
cusses selected publications that examine the failure of typical bonded joint configurations
in composite aircraft structures in detail. In this way, the phenomena to be modelled by the
method shall be derived. First, typical bonded joint configurations and their application in
airframe structures are presented and then occurring damage phenomena are discussed
based on representative coupon specimens from literature.

2.2.1 Typical bonded joint configurations in composite aircraft structures

In aircraft structures single lap joints can be found for example as longitudinal fuselage
joints, see Fig. 2.7(a) or in the aft section of smaller, general aviation, aircraft, cf. Fig.

2.7(b).

(a) Longitudinal fuselage joint (b) AFT section of small aircraft bonded fuselage

Figure 2.7: Examples of single lap joints in aircraft structures [37]

The generic bonded wing spar construction shown in Fig. 2.8 serves as an example for
double lap joints in aircraft structures.

Figure 2.8: Generic bonded wing spar construction with double lap joint [37]

Extensive use of bonded joints can be found in the Cessna Citation III. The business jet
provides skin-stringer joints as an example, cf. Fig. 2.9. In the design of the Citation III,
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the stringer or longerons as well as the frames are bonded to the skin.

Figure 2.9: Cessna Citation III bonded frame/longeron intersection [38]

A fourth configuration of bonded joints, which can be found in aircraft in-service, are
scarf or stepped joints in the repair of damaged composite parts. In Fig. 2.10 a stiffened
panel repair as well as crossections of stepped and scarf repairs are illustrated.

(a) Stiffened panel repair [39] (b) Stepped and scarf repair [40]

Figure 2.10: Examples of stepped and scarf repair in aircraft structures

2.2.2 Experimental observations in representative coupon specimens
Single lap joints

Purimpat et al. [41] tested single lap joints, all with the same global quasi-isotropic (QI)
properties, but with different ply layups. The adherends were made from carbon fibre epoxy
prepreg composite and the specimens were bonded with an epoxy paste adhesive. The
observed failure patterns involve one or more of the following laminate damage phenomena:
interlaminar damage (delaminations), intralaminar damage due to fibre failure (FF) and
intralaminar damage due to interfibre failure (IFF) or matrix damage. Purimpat et al.
reported damage initiation at the adhesive edges where the highest peel and shear stresses
are located. Then the cracks followed a more or less complex path into the adherends
depending on the individual stacking sequence. The further the 0°-ply was positioned away
from the adhesive layer, the deeper the cracks extend into the adherends thickness direction.
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The effect of the composite layup on the occurring damage mechanisms was also investi-
gated by Kupski et al. [42]. As in the previously reviewed study, single lap joints were
examined, but in this case, they were made from a thermoplastic carbon fibre composite
combined with an epoxy film adhesive. The observed failure patterns are shown in Fig. 2.11.

Figure 2.11: Fracture surfaces of single lap joints with different layups [42]

For specimens with 0°-plies adjacent to the bondline damage was observed predominately
in the bondline accompanied with some intralaminar damage in the 0°-plies, cf. Fig. 2.11
(c). The final failure mode is cohesive. As can be seen in Fig. 2.11 (a) and (d) with a
45°-ply as the adjacent layer, a mix between damage in the bondline near the interface and
damage inside the composite adherend occured. By turning the orientation of the layer
adjacent to the bond line even further away from 0° to 90° the damage leading to joint
failure is entirely located inside the composite adherends, cf. Fig. 2.11 (b).

Double lap joint

Potter et al. [43] tested double lap joints made from a carbon fibre epoxy prepreg and
a paste adhesive under tensile loading. The adherends had a unidirectional (UD) layup
where 0° was orientated in the loading direction. A sketch of the specimens is shown in
Fig. 2.12.
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Figure 2.12: Schematic representation of double-lap joint made with UD laminate. [43]

For all specimens tested, the final failure occurred due to delamination near the
adhesive/adherend-interface. Specimens with well manufactured fillets showed failure
initiation by adhesive cracking. This adhesive crack then grew towards the inner adherend
and initiated a delamination, as shown in Fig. 2.13(a). This delamination caused the final
failure.

(a) Well-made unmodified specimens [43] (b) Poor quality fillets [43]
Figure 2.13: Influence of fillet on failure behaviour [43]

Specimens, where the fillet was of inferior quality, showed a different behaviour. In
this case, the crack initiated at the edge between adhesive and adherend and led directly
to a delamination of the inner adherend, cf. Fig. 2.13(b), which then resulted in final
failure. The failure load of these specimens is only around 70% of the well-made specimens.
Therefore, in this study it is shown that even a slight difference in the specimen geometry
can cause a change in failure behaviour which in turn has an impact on the strength of the
joint.

Skin-stringer joints

Krueger et al. [44] have tested specimens which represent stringer-to-skin bonded joints.
These are shown in Fig. 2.14. For their investigations the researchers used a carbon fibre
prepreg with epoxy matrix in combination with an epoxy film adhesive. The adherends
had a QI layup and the specimens were tested under three different loading conditions:
three-point bending, pure tension and axial tension combined with bending.
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Figure 2.14: Skin-stringer bond line specimen with crack locations [44]

The reported damage patterns were observed in microsections after testing. In Fig. 2.14
the crack locations 1 to 4 are marked. Krueger et al. [44] observed a delamination in
corner 1 and 4, running between 90°- and 45°-plies of the stringer part (flange), which was
initiated by a matrix crack in the 90°-ply of the flange. At longer delamination length
new matrix cracks branched in the 90°- and in the 45°ply. In these locations no cracks
occurred in the adhesive at all. The described damage pattern is sketched in Fig. 2.15 for
illustration purposes.

Figure 2.15: Skin-stringer bondline specimen: Typical damage patterns in corners 1 and 4
[44]

The typical damage pattern of the other two corners, 2 and 3, is shown in Fig. 2.16. At
these corners a matrix crack formed in the 90°-ply of the flange and afterwards ran through
the 45°-ply of the flange into the adhesive bond line. At the crack tip two delaminations
formed and propagated over a long length until Delamination B1 stops and Delamination
B2 still continued.

Scarf joints

Scarf joints with 0° UD carbon fibre-reinforced epoxy adherends bonded to each other with
an epoxy film adhesive were investigated by Kumar et al. [45]. While shallow scarf angles
predominately led to FF and fibre pull-out, specimens with steeper angles showed cohesive
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Figure 2.16: Skin-stringer bondline specimen: Typical damage patterns in corners 2 and 3
[44]

failure in the adhesive. This implicates that the damage pattern strongly depends on the
scarf angle.

2.2.3 Implications for the design process

In all examples discussed above, damage in the composite adherends could be observed.
Nevertheless, only some of the joint configurations developed damage in the adhesive itself.
Furthermore, it can be noted that all types of composite damage phenoma (inter- and
intralaminar) occurred. An introduction to the different composite damage phenomena
can be found in the corresponding chapter in Section 4.2.5. In the single and double lap
joints as well as in the skin-stringer-joints delaminations and matrix cracks were reported,
whereas in the scarf joints also FF was noted. Only in the single lap joint study conducted
by Kupski et al. [42] cracks in the adhesive led to final (cohesive) failure. Especially the
study of Potter et al. [43] underlines that the occurring damage phenomena can have a
large impact on the final failure mode according to ASTM D5573, cf. Fig. 2.5, and thus
also on the achieved strength. Moreover, the types of damage occur in part simultaneously
and may also interact with each other.

The studies illustrate that all phenomena must be considered in the design phase of
bonded joints in composite structures. Furthermore, an understanding of the damage
phenomena and failure mode is necessary to improve designs in this phase. The challenge
is that failure mode and strength, as shown in Fig. 2.6 and Tab. A.1, depend on many
design parameters.

2.3 Methods for the design-supporting prediction of the failure behaviour

In the design of aircraft structures, a distinction is made between structural sizing and
detail design. Using a GFEM model with limited detail, also known as FEM loads model,
in the structural sizing general design parameters such as the ply layup, the shape and
the size of stiffeners as well as the stiffener spacing are defined. Sizing drivers are static
strength, damage tolerance, durability as well as stiffness respectively deflection. The
internal loads determined in the structural sizing are then used in the detail design to
dimension structural details such as joints with regard to their load capacity and to assess
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their potential failure modes. [16]

Since the design of bonded joints is part of the detail design, this work focuses on methods
for detail design and the terms design and detail design are used as synonyms.

This subchapter reviews available methods that can support the engineer in the detail
design process using analytical or numerical approaches. The analysis of the bonded joint
can be divided into two aspects. On the one hand there are analytical-, numerical-, and
respectively FEM-based approaches for predicting the stresses in the adhesive layer and the
adjacent composite adherend. On the other hand there are failure models, which predict
at which load the adhesive layer and/or the surrounding composite parts are overstressed
and fail. The latter models use the stress and sometimes the strain fields determined with
the former methods as input data.

The following overview is intended to show the capabilities as well as the limitations of the
methods currently available and is not exhaustive. Extensive reviews of available methods
to be used in the detail design can be found for example in [46], [47] and [48].

2.3.1 Determination of stresses and strains in bonded joints

The first analytical model for the prediction of stress distribution in the adhesive, known as
shear-lag model, was developed by Volkersen in 1938 [49]. It was originally developed for riv-
eted joints and only covers the shear stress distribution as it neglects effects due to rotation
of the adherends. Furthermore, it assumes linear-elastic behaviour of the adherends as well
as of the adhesive. In 1944, Goland and Reissner [50] were the first researchers to consider
adherend rotation or secondary bending. Therefore, their solution also predicts the adhesive
peel stress distribution. In contrast to the two aforementioned models, Hart-Smith takes
into account the plasticity of the adhesive in shear in his analysis report of single and double
lap joints for the National Aeronautics and Space Administration (NASA) from 1973 [51].
Five years later, Ojalvo and Eidinoff modified the model introduced by Goland and Reissner
in order to predict the variation of shear stress through the bond thickness [52]. It needs
to be considered that these classical analytical theories are based on beams and neglect the
stresses in depth direction. Therefore, effects due to shear and normal stresses in this direc-
tion are not considered. However, these stresses can be of particular importance for fibre
composites, as the stresses in depth direction, for example due to 45° plies, vary significantly.

Beyond the classical theories, there is a plethora of complex analytical theories that take
into account a wide variety of effects in order to overcome the limitations mentioned above.
An example of this is provided by Tsai et al. [53], who extend the classical theories by
the normal and shear deformations in depth direction, thus enabling the consideration of
anisotropic materials. Further theories that explicitly consider fibre composites adherends
were developed by Wah [54], Yang and Pang [55] and Allmann [56] as well as Renton and
Vinson [57]. The majority of theories assume linear-elastic material behaviour for both the
adherends and the adhesive. In this context, the theories of Crocombe and Bigwood [58],
Wang et al. [59] as well as Adams and Mallick [60], which are able to take plasticity into
account, are mentioned without further explanation. In most cases, however, these models
cannot be applied to fibre composites and do not have a closed-form solution. Therefore,
they have to be solved numerically which diminishes the advantages of analytical solutions.
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At this point, it should be emphasised that the models mentioned represent only a fraction of
those available. A comprehensive overview is for example provided by da Silva et al. [61, 62].

A general limitation of the analytical solutions is that only simple geometries can be
modelled. In addition to the aspect that modelling of adherends made of fibre composites
and their failure is only possible to a limited extent, this leads to the fact that FEM-based
approaches are preferable for the considered application.

The FEM-based evaluation of stresses and strains enables the consideration of more
complex geometries as well as the use of a variety of material models for the adhesive
and the composite adherend materials. Apart from the transversely isotropic properties
of the fibre composites under consideration, the non-linear material behaviour of modern
toughened epoxy-based composites, for example shown by Schéfer et al. [63], can also
be taken into account. Similarly for adhesives, FEM-based approaches and, thus, the
possibility of using more complex plasticity models make it possible to reproduce material
behaviour more accurately. It is well-known that the plastic yielding of polymers in general
is sensitive to hydrostatic pressure [64]. Wang et al. [65] show the pressure sensitivity in
experiments for a rubber-toughened film adhesive commonly used in aerospace applications
(FM73) and recommend using yield criteria which account for the influence of hydrostatic
stresses.

2.3.2 Failure modelling approaches for adhesives and fibre composites

Models for evaluating the strength and failure behaviour of adhesive bonds and fibre com-
posite structures are the subject of many scientific studies. These models can essentially
be divided into three different categories: The Continuum Mechanics (CM), the Fracture
Mechanics (FM) and the Damage Mechanics (DM) approach.

The CM approach is the most common approach in this context. Models based on this
approach compare determined stresses or strains, sometimes also functions of the stress
or strain field, with critical or allowable values. However, finding a universal strength or
strain allowable is difficult due to the bi-material stress singularities inherent in composite
bonded joints. When FEM is used for stress determination, the highest occurring value
often depends on the choice of discretisation. [46]

To overcome these difficulties some authors suggest using stress or strain values at a cer-
tain distance from the singularities [66]. The challenge then is no longer the determination
of the allowable itself, but the selection of a proper position where the stresses or strains
are considered.

In CM it is assumed that structures and material are continuous. Discrete defects such
as cracks are not represented. In FM, in contrast, the progression of discrete cracks is
analysed. Failure is assumed when a critical energy release rate (cERR), a critical stress
intensity factor or a critical crack tip opening displacement is reached [46]. With this energy-
based approach, the stress singularity problem of the continuum mechanics approaches
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can be overcome. Nevertheless, the assumption of an existing precrack is necessary. A
common representative of the approach is the Virtual Crack Closure Technique (VCCT) [67].

In contrast to FM with the DM approach, however, it is possible to describe the complete

failure behaviour of a structure including initiation and propagation by modelling the
damage process in the material during damage evolution smeared over a finite region. The
damage initiation is determined with stress- or stain-based criteria, whereas the propagation
uses energy-based approaches. Thus, the problem of singularities is also circumvented.
Unlike in FM, the assumption of an existing defect or crack is not necessary. The existing
DM techniques can be divided into Local Damage Mechanics (LDM) and Continuum
Damage Mechanics (CDM) approaches. [46]
In the case of the LDM approach, damage is localised to a zero-volume line or surface. It
is used for interfacial failures like modelling delaminations between two composite plies
[68] or debonding between adhesive and adherend [69]. With the CDM approach, the
damage is smeared to a finite region, e.g. within a solid element, in order to model
bulk failure [70] or cohesive fracture of an adhesive bond [71]. DM approaches can be
considered as state-of-research [48]. The FEM-based approaches discussed below all use a
representative of this failure modelling approach, called Cohesive Zone Modelling (CZM),
without exception.

2.3.3 State of the art in FEM-based bonded joint failure prediction

This section focuses on publications about FEM-based approaches to predict the strength
and failure behaviour of bonded composite joints. There are many publications in which a
variety of approaches is used to predict the strength and failure behaviour solely of a fibre
composite structure or only of an adhesive bond. These are not part of this overview. Only
research work relating to bonded composite structures which models failure in the adhesive
and in the adherends is included. A more detailed state-of-the-art review on FEM-based
approaches for the representation of the composite adherends intra- and interlaminar
mechanical behaviour up to failure as well as modelling of the adhesive bond is given in
the corresponding chapters 4, 5 and 6.

Studies considering interlaminar and adhesive damage

The strength of specimens that fail purely cohesively can be predicted to a satisfactory
standard. Yet, as soon as damage in the fibre composite adherend occurrs damage models
for the composite have to be incorporated in the model. Many studies consider only
interlaminar damage, also called delamination, and neglect intralaminar damage such as
fibre and matrix damage. Some selected examples are discussed below.

Kim et al. [72] studied the damage evolution in scarf joints under impact loading
with experimental tests and numerical simulations. The specimens were made from an
aerospace grade UD carbon epoxy prepreg (Cycom 970/T300) with a QI layup and a
rubber-toughened epoxy film adhesive (Cytec FM300). After testing, ultrasonic C-scans of
the specimens revealed intralaminar matrix cracking and delaminations as well as adhesive
damage. Although matrix cracking was observed in the experiments the three-dimensional
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numerical model only considered interlaminar and adhesive damage. Both using local CZM
with different cohesive laws for adhesive and adherend. In general, Kim et al. [72] assess
that adhesive disbonding and composite delamination predictions correlate well with the
experiments. However, the numerically predicted force-time history was only accurate for
the initial stiffness and the first peak force. The deviation between experimental and numer-
ical results after the first force peak was attributed to the neglection of intralaminar damage.

Shang et al. [73] used the same modelling approach for interlaminar and adhesive
damage as Kim et al. [72] but in a two-dimensional model to predict the failure loads of
tension loaded single lap joints. The single lap joints made from carbon fibre epoxy prepreg
were loaded in tension. Two series, one with a brittle and one with a tougher adhesive,
were analysed. For both series, the predicted failure load was within the 95% confidence
interval of the mean experimental failure loads. However, the specimens were not examined
for intralaminar damage. In addition, stiffnesses or strains were not compared between
experiments and numerical results.

In the study conducted by Campilho et al. [74] a combination of solid elements and an
elasto-plastic material model with the local CZM technique was used to model plasticity
and damage in the adhesive of single- and double lap joints. In addition, the models
included interlaminar damage. The researchers studied the influence of major geometric
parameters as well as several combinations of adherend thicknesses and stacking sequences.
Furthermore, the mechanical parameters of the cohesive laws were modified in order to
evaluate their impact on the failure behaviour. Nevertheless, the publication does not
contain the comparison with experimental results and therefore no statement on the validity
of the modelling can be made.

Overall, it cannot be deduced from the presented studies that limiting the modelling of
damage in the composite to delaminations is a reasonable simplification. In the one study
that examined intralaminar damage in the experimentally tested specimens, intralaminar
damage occurred and deviations between experiment and simulation were attributed to
the neglection of intralaminar damage in the simulation.

Studies considering intra-, interlaminar and adhesive damage

There are only a few, recently published studies in which FEM-based models were used to
predict failure behaviour, which, in addition to damage in the adhesive, include both inter-
and intralaminar damage models. An overview of these models can be found in Tab. 2.2.
In each of the studies, only one general joint configuration was taken into account to
validate the model. Leone et al. [75] considered splice joints in CFRP sandwich panels.
CFRP single lap joints were analysed by Taotao et al. [76] and Sun et al. [77]. The former
took Z-pins as a design feature for increasing strength into account. Goh [78] investigated
scarf joints with dissimilar CFRP adherends. The aforementioned studies all applied a
tensile load to the joint, while Liu et al. [79] considered stepped joints under bending. In
all studies only failure loads as well as a visual failure mode assessment and no DIC data
were used for validation.
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An overview of the quality of the numerical predictions in the identified studies is shown
in Tab. 2.3. The stiffnesses were only compared in two out of five publications. While the
stiffness agrees well in Leone et al. [75], it can only be correctly predicted in two out of three
cases in Liu et al. [79]. The range of the strength prediction is with an underestimation of
about 10% to an overestimation of about 16% in an acceptable range. More inconsistent
results are obtained when it comes to accurate prediction of the failure mode. The failure
mode can be correctly predicted in only six out of nine cases. In one case thhe failure
mode prediction is only possible to a very limited extent and in two cases not at all. In
addition, it is not clear from the publications how much model calibration has been carried
out. All in all, it can be said that some of the results are quite remarkable, but there are
possibilities for improvement. This relates in particular to the chosen modelling approaches.

Table 2.3: Quality of the numerical predictions in the identified publications

Consistency of numerical predictions with experiments

Publication Application Variant Stiffness Strength (REC) Failure mode
Leone et al. [75]  Splice joint Conventional splice joint Yes 10,6%, 14,7% Yes
Durable redundant joint Yes -0,7%, +6,9% Yes
Goh [78] Scarf joint HexPly parent material | Not compared Up to 15,7% Yes
Scarf joint Cycom parent material Not compared Up to 10,1% No
Taotao et al. [76] Single lap joint Various Not compared No force values given Yes

Sun et al. [77] Single lap joint Various Not compared Up to 11% Limited

Liu et al. [79] Stepped lap joint  3pb, 100 mm No 7,5% No
Stepped lap joint  3pb, 210 mm Yes -2,7% Yes
Stepped lap joint 4pb Yes -9,9% Yes

The modelling strategies in the different publications are quite similar in the choice of
approaches for the individual components of the joints. However, these approaches partly
lag behind the state of research in the individual fields. This is explained in more detail in
the following.

All authors use three-dimensional models combined with explicit FEM solvers to study
the bonded joints. Leone et al. [75], Sun et al. [77], and Liu et al. [79] use a stacked
solid approach for the composite adherends. Goh [78] modells the laminate with a stacked
continuum shell element approach, whereas Taotao et al. [76] use stacked conventional
shell elements. In some studies, which investigate the modelling of composite laminates in
FEM, authors report that consideration of the general three-dimensional stress state, thus
the use of solid elements, increases the prediction accuracy [80, 81].

For modelling the intralaminar behaviour up to total failure it is deemed common sense
to use CDM with a fracture toughness-based degradation. Except for Leone et al. [75],
who use the LaRCO03 criterion, the basic Hashin failure criterion is used to detect damage
initiation. However, as shown in [82], the Hashin failure criterion is not able to model
matrix damage with high accuracy. This is confirmed by the World-Wide Failure Exercise
IT (WWFE-II). It was shown that the failure criteria of Cuntze [83] and Puck [84] describe
IFF with higher accuracy [85] than Hashin’s theory.

It is noteworthy that the intralaminar plasticity has been neglected by all of the authors.
Taotao et al. [77] at least model the non-linear shear behaviour using the Soutis formula
[86]. This non-linear behaviour is completely reversible and does not account for plastic
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deformations. In contrast, in the literature several experimental results can be found [87,
88, 89, 90], which show a distinct non-linearity prior to discrete damage like FF, IFF or
delaminations. This observed non-linearity is caused by plasticity of the matrix material,
fibre rotation, and microcracks. Therefore, it is often called pseudoplasticity, cf. Section
4.2.4.

In all studies the commonly accepted bilinear zero thickness element-based CZM approach
with material properties from a 0°//0° interface is used to model delaminations. Yet,
two effects which possibly limit the prediction accuracy are neglected. There may be an
R-curve effect meaning an increase in cERR during crack growth, resulting in different
values for initiation and propagation. It originates from micromechanical processes at the
intersection of the fibres [91]. In addition, experimental investigations of multidirectional
laminates suggest that there is an, at least moderate, effect of layup on the cERRs [92].
The values from 0°//0° interfaces appear to be conservative, but an interface dependant
use of cERR values could improve the prediction.

For the adhesive modelling the CZM approach in combination with finite thickness cohesive
elements is used. A true plasticity model that considers the plastic behaviour of the
adhesive is not used in any of the studies. Only Leone et al. [75] use a superposition of two
bilinear traction separation laws to model non-linear effects in the adhesive. In contrast,
Jousset and Rachik [93] conclude in their work that the exclusive use of CZM to describe
the constitutive behaviour of thin adhesive layers is only permissable if the occurring plastic
flows are negligible. However, this is very difficult to predict especially if the simulation
method should be capable to model very general loading conditions. Therefore, the use of
a single cohesive zone for an entire adhesive layer is a strong simplification [94].

In principle, the studies show that the determination of strength and failure mode for
bonded joints using PDA, even with strong simplifications, is possible. Nevertheless, almost
all studies presented in this section focus on the illustration of the developed PDA method
itself. A justified selection and trade-off between the advantages and disadvantages of the
different aspects of the modelling strategy is not part of the studies. Furthermore, none of
the studies provide guidance on how the necessary material parameters should be deter-
mined. To add, only Leone et al. [75] address the question how such PDA methods can be
used in the design of bonded joints. They propose to use a sufficiently fine model, which is
validated for bounding cases, to efficiently evaluate intermediate values of design parameters.

2.4 Chapter summary

The design of bonded joints in composite structures for aeronautic applications is consid-
ered a very challenging and complex task. Apart from certification requirements like the
integration of design features that ensure a maximum disbond of the adhesive bond, there
are also requirements from design methodologies. One possible example is the specification
of a desired failure mode. As shown in this chapter, the failure mode as well as the strength
of the joint depend on many parameters, which have to be specified during the design
phase. The compliance with these requirements can in principle be shown by experimental
tests or with the help of M&S.
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In the absence of reliable M&S approaches, in practice the information on failure be-
haviour and type as well as residual strength required during detail design and certification
are determined by physical tests [95]. As a result, only a very limited number of configura-
tions can be investigated due to time and cost constraints. In order to reduce the number
of these expensive and time-consuming tests, at least in part, there is a need for a validated
M&S approach for virtual structural tests of bonded joints in composite structures. A
capable analysis tool would increase the number of design variants which can be checked
in the design phase, would simultaneously improve the understanding of the mechanical
behaviour, would enable the virtual derivation of design guidelines and would pave the
way towards more virtual testing in the context of certification. In the end, such an M&S
approach could help to overcome the current challenges in adhesive bonding.

To implement an holistic M&S approach for a simulation-driven detail design and
certification some specific requirements have to be met. Obviously, the approach has to
be verified and thouroghly validated. The ability to reliably predict the correct failure
mode as well as the stiffness and the strength of the bonded structure within specified
boundaries has to be proven. In addition, the individual modelling strategy decisions for
an holistic M&S approach must be justified in a comprehensible manner. This means
that the selection process must be well documented, including the specification of model
simplifications and assumptions as trade-offs between accuracy and numerical effort and
their impact on the results. Furthermore, a M&S guideline or handbook not only containing
information on modelling but also providing guidance on identification of the necessary
material parameters must be provided to the staff performing M&S. Such a guideline should
also contain application examples to illustrate the application of the M&S approaches.

However, as shown in this chapter, to the best knowledge of the author there is no M&S
analysis approach available in literature, which meets the requirements summarised above.
This is the reasons why progressive damage analyses cannot alleviate the challenges in the
design of fibre composite bonded primary joints to date.

In order to help overcoming these challenges, a holistic simulation approach is developed
within the scope of this thesis. The next chapter summarises the requirements for such a
simulation-based design approach elaborated in this chapter, presents and discusses the
related research and working hypotheses. Furthermore, the technical approach to develop
the holistic simulation-based design approach and finally to test the mentioned hypotheses
is presented.






CHAPTER 3

A simulation-driven design approach for composite bonded joints

How can the implementation of PDA as a tool in the design of fibre composite bonded joints
be achieved?

In the following, at first the requirements for a simulation-driven design approach based
on the shortcomings identified in Section 7?7 are summarised. Based on this information,
the research as well as working hypotheses regarding the compilation of a new holistic
PDA approach and its implementation in the design process are postulated. The chapter
closes with a break-down of the research approach to answer the postulated hypotheses.

3.1 Requirements for a simulation-driven design approach

In the previous chapter it has been shown that besides the strength itself, the failure mode
is a decisive factor in the design of fibre composite bonded joints. However, due to the lack
of capable numerical analysis tools, the information regarding the failure mode is obtained
by experimental testing. Since physical testing is complex and expensive, the consideration
of different variants during design in particular and the use of bonded joints in aircraft
structures in general is limited.

The present work is intended to help remove this obstacle by providing a tool to assess
the mechanical behaviour during the design phase without the need of physical tests. Such
a tool needs to capture all relevant damage phenomena, cf. Fig. 3.1, but must also be
pragmatic, because otherwise it would not be suitable for regular use during design. As
discussed in Chapter 2, the implementation of a holistic PDA tool is a promising approach
to alleviate the challenges in the design. Furthermore, it was shown in Chapter 2, that
to the best knowledge of the author none of the published methods fulfil the needs for a
design-supporting prediction of the mechanical behaviour up to total failure.

The desirable major requirements for the development of a holistic PDA method in
a simulation-driven design process, based on the examination of current research and
identification of their shortcomings in Chapter 2, are:

e an accurate description of the mechanical behaviour of composite adherends and
adhesive up to failure.

e the possibility to consider plasticity of both composite adherends and adhesive.

33
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Figure 3.1: Damage phenomena in the fibre-reinforced polymers (FRP) adherends and in the
adhesive layer (f. 1. t. r.: crack in bondline, delamination, IFF, FF)

e the use of a three dimensional stress-based interactive phenomenological intralaminar
failure criterion which is top ranked in World-Wide Failure Exercise I (WWFE-I)
and WWFE-IL

e the modelling of intra- and interlaminar progressive damage.
¢ a possibility to use interface-orientation-specific interlaminar material data.
o the modelling of progressive damage in the adhesive.

¢ a demonstration of how the required material parameters can be determined and
exemplary determination for one material each.

o the validation for different loadings and failure modes not only using strength and
visually-assessed failure mode but also ultrasonic inspection and DIC data.

o the applicability for different (composite) materials.

o the ability to provide information regarding strength and failure mode needed during
design.

¢ the provision of recommendations to choose individual model components for different
application scenarios to ensure a well-balanced trade-off between accuracy and effort.

e the provision of an application example regarding how the holistic PDA approach
can be used during design to derive design guidelines and reduce physical testing.

These requirements for the implementation of such a method in the design process lead
to the following research and working hypotheses under the assumption of which this work
is carried out.

3.2 Research and working hypotheses

The aim of this work is to provide a universal FEM-based PDA method that can be used
to answer design questions and to develop design guidelines for bonded fibre composite
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aircraft structures. Thus, it needs to be proven that:

Research hypothesis: A validated PDA approach taking into account all relevant occur-
ring damage phenomena combined with carefully determined mechanical parameters enables
the derivation of design guidelines for bonded joints in composite structures while reducing
experimental tests to an absolute minimum.

The above research hypothesis is based on the assumption that besides the provision of
a holistic progressive damage method itself, an idea for its use in the design process must
be given and exemplified.
For a limited number of applications, previous studies have shown in principle that with
PDA the determination of strength and failure mode for bonded joints is possible, cf.
Subchapter 2.3. However, most of the studies presented in this section focus on the
development of the PDA method itself. Only one of the studies [75] addresses the question
how such methods can be used during design. Leone et al. [75] state that a sufficiently fine
model, which is validated for bounding cases can be used to evaluate intermediate values
of design parameters efficiently.
In this thesis, an attempt is made to go beyond a pure method for assessing intermediate
design values. In addition to the development of the method itself, it will also be examined
whether it can be usefully applied in the design context in order to derive guidelines
answering specific question. With a specific example in the context of aircraft structural
design, it is shown how the experimental testing for a design guideline can be reduced to a
minimum by identifying the relevant test configurations with the holistic PDA approach.
First of all, this requires a reliable and validated method for the numerical prediction of
the mechanical behaviour up to total failure for the entire composite bonded joint. This
leads to the first working hypothesis:

Working hypothesis I: Using a combination of selected mesoscale models for the intra-
and interlaminar as well as the mechanical behaviour of the adhesive, each taking into
account the progressive damage up to total failure, is a suitable approach to compile a
holistic tool for analysing the strength and failure behaviour in the design process of fibre
composite bonded joints.

Numerical analysis approaches can model the mechanical behaviour on different scales.
The scales are referred to as micro-, meso- and macroscale. A brief introduction to the
different scales applied to fibre reinforced composites can be found in Section 4.2.1. On
the one hand, modelling the entire joint on the microscale is too expensive in terms of
computation time since microscale models of small coupons from composite materials can
only be solved with high computational effort [96]. On the other hand, models on the
macroscale cannot capture all of the different damage phenomena and stress fields which
are necessary to predict the correct failure mode, cf. Section 4.2.2.

This lead to a CDM- and CZM-based mesoscale modelling between the two aforemen-
tioned scales. Obviously, this type of modelling also has its disadvantages. It needs to be
mentioned that the models for the different phenomena and constituents are not directly
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coupled [97]. They interact only via the resulting stress and strain fields. Accordingly,
there is no information exchange for example at (bi-)material interfaces to allow for crack
migration. However, enhancing the approach to include such communication, or the use of
approaches other than CDM- and CZM-based [97] ones, would again complicate and slow
down the simulations so that they cannot be used as a pragmatic tool in design.

Therefore, two things must be shown in this thesis. Firstly, it needs to be assured that the
selected model components fit together. This concerns in particular the modelling of the
intra- and interlaminar behaviour of the composite adherends. Secondly, it must be proven
that the combination of mesoscale models without direct coupling is sufficient and a valid
approach which can be reproduced during validation and can later predict experimentally
observed failure behaviour and strength. Hence, the second working hypothesis states that:

Working hypothesis II: The individual components of the holistic model, which have been
verified and validated with high accuracy at the individual level, also show high accuracy
for the entire composite bonded joint in the holistic PDA approach.

The majority of the studies discussed in the state-of-the-art Subchapter 2.3 only shows
validation on the bonded joint level and no justification of the individual modelling choices
is given. In addition, validation in the studies is performed by comparison of failure mode
and strength only.

In this thesis, the verification and validation of the different PDA tools is performed isolated
on the individual constituent level first. With the results for the individual components,
recommendations for the different PDA tools used in the holistic approach are made. This
leads to well-founded decisions for the holistic approach. After that, the modelling for
each constituent is validated in the holistic model. At both levels, unlike the state of the
art, DIC data is used to assess stiffness and to some extent strain fields. By doing so,
validation does not only rely on strength and failure mode. This two-level selection and
validation approach, first on the individual constituent level and then on the entire joint
level improves the quality of the holistic method.

With this procedure, different modelling approaches are available for each individual com-
ponent with an estimation of accuracy and computation time. This makes it possible to
answer the third and final working hypothesis:

Working hypothesis I11: The application-specific selection of the different model compo-
nents in terms of accuracy, computational costs and effort for parameter identification
results in a capable but pragmatic tool.

In M&S, a trade-off between accuracy and computational effort is always necessary. Yet,
it needs to be considered that the most accurate tool will not be used if it is not affordable
in terms of characterisation, modelling and computational effort.

To give an example, the most state-of-the-art FEM-based failure predictions, cf. Subchapter
2.3, neglect the plasticity of composite adherends and adhesive. This is a simplification
in terms of characterisation effort and computational costs. However, it needs to be
investigated how much the accuracy of the final method suffers from this simplification.
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This kind of investigation is not performed in the aforementioned studies. Rather, the
studies only show one final modelling approach.

For such simplifications it has to be shown how large the savings in terms of computational
effort are and which costs in terms of accuracy will occur. To be able to assess this, different
modelling approaches for the individual components have to be considered. In addition to
plasticity, further examples considered in this work are the intralaminar failure criterion
and the necessity of a distinct interlaminar damage model.

In this way, different holistic approaches can be compiled depending on the information
required, the accuracy and the computational effort. By doing so, best practices for different
applications can be provided.

3.3 Technical approach

The developed method should be as general as possible. Nevertheless, a reference material
combination is needed for exemplary determination of material parameters, for verification
and validation of the method and the application to an example design issue. This baseline
material combination is the toughened thermoset composite material M21-T700GC from
Hexcel and the Hysol EA9695 film adhesive from Henkel. Both materials are already in
use in the aerospace industry.

In terms of software, the holistic PDA is developed on the basis of the commercial FEA
software package Abaqus.

Chapters 4, 5 and 6 focus on the individual components of the holistic PDA.

In Chapter 4 the intralaminar behaviour is considered. Starting with an introduction
to the state of the art, a modular user-defined intralaminar material model is developed
and implemented. The needed material parameters are derived, and the different model
variants are validated against Open Hole Tension (OHT) specimens. For the baseline
material the needed tests are performed at DLR. For a second material, the procedure is
followed based on literature data. Chapter 4 closes with first recommendations regarding
composite modelling in the holistic approach.

Chapter 5 focuses on the interlaminar behaviour. Since most in-service structures have
multidirectional layups, after a brief introduction to the state of the art, Chapter 5 puts the
emphasis on characterisation of interface-orientation-specific material data. A verification is
performed by simulating the characterisation experiments with the chosen approach. After
that, with the help of the OHT specimens from Chapter 4 combinations of different versions
of the user-defined intralaminar material model with the interlaminar modelling are under
investigation. Based on the observations from the OHT simulations, recommendations for
the holistic approach are made.

After a brief overview of the state of the art in adhesive modelling for strength prediction,
in Chapter 6 three different CZM-based approaches are chosen to be investigated for the
holistic model. The parameters needed for all three modelling approaches are identified for
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the baseline material. Then, a comparison of the models is conducted by applying them to
previously experimentally-tested Thick Adherend Shear Test (TAST) specimens. With
the information gained, recommendations for a fast as well as more accurate modelling
approach for the holistic approach are given.

In Chapter 7 the entire holistic PDA is applied to bonded composite structures for
the first time. Single Lap Shear (SLS) joint specimens are used to validate the compiled
approach. For this purpose, a test series with specimens designed to fail in different failure
modes is physically tested. The determined data is then used for validation under shear
dominated loading. A final recommendation for two holistic approaches is made: a fast
and a more accurate holistic modelling approach.

In Chapter 8 an application example for the use of the holistic PDA approach to answer
a specific design question is presented. First, a brief overview of the state of the art in
virtual testing as well as an introduction of the Multifunctional Fuselage Demonstrator
(MFFD) as example structure is provided. This is followed by an introduction of the design
questions regarding a bonded longitudinal fuselage joint of a single aisle aircraft. More
specifically, the needed positioning tolerance is under investigation. The chapter closes
with the results from the M&S with the holistic PDA as well as with a proposition for
reduced physical testing in the context of the design issue.

Chapter 9 concludes the present work. A comparison of the achieved results with the
hypotheses in this chapter is made. Finally, an outlook regarding potential future research

is given.

A graphical outline of the technical approach is shown in Fig. 3.2.
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Figure 3.2: Graphical outline of work breakdown with chapter assignments






CHAPTER 4

Intralaminar failure analysis of UD fibre reinforced composites

How should the intralaminar behaviour of the fibre composite adherends be modelled and
how can the required material parameters be determined?

Since failure in the composite adherends is the desired failure mode for bonded joints
in fibre composite aircraft structures, the numerical prediction of strength and failure
behaviour is one of the most important factors for progress in the design of bonded joints.
Hence, reliable numerical failure analyses of the adherends are needed to compile a holistic
PDA tool for the whole joint.

Parts of this chapter have also been published in [6].

4.1 Structure and approach

This chapter focuses on the description of the mechanical behaviour up to total failure
of the single plies, also referred to as intralaminar behaviour, in the FEM environment.
Based on a literature study, a model to consider pseudoplasticity, a failure criterion
and a degradation model are chosen. A user-defined material model for Abaqus/Stan-
dard (UMAT) and a user-defined material model for Abaqus/Explicit (VUMAT) with
the previously selected components is implemented, verified, and validated. For this
purpose, the required material parameters are determined experimentally. To conlcude
the chapter, a recommendation is made for the intralaminar modelling in the holistic model.

4.2 Representation of laminates for numerical analysis

Material models that are intended to realistically represent the behaviour of laminates,
including their failure, must represent intra- and interlaminar damage mechanisms. Since
the implementation of these numerous effects must bring together different theories and
is thus a complex task, it is still being investigated by several researchers after decades.
Numerical modelling of laminates, for example with FEM, can be done in different ways.
This is explained below. Although this chapter focuses on intralaminar modelling, a
modelling approach must be chosen that is compatible with interlaminar models and thus
enables combination of the models in the later stages of this work.

41
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4.2.1 Scales of a UD fibre-reinforced composite

It is noteworthy that laminates can be considered at various scales of increasing abstraction.
In this work the terms micro-, meso-, and macroscale are used to describe the different
scales [98, 99]. Fig. 4.1 shows the three scales which are briefly discussed in the following.

Microscale

On the microscale, the fibres and the matrix material of the composite are each described as
separate materials with different mechanical behaviour. Due to the small scale, such models
are only suitable for small sections of a ply, also referred to as representative volumes.
These are used to investigate effects such as the propagation of cohesive matrix cracks or the
debonding of fibre and matrix. Microscale analyses are suitable for determining smeared
properties for the next higher scale, but not for investigating entire bonded structures, as
intended in this work. An example for numerical investigations on the microscale using
peridynamics, cf. Fig. 4.2, can be found in Rédel et al. [96].

Mesoscale

One abstraction level higher, at the mesoscale, the single layer consisting of fibre and matrix
is considered as a homogeneous, anisotropic material. The properties of fibre and matrix
are smeared to stiffness and strength values for the entire considered volume of the single
layer. These smeared properties can be determined by the aforementioned investigations on
the microscale, by analytical mixture rules or by experimental tests on UD test specimens.
The material behaviour on the mesoscale can be modelled three-dimensionally with an
orthotropic material law. The principal material directions are in fibre direction (1),
transverse to the fibre directions (2) and in through-thickness direction (3).

If transverse isotropy is applied, assuming the same properties in the transverse and
thickness directions, the number of required parameters is reduced. In the case of linear-
elastic material behaviour, only five independent material parameters are necessary. The
modelling can be further simplified by assuming the plane stress state, as all stresses outside
the 1-2 plane can then be neglected. Most of the failure criteria for fibre composites are
formulated for this level of detail [99].

Figure 4.1: Scales of a UD fibre reinforced composite: (a) The micro-, (b) the meso-, and (c)
the macroscale. [99]
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(a) Micrograph (b) Simulation

Figure 4.2: Transverse matrix cracks on microscale: Comparison of experimental investigation
from Gamstedt and Sjogren [100] with peridynamic simulation from Rédel et al. [96]

Macroscale

On the macroscale, the volume under consideration consists of a laminate of individual
stacked plies with different fibre orientations. The individual quasi-homogeneous and
orthotropic layers are perfectly bonded together. The global behaviour of the laminate is
described by smeared properties, which can be calculated, either analytically or numerically,
from the mesoscale properties of the single ply, the fibre orientations of the plies related to
the laminate axes, and the geometry. Information on micro- and mesocale are neglected.
Analyses result in an average response of the whole laminate.

4.2.2 Modelling approaches in FEM

In principle, modelling at the meso- and macroscale seems suitable for the purpose in the
present work. The following section gives an overview of the actual modelling approaches
in FEM. Based on this overview, an approach is selected for the subsequent investigations
and finally, for the holistic model.

Equivalent single-layer theories

Laminated structures typically have dimensions of small thickness in comparison to their
lateral extent. This fact is the motivation for approaches that reduce the three-dimensional
problem to a two-dimensional one [101].

This is achieved through assumptions regarding the deformation and stress distribution
in the through-thickness direction of the laminate [102]. The thickness coordinate is
eliminated by integrating along the thickness [103]. These approaches are called Equivalent
Single-Layer Theories (ESLs) and allow the entire laminate to be represented with one
element in thickness only. The stacking sequence as well as the thickness and orientation of
the individual plies become a material property. ESLs can be classified according to their
description of transverse shear stresses. In engineering applications, Classical Laminate
Theory (CLT) and First-Order Shear Deformation Theory (FSDT) are the most widely
used. The former theory is used for very thin laminates, while the latter is used for thicker
laminates [102]. It needs to be mentioned that CLT relies on the Kirchhoff-Love hypotheses
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[104]. Transverse shear and normal strains in the thickness direction are neglected.

With the FSDT, based on the kinematic model of Mindlin [105] and Reissner [106], normal
strains in the thickness direction are still neglected, but constant shear deformations induce
interlaminar discontinuous and layer-wise constant transverse shear stresses [99].

Both of the aforementioned theories assume that plane cross sections remain perpendicular
to the mean surface under deformation. This restriction is eliminated in the Higher-Order
Shear Deformation Theory [107]. Some even remove the limitations of neglecting strain in
the thickness direction by using fully three-dimensional constitutive laws. These models
assume linear through-thickness strains [99]. However, in commercial FEM codes, composite
modelling is based on CLT and FSDT [108].

All ESL approaches neglect through-thickness strains or assume them to be linear. Thus,
they are not capable of fulfilling the requirements regarding the behaviour at the bi-material
interface as stated by Carrera [109].

CLT requires that the displacement in through-thickness direction exhibits C1-continuity,
the displacement as well as the derivatives must be continuous. In FSDT by contrast,
transverse displacements require to be Cy-continuous only [102]. Therefore, as Deuschle
notes [99], the application of ESL models is actually strictly limited to the global structural
behaviour [110, 111]. Nevertheless, stresses in the thickness direction and shear stresses
can be determined with acceptable accuracy in post-processing calculations [112, 113, 114].
In this way, an evaluation of failure criteria, which are actually intended for the mesoscale,
is possible with the ESL.

Layer-wise theory

The second, more detailed, approach is called Layer-Wise Theory (LWT). This theory is
based on full three-dimensional anisotropic elasticity [102]. Each ply is discretised with at
least one element in through-thickness direction and has its own material definition [99].
Accordingly, the orthotropic volume is modelled at the mesoscale.

Moreover, each ply has its own degrees of freedom. Therefore, unlike the ESL, only
the displacement components are continuous through the thickness of a laminate. The
displacement shows only Cy-continuity in through-thickness direction [102].

The accuracy in thickness direction depends on the number of elements in this direction.
Overall, this approach promises significantly more accurate results at the cost of significantly
increased computation time, depending on the resolution. Furthermore, this approach
allows the combination with models that can represent delaminations as discrete damages.
For the aforementioned reasons, the LW'T is followed in this work. In the subsequent
sections, the element selection as well as the discretisation in thickness direction will be
discussed.

4.2.3 Choice of element type

This section briefly discusses the advantages and disadvantages of the different element
types in the context of composite modelling. A general description of the elements can be
found for example in [115], or in the Abaqus manual [108].
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Shell elements

General purpose shell elements (S4, S4R, S8R) are based on CLT or FSDT. Commercial
FEM-solvers decide internally which theory is used depending on the thickness of the shell
[108]. The thickness of the shell is given as a material property. Since z-stacking of shells is
not recommended [99, 115], they are not suitable for a LWT modelling approach. For this
reason, conventional shells are not further considered for the holistic modelling approach.

Continuum shell elements

Continuum shell elements (SC8R) combine the topology of solid elements with the kinematic
of shells. They basically work like conventional shells but discretise an entire three-
dimensional volume. The thickness is taken from the nodal coordinates and thus, the
geometric representation. These elements are not only suitable for in-plane and bending
problems but also for shear-dominated loadings perpendicular to the plane of the shell.
Transverse shear stresses and even stresses in through-thickness direction can be calculated
from the equilibrium conditions in post-processing. Unlike conventional shells, continuum
shell elements have an unlimited z-stacking ability. [115]

Solid continuum elements

The accuracy of solid continuum elements (C3D8, C3D8R, C3D20, C3D20R) is based
on balanced spatial dimensions. For this reason, they are usually not recommended for
composite structures due to their low thicknesses compared to their lateral expansion. In
addition, compared to shells they are computationally expensive [99].

However, solid continuum elements are frequently adopted in detailed analysis of composite
structures. The discussion of the state of the art in FEM-based bonded joint failure
prediction in the previous chapter revealed that four out of five studies use solid elements,
cf. Tab. 2.2. This can be attributed to the following points:

No assumptions regarding the displacement, stress or strain fields are made. With an
increasing number of elements in through-thickness direction, solutions using solid contin-
uum elements converge to the requirements of Carrera [109]. The full three-dimensional
stress state, including stresses in the through direction, can not only be calculated in post,
but is part of the solution. This enables the implementation of truly three-dimensional
failure and post-failure analysis of the composite plies in the holistic model [99].

In addition, stresses in the thickness direction in the laminate are expected in the case of
bonded joints.

Comparison of FEM representations with Pagano's analytical solution

After selecting the LWT with continuum elements as the modelling baseline for the
holistic model, the question remains which exact element type should be used and whether
continuum shell elements are an alternative to solid continuum elements.

In his PhD-thesis Deuschle [99] compared different FEM laminate representations using
the ESL as well as the LWT approach and also compared different element types with
Pagano’s analytical solution [116]. The material used in the study is 8552-IM7. Since this
is one of the materials investigated in this work, the findings of Deuschle will be briefly
summarised and the element choice in this work is made without further own analyses.
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However, because the LWT modelling shall be used in this work, the summary of Deuschles
results is focused on this.

Pagano’s analytical solution is based on fully three-dimensional orthotropic material law
and considers stresses and strains of the full 3D space. However, the Reissner kinematics
[106] are not considered and therefore through-thickness shear stress from bending is not
included. A sinusoidal load is applied to the top surface (z = t/2) of a simply supported
rectangular plate. Along all edges, all cross-sections are supported and vertically fixed.
This is shown in Fig. 4.3. The comparison between analytical solution and the different
FEM representations is made based on the vertical displacement w,.

Figure 4.3: Pagano’s analytical solution: Geometry, stacking sequence, load and displacement
boundary conditions of the reference laminate plate. [99]

The analytical solution results in a vertical displacement of u, = 22.27 mm. Tab. 4.1
provides an overview of the results with the different element types and a lateral resolu-
tion of 20 by 30 elements. The z-discretisation is different and is described in the table.
Additionally, the relative Central Processing Unit (CPU) time normalised with the CPU
time of the S4R element is given.

Even though the focus in this work is on the LWT modelling, Deuschle’s reference to
the ESL approach and a reduced integrated shell element (S4R) as the simplest form of
composite modelling is also retained as reference in this work.

Starting point of the considerations is the reduced integrated linear solid element (C3D8R)
with one element across the thickness. With the lowest computational time of the LWT
approaches (1.34), it yields a sufficiently accurate result of 22.61 mm. It is remarkable
that the computation time only increases by 34% compared to the reference. The result
of the continuum shell (SC8R) is slightly more accurate with 22.19 mm, however, with a
value of 1.78, the computing time increases. The change to fully integrated solids (C3D8)
brings a loss of accuracy with an increased calculation time. This results in a significant
disadvantage compared to C3D8R.
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The use of reduced integrated quadratic elements (C3D20R) improves the accuracy com-
pared to C3D8 and C3D8R, but this comes with almost an eightfold increase in computing
time. Fully-integrated quadratic elements are similarly accurate, but the computation time
increases even further.
Increasing the discretisation to four elements per layer does not change the result with
continuum shells, but increases the computation time to the level of square elements with
one element across the thickness. Reduced integrated elements are unusable with four
elements in the thickness direction due to the very large deviation from the Pagano solution.
The same, though not quite as drastic, is the case for fully-integrated linear elements.
The solutions with the quadratic elements also show excellent accuracy with four elements
across the thickness, but the computation time increases by a factor of up to 100 compared
to the reference. Based on Deuschle’s investigations, the C3D8R with a z-discretisation
of one element is chosen as the basis in this work. In parallel, however, SC8R are also
investigated in order to examine the differences between 2D and 3D representation of the
stresses.

Table 4.1: FEAs of Pagano reference with different approaches, element types and through-

thickness discretisations, R denotes to reduced integration, * to a quadratic ansatz. The
Pagano analytical reference for the vertical displacement u,(a/2;b/2; —t/2) is 22.27 mm. [99]

material - de- equivalent single layer layer-wise
scription
Z_iscretisation 1 per laminate 1 per lamina 4 per lamina
element fam- hell continuum | solid con- | continuum | solid con- | continuum | solid con-
ily sue shell tinuum shell tinuum shell tinuum
type S4R SC8R C3D8R SC8R C3D8R SC8R C3D8R
22.37 22.25 73.83 22.19 22.61 22.19 3.54
1 1.14 2.07 1.78 1.3 8.65 7.35
vertical S4 C3D8 C3Ds8 C3Ds8
displacement || 22.34 30.93 18.35 15.46
in 1.60 2.76 1.87 9.23
mm S8R* C3D20R* C3D20R* C3D20R*
22.41 22.10 22.24 22.24
2.01 4.94 7.32 86.37
relative C3D20* C3D20* C3D20*
CPU 22.19 22.23 22.24
time 9.28 9.90 98.02

4.2.4 Pseudoplasticity

Several experimental findings reported in literature [87, 88, 89, 90|, show a non-linearity
prior to discrete damage such as FF and IFF or delaminations. This non-linearity originates
from plasticity of the matrix material, fibre rotation, and microcracks, often described
as pseudoplasticity. For example, Wang and Callus [87] observed a hyperbolic in-plane
shear stress-strain relation in AS4/3501-6 [+45°]4, specimens tested under tensile loading.
Van Paepegem et al. [88] tested specimens, made from Roviglas R17/475 glass fibre and
Araldite LY 556 epoxy with a [£45°]2s layup, in a cyclic tensile loading process and found
permanent deformations after unloading. Similar irreversible strains were observed by
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Lafarie-Frenot and Touchard [89] when they tested [£45°]2s-specimens made from two dif-
ferent materials. One material was a thermoplastic fibre composite made from AS4/PEEK
and the other material was a thermoset fibre composite made from T300/914. In addition,
Vogler and Kyriakides [90] describe a non-linear stress-strain relationship in AS4/PEEK
composite specimens loaded in shear, transverse compression and in an interaction of both
loading cases. These findings underline that the modelling of pseudoplasticity should be
investigated for the holistic PDA.

4.2.5 Types of failure at ply level

When considering the failure of FRP at the ply level, two forms of failure must be
distinguished: FF and IFF.

FF refers to the tearing or breakage of fibres. In the case of quasi-static loading of the
single layer, it is not only the breakage of individual elementary fibres or filaments that
occurs, but rather a simultaneous failure of fibre bundles, in which tens of thousands of
filaments break at the same time [117]. In an FF, a crack separates the fibres transversely
to their longitudinal direction. It is noteworthy that FF occurs mainly due to tensile (FF1)
and compressive (FF2) stress parallel to the fibres. The strength of a laminate against FF
is very high when the load is increased rapidly until failure occurs, since the high cohesive
strength of the fibre must be exceeded for an FF to occur. Macroscopically, cracked fibre
bundles have the effect of a drop in stiffness [118].

IFF describes material separations in which the fibre bundles themselves do not tear, but
cracks between the fibres form. These cracks usually run through the matrix material, but
also along the interface between fibre and matrix. Whether the crack runs through the
matrix material or along the fibre-matrix bond depends on whether the cohesive strength
of the matrix or the adhesive strength between fibre and matrix is exceeded. In the case
of an IFF, the UD layer is usually completely severed in thickness. The propagation of
an IFF in the fibre direction depends on influencing variables such as the stress state and
the homogeneity of the material. While an IFF in a UD layer can lead to total failure, in
a laminate with several fibre directions an IFF does not. It damages the cohesion of the
layers only locally. Nevertheless, an IFF leads to a local stress concentration, which, in
turn, leads to delamination in a laminate, i.e., the separation of the individual layers, and
to an increased probability of fibre breaks [117].

It needs to be mentioned that IFFs are differentiated by their causative stress. They can
be caused by tensile (IFF1), compressive (IFF2) or shear load (IFF3). All failure modes
mentioned above are shown in Fig. 4.4.
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Figure 4.4: Observed failure modes for transversely-isotropic materials according to Cuntze.
[119]

4.3 State of the art in mesoscale numerical modelling of fibre-reinforced composites

Analysis approaches used for mesoscale numerical modelling of fibre-reinforced composites
often assume laminate failure at first ply failure. This leads to a very conservative design
since fibre composite structures can carry further loads after initial damage [120]. In order
to achieve an efficient and reliable design of structures, the mechanical behaviour up to
total failure has to be considered in the design phase. Thus, simulation approaches for
design should include damage initiation by various failure modes under complex loading as
well as damage progression.

Most of the constitutive models consider composites on the mesoscale, i.e., ply by ply, and
are based on CDM. The models are usually divided into three parts: A model for the
mechanical behaviour prior to damage initiation, a failure criterion to be able to detect
damage initiation, and a description of the mechanical behaviour in the post-failure regime
[121]. Many CDM-based models for composites have been developed in the past [122]. In
order to give a brief overview, a few selected models are discussed below.

Simple PDA models combine a linear-elastic constitutive formulation with a set of failure
criteria for the different intralaminar failure types and a constant stiffness degradation,
also called sudden degradation, after failure initiation [123, 124, 125]. A representative of
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this model class, in this case with the failure criterion of Hashin [126], is used by Hiihne et
al. [127] to perform a PDA of composite bolted joints. However, the majority of models
uses gradual degradation models [80, 128, 129]. These degradation models describe the
decrease in stiffness due to damage as a linear or exponential function, which depends
on the corresponding cERR. The main difference between the investigated models is the
set of failure criteria used to detect failure initiation and whether they are formulated for
the plane stress state or for the three-dimensional case. In the models mentioned above,
for example, the failure criteria of Puck [130], Tsai-Wu [131], or the LaRC03-04 criterion
[132] are used. All of the previously mentioned models assume linear-elastic mechanical
behaviour prior to damage initiation.

The section on pseudoplasticity earlier in this work, cf. Section 4.2.4, shows that the
assumptions of a linear-elastic behaviour prior to damage is not valid for many FRP
composite materials. For this reason, a material model is required that also takes this
non-linearity prior to damage initiation into account. Liiders et al. [133] developed a
model for fatigue lifetime predictions using the three-dimensional failure criterion by Puck,
which considers pre-failure non-linearities of the matrix. The non-linear relation between
the shear stress 7 and the shear strain « is defined by an exponential function. A similar
approach to describe the non-linear behaviour in shear is used by Donadon et al. [134],
but instead of an exponential a polynomial cubic stress-strain relationship was applied.
However, both models only consider a non-linearity prior to damage initiation for the
shear components. A model with a different approach for modelling plasticity is described
by Ernst et al. [135]. In their multiscale approach the plasticity is modelled on the
micromechanical scale, where the behaviour of fibre and matrix is described with different
material models. For the matrix, an isotropic plastic flow potential depending on the first
two stress invariants is used. The non-linear stress-strain relationships are then applied in
meso- and macromechanical analyses. Vogler et al. [136] use a non-associated flow rule
to account for the pre-failure non-linearities. However, six yield surface parameters and
three plastic potential parameters are necessary for the model to describe the material
behaviour.

In contrast, a transversally isotropic plasticity model with an associative flow rule was
introduced by Sun and Chen [137]. The composite material is assumed to be linear-elastic in
fibre direction and only one coefficient is needed to describe the anisotropy in the plasticity.
In total only three parameters are necessary. Due to its simplicity, this model was used
by Chen et al. [121] and Din et al. [138] in combination with Hashin’s and Puck’s failure
criterion respectively. Both models showed good results in the validation, but assume
a plane-stress state and can therefore only be used with shell elements. Some authors
report that the consideration of the general three-dimensional stress state increases the
prediction accuracy [80, 81]. To add, as shown in [82], the Hashin’s failure criterion does
not describe the matrix damage with high accuracy. This is underlined by the WWFE-II,
which showed that the failure criteria of Puck and Cuntze are able to describe those
failure modes with higher accuracy [85] than the theory of Hashin. For this reason, Din
et al. [138] use Puck in combination with the one parameter plasticity model of Sun and
Chen. However, the Failure Mode Concept (FMC) of Cuntze [83] has the advantage over
Puck [130] that no computational expensive iterative fracture angle search is needed for IFF.
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The provision of a material model, unlike [121] and [138], for the general three-dimensional
case with the plasticity model of Sun and Chen in combination with Cuntze’s less
computational-intensive failure criterion is not yet available and this can be seen as
the motivation for a new material model developed specifically for the holistic PDA.

4.4 A 3D anisotropic damage / plasticity coupled continuum damage mechanics model

At the time of development of the material model, the experimental data of the baseline
material M21-T700GC for testing and verification of the material model were not yet
fully available. For this reason, the development is based on literature data and the
thermoplastic material AS4/PEEK. From Subchapter 4.5 on, the material parameters of
M21-700GC and 8552-IM7 are determined and compiled. This is followed by a validation
of the material parameters on the basis of OHT test specimens.

4.4.1 Constitutive model

The proposed material model can be divided into four components: Linear-elastic behaviour
(1), plastic behaviour (2), damage initiation (3), and damage progression (4). These
components are illustrated in the stress-strain plot in Fig. 4.5.

@ ©J0,
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Figure 4.5: Stress-strain curve showing individual components of the proposed material
model

The following section, which briefly describes the theories behind the individual compo-
nents, is structured on the basis of this division.
The material model developed in this work will be used to analyse macroscopic structures.
Accordingly, no discrete damage is modelled in the individual ply of the composite, but the
approach of smeared damage according to Kachanov [139] is used. Under the assumption
that the damage in the area under consideration is isotropic, it is assumed that the area
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available for the transfer of loads A,y decreases in comparison with the undamaged area
Ap. Based on this consideration an effective stress & = P/A.¢s can now be defined to
substitute the nominal stress o = P/Ay. When damage has occurred, the effective stress &
is higher than the nominal stress ¢ at constant load P.

In accordance with the smeared damage of Kachanov [139], Matzenmiller et al. [140]
describe a damage model for an orthotropic single ply, which is used by the majority of
recent CDM models for fibre composites. Therefore, it is also adopted in this work. A
damage operator M (d) is defined, which establishes the relationship between the effective
and the nominal stress:

G=M(@d) o (4.1)

The damage operator or lamina damage tensor used in this work is constructed as
follows:

11111
1—df' 1—dp 1 —dp 1 —ds 1 —ds 1—dp,

M(d) = diag (4.2)

In this case, dy is the damage variable associated with FF. The damage variables d,,, and
ds are associated with matrix failure under transverse respectively shear loading. These
scalar damage variables take values between 0 and 1, where 0 represents the undamaged and
1 the completely damaged state. In the implementation, the values for d are limited to 0.99
in order to avoid division by zero. In addition, the damage variables dy and d,, distinguish
between damage from tensile and compressive stresses. The following relationships are
used to determine a smeared damage variable from the two loading types:

df =dy +dge —dyi - dye (4.3)

dm = dimt + dpe — dint - dime (44)
A detailed derivation of equations 4.3 and 4.4 can be found in [80]. Due to the plasticity

in the composite material, the total strain tensor e results in the sum of the elastic strain
tensor €¢ and the plastic strain tensor €P:

e=¢€e"+¢€ (4.5)
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o11 [C1111 Cii22 Cuss 0 0 0 €11
0922 Coooo Ca233 0 0 0 €59
033 C3333 0 0 0 6:633
T12 Ci212 0 0 72 (47)
T13 sym. Ciz13 0 3
| 723 | C2323 [ 753
The components of Cy are:
Ci = En(l — I/23V32)F (4.8)
Cagoo = Eo(1 — vi3vs1) (4.9)
C3333 = E33(1 — viovor) I (4.10)
Cii22 = Evi(va1 — vs1va3) " = Ego(v12 — v3av13) (4.11)
Cii33 = Ev1(v31 — vo1v32) " = Es3(v13 — viaves) (4.12)
Coo3z = E2(v30 — v19v31) I = Es3(vas — va1v13) 1] (4.13)
Cio19 = G2 (4.14)
Ci313 = Gi3 (4.15)
(o303 = Gos (4.16)
with
1
r= (4.17)

1 — vio91 — Vo332 — 113131 — 2121V32113

4.4.2 Plasticity model

Like mentioned above, the plastic strain € represents all irreversible deformations. The
portion of plastic strain in the total strain and the stress corrected for plasticity are
determined using a transversally isotropic plasticity model with an associative flow rule.
Sun and Chen describe a plastic potential for anisotropic fibre composite materials [137].
Under the assumption of transverse isotropy in the 2-3 plane and linear-elastic behaviour
in fibre direction def; = 0, the plastic potential f for the three-dimensional case results to
[141]:

(022 — 033)* + 4735 + 2a(Ti3 + 1) (4.18)

N | —

f(oij) =

The parameter a in Eq. 4.18 weights the in-plane shear behaviour. This plastic potential
was established based on Sun and Chen’s observations [137] on micromechanical models,
suggesting that only hydrostatic stresses cause plastic deformation. Eq. 4.19 describes
the comparison between the yield limit ¢, (p) and the effective stress ¢ = /3 f in order to
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distinguish between the elastic and the plastic domain:

fG.p)=3f—a,(p) <0 (4.19)

The plastic potential can also be expressed in matrix/vector notation using the mapping
matrix P, cf. [142], which is used in the UMAT implementation in this publication:

F(5.p) = %5T :P:6—a5.(p) (4.20)

For the plastic potential in Eq. 4.18, the mapping matrix P reads:

0 O 0 0 0 O
3 -3 0 0 O
3 0 0 O
P = 6a 0 0 (4.21)
sym. 6a 0
- 12_

Taking into account the associated flow rule, the incremental plastic strain components
can be expressed in terms of the plastic potential f where dX is the plastic multiplier:

dét. = of

K adij

A (4.22)

From Eq. 4.18, it can be seen that plastic strains are considered in all components
except for the fibre direction. As stated by Weeks and Sun [141], experiments have shown
that FRP materials with a non-linear behaviour prior to damage, like thermoplastic fibre
composites, do not have a defined yield point. Therefore, the yield limit &, (p) is a function
of the accumulated plastic strain p, which increases with load. Hence the plasticity is
completely irreversible. Using a hardening law exponent o and the coefficient 3, the
function for the yield limit follows to:

ay(p) =B (p)* (4.23)

By combining the models described, the plastic behaviour of a transversally isotropic
material can therefore be described with only three parameters. These parameters can
be determined with off-axis tensile tests as shown in [137], [141] and [143]. Due to its
simplicity, the model was adopted by different authors in their elastoplastic CDM-based
models [121, 138, 141] and also finds application in this work.
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4.4.3 Damage initiation and propagation

In order to predict discrete damage, like FF and IFF, at the ply level, a suitable interactive,
phenomenological and three-dimensional stress-based failure theory has to be incorporated
in the model. Within the framework of the WWZFE-II, the predictive capabilities of 3D
failure criteria for FRPs were compared [85]. The WWFE-II identified the FMC by Cuntze
[83] as one of the criteria with a high predictive performance. In addition to the FMC, the
Action Plane Strength Criterion (APSC), originally formulated by Puck and adapted by
Deuschle also shows high capabilities [84, 144]. However, the APSC requires an additional
algorithm to determine the angle of fracture respectively the plane of the potential interfibre
fracture. Due to this, Cuntze’s FMC is the main failure theory used in this work and will
be briefly discussed in the following. Puck’s APSC is implemented for comparison and
described in the next section.

Cuntze's Failure Mode Concept

The FMC is characterised by the basic idea of separating failure modes, which describe
certain failure mechanisms. Each failure mechanism is covered by an individual failure
criterion, which is associated with only one material strength. For each of the failure modes,
an individual material stressing effort £y is calculated. This stressing effort is defined as
the inverse of the stress-based reserve factor fys [145]. The interaction of these different
modes finally provides the global material stressing effort in the form of a sum equation
[146]. Five different failure modes are distinguished. Similar to Hashin’s criterion [126] or
the APSC [144], Cuntze’s FMC also differentiates FF and IFF. These modes are further
distinguished according to the state of stress that causes failure. Thus, for FF, two modes,
which originate from tensile (FF1) and compressive (FF2) stresses exist. Furthermore,
three IFF modes are caused by tension (IFF1), compression (IFF2), and shear (IFF3)
loading. The version of the FMC used in this work is published in [119]:

FF1: Efflo = ol7 /Rl with olf = o (4.24)
FF2: EffI7 = 6l7 /R with ol7 = oy (4.25)

IFF1: Eff*° = 0,7 /R with 037 = [(0—2 +03) + \/ (02 +03)2 + 47223} (4.26)

IFF2 . Eff*" = 0,7 /R

(4.27)
with UeLqT = [biL : \/(02 +03)2 + 473+ (brL — 1) (02 + 03)}
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IFF3: Efftl =oll/R

-

‘ 3
with UeLqH/RiH - ([\/bi” .[223_5 +4- Ri“ . (7123 + 7122)2 +by ~12375} /(2 R?i“))
and Isg3_5 = 209 - 7122 + 203 - 7123 + 4723713712

(4.28)

The various failure modes can be combined to form a global criterion for failure in
laminates. The interaction of the individual failure modes to a global material stressing
effort Eff™ is described with the interaction exponent m. This parameter m interacts
with the single failure modes based on probabilistics. The global material effort E f f™
results in:

: AR AR ARN AR A
Effm =Y Effmed = i + ﬁ + A + 7 + R (4.29)
1

As can be seen from the equations of the individual failure modes, no fracture angle is

included because the stress invariants do not change with rotation or other transformation
of the coordinate system. For this reason, the iterative search for the fracture angle, which
is necessary in the APSC, is not required. This increases the computational efficiency of
the FMC compared to the APSC.
It needs to be mentioned that if the global material stressing effort determined with the
FMC reaches 1 at an integration point, further loading will cause a degradation of the
material stiffnesses. Hence, a gradual damage development is activated at the integration
point under consideration. First, the stiffnesses associated with the failure mode, which
has the highest single effort, are degraded. As soon as further individual efforts reach 1,
the corresponding stiffnesses are also degraded. The assignment of the failure modes to
the stiffnesses can be found in Tab. 4.2.

Table 4.2: Assignment of failure modes to damage variables

Failure mode ‘FFl FF2 IFF1 IFF2 IFF3

Damage variable ‘ d dfec dmit dme ds

In the relevant literature, many degradation models control the damage progression with
the evolution of the failure indices of the damage initiation criteria [80, 121, 128, 129, 138].
Since most failure criteria are stress-based, as suggested by Rohwer [147], the development
of damage is also indirectly stress-based. If, as in this work, the plasticity of the material
is taken into account, the maximum effective stresses, apart from 611, are limited by the
yielding of the material. In turn, this also limits the damage variables. On this account
the evolution of the damage variables is controlled by displacement in this work.

As soon as damage occurs in the fibre composite, the strain is no longer distributed
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smoothly, but varies in local areas. Characteristically, the strain increment is then localised
in a small zone due to local damage, while the strain in a major part of the structure
is diminishing [148]. As a result, numerical models to describe failure behaviour must
correctly reflect the energy dissipated in the fracture process zone. This is not the case in
standard FE theory. As shown by Jirdsek [149], the dissipated energy decreases with a
refinement of the mesh to very small values. This results in a strong mesh dependency
of the solution. In particular, smaller element sizes do not necessarily lead to a better
converged solution. To remedy this, the Crack Band Approach (CBA) by Bazant and Oh
[150] is used. With this approach, the computed dissipated energy is regularised using a
characteristic length of the finite element L.:

gM—L

with M € {ft, fe,mt, mc, s} (4.30)
(&

In this equation, G is the fracture toughness in the mode M and gjs is the dissipated
energy per unit volume. As can be seen in Section 4.4.5 this approach cannot completely
resolve the mesh dependency, but significantly mitigates it and is also straightforward
to implement. Therefore, it is used in several other damage descriptions proposed for
composites [82, 121] and also in this work. To this end, the strain-controlled degradation
model with CBA from Lapczyk and Hurtado [82] is adapted for use with the FMC. Each
damage variable is calculated with the following equation:

8 (Orreq — 60
ayy = eaOtea = Bpeg) g < rteg < 0Ly (4.31)

6M7€q(5]]:/[,eq - 6?\4,6(1

The equivalent strain (5?\/[ eq describes the initiation of damage with the relationship

0 €ir
5M,eq — fc (432)
where L. is the characteristic element length of the element under consideration. The
equivalent strain at total failure 5]{4 eq which corresponds to dj; = 1 is calculated with:

o 2G s
Neq = S0 1 (4.33)

C

The stresses and strains at damage initiation (09, and €},) are not known a priori in
Cuntze’s FMC. Therefore, these measures are saved in the material routine during runtime
when damage is initiated. In the IFF modes damage can be caused by multiple stress compo-
nents. In this case, the component with the highest stress is used to control the degradation.
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Puck’s Action Plane Strength Criterion

A version of the proposed material model with Puck‘s failure theory is used to compare it
to Cuntze’s FMC. At this point, Puck’s theory will only be discussed briefly. For detailed
information see [130] and [99]. In this work the theory described in VDI 2014 [151] is
adopted. In Puck’s APSC two stressing efforts are calculated. One effort for FF fgpp
and one for IFF fgrpp). Taking into account the strength in fibre direction in tension Rﬁ
and compression Rﬁ, the former is calculated with the following equations:

o
fe(Fr) = % (4.34)
[
o
fE(FF) = _;C (4.35)

The equations providing the stressing effort for IFF fgrp) require stresses transformed
to the action plane as an input. The orientation of the action plane, in other words the
fracture angle ©, is not known a priori. For this reason, fracture angles from —90° to
+90° are iterated in 1° steps in the present implementation. The actual fracture plane is
characterised by the highest stressing effort. For further calculations, the angle © that
results in the highest stressing effort as well as the corresponding effort fr;pp)(©) is used.

The equations for fg(;pr) are the following:

1 pi¢ ? Tnt 2 Tnl 2 pllg/
fearr)(©) = \/K - on| + + + =20, (4.36)
Ri Rﬁv RfJ_ Ry Rfif

2 2 c 2 c
Tnt Tnl Py Ply
fearr)(©) = \/< ) + ( > + ( 0n> + on (4.37)
Rfj_ RLII ngﬁ Ri‘w

For tensile stresses normal to the action plane, the former equation is evaluated and
otherwise it is the latter. The variables used are defined as follows:

t

t t
p
pJAW = pJAJ‘ cos2y7 + it sin247 (438)
Ry  RY| Ry
c c pc
Plo _ P11 . oq "L o2y (4.39)

A A
Ry R, L
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2
CosPW = 1 — sin®W = (4.40)
Tnt + Th1

RC
R} = N L (4.41)

1+piL)

The variables piH, pi”, pi | and p9 | contained in these equations are inclination

parameters of the master fracture body in the (oy,,74¢,751)-space and the variable Rf | is
parallel to fibre strength on the action plane against fracture due to 7, | stresses.

In this way, the fracture angle and the stresses transformed to the fracture plane are
obtained in addition to the material stressing effort. Unlike Cuntze’s FMC, Puck’s APSC
does not directly differentiate between IFFs due to tensile, compressive and shear loads.
For this reason, a methodology is required to define the portion of the IFF modes. Deuschle
[142] formulated an orientation impact degradation measure ng,, considering the computed
fracture angle © and an angle of a most direct impact ©,,4 for the mode under consideration:

1—1npm; 1 1
# - cos[2(0 — Opa)]| + 5 + o Tmin (4.42)

Ndm =

In this equation n can take values between 0 and 1, while the parameter n,,;, controls
the least impact. Since no experimental results are available, the value is set to zero as
proposed in the work of Deuschle [99]. Tab. 4.3 shows the values for ©,,, for the different
components:

Table 4.3: Angles of most direct impact on the stiffness components

Oma | B22 FEss Gz Gis  Gas
Ndm,i 0° 90°
b 0°  90° +45°
0° 90° —45°

Nam,ij

In the first step, a general damage variable for IFF d;rppr controlled by the largest
strain component is calculated. This general damage variable is then used to calculate
the individual damage variables taking into account the orientation impact degradation
measure:

di = Nam,i - dirF (4.43)

% it + . - . — + . . - .
dij = Mgy ij - QPP + Ny i dIpp — gy i drpp - Mgy, 0 dipp (4.44)
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The other parts of the degradation model work as described for the FMC in Section 4.4.3.

4.4.4 Numerical implementation as user-defined material model into Abaqus

The suggested elastoplastic material model has been implemented in Abaqus/Standard as
UMAT. The following section describes the implementation of the algorithms for updating
the Cauchy nominal stresses and, the state variables as well as the consistent tangent
stiffness matrix. Both, the implementation and the verification are shown considering the
version of the material model with Cuntze’s FMC.

Computational procedure

At the beginning of each increment the values €%, eh, A€, Py, 0, of the previous increment
n are retrieved. Then the effective stress & at the time increment n is calculated with Eq.

4.1. With this information, an elastic predictor consisting of a trial strain €4 and a trial

stress Uﬁﬁr‘{l is determined. The trial stress is then used to check the yield criterion F, cf.
Eq. 4.19. If the increment is elastic, the stresses and strains at time n + 1 will be updated
with the quantities of the elastic predictor. Otherwise, the actual effective stress vector
n+1 and the scalar valued accumulated plastic strain have to be found for the current
increment. For this purpose, the effective stress vector 6,41 is expressed as a function of

the trial stress vector 6%_6{[:

Gnt1= (I +AND°- M - P)~'.5lral (4.45)

In this equation, I is the identity matrix, A\ is the plastic multiplier, and D¢ is the
elastic compliance matrix. The equivalent plastic strain of the increment n + 1 can be
determined with the following equation

Pt = Pu+ AN(P-60)7 2 Z: (P 6011) (4.46)

where Z is the mapping matrix:

[0 0 0 0 0 O]

2 1

g B 0 0 O

Z= 3 0000 (4.47)
5. 0 0
sym. 3% 0
1

L 64

A return mapping algorithm (RMA) is utilised to determine the only unknown variable
in these equations AX. The RMA used in this work is described in [142] and was adapted
by Din et al. [138] for the plastic potential as used by Sun and Chen [137]. The plastic
multiplier determined with the RMA is used to correct the elastic predictor for the plastic
effects. Regardless of whether the current increment is elastic or plastic, in the next step
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of the procedure, the failure criterion, in this case Cuntze’s FMC, is evaluated. If the total
material stressing effort Ef f is greater than or equal to 1, the damage variables d¢;, dy.,
dmt, dme and dg are updated. After this step, the elastic and plastic strain components are
calculated and the nominal stress vector o,11 is updated considering the updated damage
variables. At the end of the routine, the state variables are returned and the consistent
tangent stiffness matrix is determined with the procedure described in the next section.
The calculation procedure for each increment at each integration point is shown in Fig. 4.6.

Start of increment

/ Initial conditions from previous increment: /

e P

€8 en, A€, P, oy
Calculation of effective stresses:

Gn=M(d) o

Elastic predictor:
ef,’fr"l‘ = e+ Ae;

Y

Update of stress and
. strain quantities:
Check yield ~ q~mal
o Gny1 =0,
criterion: = Ondl
sirial = €pg1 = el
F(6,4,Pn) <0 AR
Cnp1 =
Pnt1 = DPn

Solve return mapping algorithm to find
Lagrange’s plastic multiplicator: A\

Calculation of corrected stress vector:
Gni1 = (I +AXD®- M - P)~1.glridl

W

Y

Evaluation of

Evaluation of Pucks’s
APSC-based stressing
efforts and fracture angle:
fewr), foarr) ()0

Check for failure initiation
with FMC or APSC

Cuntze’s FMC-based
failure conditions:
FF1,FF2 IFF1,
IFF2,IFF3,Eff™

Y

Check: fp(rr)
and / or
Tearr)(0) > 1

Calculate general damage
variables: dpp,drpp

each component d;; from
et n=
drp dirpp,ni, T Ty

Determine effective and nominal

Calculate
Calculate most direct impacts: dama
o+ = Check global material fmng.c
Ny 5 M N N evolution:
stressing effort: Eff™ > 1
dft, dfe, dmt,
Calculate damage for e, dy

plastic strain vector: dét, | = AN P&y ‘

Calculate elastic strain vector:
€1 = €ntl — e —dé?

n+1
v

Determine nominal stress vector:
1~
Opp1 =M™ - Gnya

Update tangent stiffness matrix
and state variables

Figure 4.6: Algorithm flow chart of UMAT subroutine
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Tangent stiffness matrix

Since the described material model is implemented for the implicit solver Abaqus/Standard,
a tangent stiffness matrix, which is consistent with the stress-update algorithm, is required.
Din et al. [138] have derived the following operator to calculate the consistent tangent
stiffness for the plasticity model of Sun and Chen [137] in combination with damage:

0AG, _ 1 AN
cer — ﬁ = [(C’O) Ly AP + P I:IEMnFnIT; — ?annIT;ZP (4.48)
n+1 Yy

In this case np = P - 641, ( = \/nIT;ZnF, H= aﬁﬁg;% and (Cp)~! is the compliance
matrix of the transversely isotropic material. In the present work, this operator was
transferred to the three-dimensional stress state using the matrices P and Z specified in
the sections 4.4.2 and 4.4.4. Tests of the implementation showed poor convergence at the
beginning of damage. Therefore, the Operator 4.48 is only used as long as all damage
variables d are equal to zero. In this case the matrix M is always the same as the identity
matrix I and the operator becomes:

dAG, 1 AN -t
cer — ﬁ = |(Co)™ + ANP + o ﬁgInFnE -~ ?InFnEZP (4.49)
n+1 Y

From the beginning of damage, the tangent stiffness matrix is numerically determined
using the perturbation technique, which is based on forward difference approximation. The
components of CP are calculated as [152]:

do:. N AR
C;pkz _ %95 oij(€") Uu(f)’ with & = ¢ + A (4.50)

Here, Ae*! is the perturbation strain for the kl-component and é* is the corresponding
perturbed strain vector.

Viscous regularisation

With implicit solvers, the degradation of stiffness sometimes leads to convergence problems.
The reason for this is that the tangent stiffness matrix is no longer positive definite. To
mitigate this problem, Lapczyk and Hurtado [82] proposed the introduction of an artificial
viscosity based on the regularisation model of Duvaut and Lions [153] according to the
following equation:

1

d’v
M Ny

(dy — diy) (4.51)

In this equation, 7y describes the relaxation time of the viscous system and df; is the
regularised damage variable associated with mode M. The regularised damage variable for
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the increment n + 1 is derived according to Chen et al. [121] as:

At At

dins1 = mdM,n-f—l + mdﬁmn (4.52)

Characteristic and critical finite element size

For the CBA, described in Section 4.4.3, the in-plane characteristic element length L.
is needed in order to scale the linear degradation behaviour to the element size. This
length L. for square elements is determined by Bazant and Oh [150] with the following
relationship, where Ajp is the in-plane area of the element:

[, = VAP (4.53)

cos(7)

Here, || < 45° is the angle of the mesh line at which the crack band propagates. Maimi
et al. [154] showed that the average of Eq. 4.54 L, = 1.12\/A;p can be used for an
unknown crack propagation direction. The solver provides the characteristic element length
L. apg in the UMAT interface for solid elements as the cube root of the element volume.
For hexahedral elements, which are used in the present work, this value must be corrected
with the following formula in order to obtain the in-plane element length, taking into
account the ply- respective element thickness ¢ and the unknown crack direction:

L3AB
L.=1.12- %Q (4.54)

The CBA assumes an element-wide crack band and adjusts the degraded modulus to
ensure that the correct fracture energy is preserved for different element sizes. With this
approach, the element size has an upper bound L*. This is also called critical element size
and is calculated using the pristine modulus Fj;, the critical strain energy Gjs, and the
strength Ry for each mode M [150]:

2EpmG
L= 2N (4.55)
Ry
If larger elements are used, a softening modulus of —oco would be determined with the CBA.
This would lead to a sudden stiffness drop. In practice Bazant and Oh [150] recommend
an element size of approximately half of the value determined for L*.

4.4.5 Verification with one to few element models

To illustrate the applicability and effectiveness of the proposed combined elastoplastic
damage model several numerical simulations of the progressive failure behaviour are
performed. This section presents the results of three benchmark examples to verify the
model. In addition, a [£45]s laminate under tensile loading was analysed.
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Material and model parameters

Unless otherwise stated, all of the simulations have been performed with the thermoplastic
fibre composite material AS4/PEEK, using the material and model parameters listed in
Tab. 4.4. The elastic as well as the plastic properties are adopted from Sun and Yoon
[143]. The values for tensile and shear strengths are taken from Kawai [155], whereas the
compressive strengths are obtained from Sun and Rui [156]. The values for the critical
strain energies are adopted from Carlile et al. [157] and Chen et al. [121].

Table 4.4: Material properties and model parameters for AS4/PEEK

i Eq Ey =FE33 G2 =G Gas Vg =113 Va3
Elasticity 1267 GPa 103 GPa 6.0 GPa  3.45 GPa 032 049
.. a « 153
Plasticity 15 0.142857  295.0274
t t
Strength RH R\CI Ry RY Ry
2023.0 MPa  1234.0 MPa  92.7 MPa  176.0 MPa  82.6 MPa
Gft = ch Gmt = Gmc Gs
Fracture Toughness | 1og o N /mm 5.6 N/mm  4.93 N/mm

Since the required parameters for Cuntze’s FMC were not available for AS4/PEEK, the
values determined by Petersen et al. [119] for M21/T700GC, a material with a tough epoxy
matrix, were used. A brief introduction to the parameter determination as well as a table
with the parameters is given in Section 4.5.4.

Verification with representative volume elements and periodic boundary conditions

This subsection is concerned with the verification of the proposed anisotropic elastoplastic
damage model. The benchmark examples are calculated with cubic single element models
with side lengths of 1 mm, using reduced integrated solid elements (C3D8R). The time
step in the simulations is determined automatically with the restriction that the maximum
time step is set to 0.005. The support and the load application are realised with periodic
boundary conditions to be able to apply a load in one specific direction. These periodicity
conditions are achieved by linking the degrees of freedom of the cubic model node-to-node
as well as to reference points. This is done by using a plug-in for Abaqus CAE called
EasyPBC by Omairey et al. [158]. As an example in Fig. 4.10 a single element model with
a pure loading in the 12-direction is shown. In this case, the element nodes C1, C4, C5
and C8 are coupled with the reference point RP-1.

The first benchmark assesses the material model under cyclic tensile-compressive loading
in fibre direction. The resulting stress-strain curve is shown in Fig. 4.8. In this verification,
the cube is discretised with one element. First, the model is loaded in tension beyond
initial failure (1). After that, the cube is unloaded (2) and then loaded in compression
beyond initial compression failure (3). Once unloaded again (4), the cube is subjected to
tensile loads of up to 3 % strain and significant damage (5). Following this procedure,
it can be seen that the damage accumulated in the tensile part is accounted for in the
compressive part of the cycle. In contrast, the compressive damage is considered in the
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second tensile loading cycle. This behaviour verifies the damage variable calculation since

the damage variables dy; and dy. are combined with Eq. 4.4 to a total damage variable in
fibre direction dy.

RP-6
C2 » 5 C1
C6 C5
o &
. RP-4RP-3RP-2RP-1
» (4
y, 90°
7 C8

x, 0°

Figure 4.7: Single element model with periodic boundary conditions with loading in 12-
direction
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Figure 4.8: Load-displacement curves under uniaxial tensile-compressive cycling load in fibre
direction

In the second benchmark example, cf. stress-strain curves in Fig. 4.9, a cube is subjected
to a tensile load transverse to the fibre direction. Four different meshes were tested to
assess the mesh dependency. Three models have a regular mesh with one, 27, and 125
elements, while the fourth model is also discretised with 27 elements, but with an irregular
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mesh. In addition, Fig. 4.9 shows the transverse matrix damage variable d,, occuring in
the cube models discretised with more than one element. In the irregular meshed model
the four planes which subdivide the cube into 27 elements are inclined. In this way, a
discretisation of the cube with slightly different sized and shaped elements is induced.
As can be seen from the contour plot the damage always occurs in the midplane of the
discretised cubes. The models with the regular meshes were also calculated with the CBA
switched off. It can be observed that the stress-strain curves from the different models
with the CBA switched on show some deviations, but compared to the models without the
approach, a significant improvement is achieved. It can therefore be concluded that the
CBA fulfils its purpose. In addition, it can be seen that the material shows some plasticity
over 0.5 % strain in the transverse direction.

07 arg /1 CBA)
--- w/o
80 ¢ 27

S 27 (irr. mesh)
--- 125 (w/o CBA)

60 | —_— 125

50 %
40 | \
30 |
20 | —

10 | =

099 in M Pa

0 0.01 0.02 0.03 0.04 0.05

Sowa

(Avg: 75%)
+9.119e-01
+8.72%e-01
+2.33%-01
+7.949e-01
+7.559e-01
+7.168e-01
+6.778e-01
+6.388e-01
+3.998e-01
+53.608e-01
+53.218e-01
+4.828e-01
+4.438e-01

(a) 27 (b) 27 (irr. mesh) (c) 125

Figure 4.9: Stress-strain curve of a cubic model subjected to transverse tension loading and
discretised with different meshes

The third benchmark example considers a cubic model, shown in Fig. 4.10, again, with
periodic boundary conditions, subjected to pure shear loading in the 12-direction. The
cube is loaded up to a certain point and unloaded again until it is stress-free. This cycle is
repeated up to total failure at 8 % shear strain. The resulting stress-strain curve is plotted
in Fig. 4.10. It can be seen that the plastic strain is taken into account when the load is
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relieved. Moreover, the point of the previous loading is reached again when the element
is reloaded. After the strength has been exceeded, the loading and unloading takes place
with the degraded shear modulus.

80 +
70 +

60 +

40 |

712 in MPa
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)
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0 0.02 0.04 0.06 0.08 0.1
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Figure 4.10: Stress-strain curve of a cubic model subjected to cyclic in-plane shear loading

For all three benchmark examples, it can be stated that the maximum stress, before the
begin of degradation, corresponds to the specified strengths.
In order to assess the interaction of stresses, Test Case 2 of the WWFE-II was adopted.
First, the cubic model discretised with one element was loaded with different magnitudes
of hydrostatic pressure pp,q and then, in a second step, it was subjected to a shear loading
until failure. The resulting stresses at failure are illustrated in Fig. 4.11.

® ® | 100 | T12 in MPa
[ ]
[ ]
50 |
—150 —100 —50 50 100
011 = 092 = 033 = —Phyq in MPa

Figure 4.11: Fracture stress 712 vs. stress —ppya(= 011 = 022 = 033) following WWFE-II
Test Case 2

Since no experimental data is available for the material used in this work, only a
qualitative comparison with results from WWZFE-II can be made. Nevertheless, the
calculations in this work are consistent with the observations in WWZFE-II. The developed
model is able to predict the effect of hydrostatic stresses having an impact on the shear
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stress at failure. As the hydrostatic stress decreases, the shear stress at failure increases.

Numerical results of AS4/PEEK [£45°]25 laminates

To demonstrate the capabilities of the model in terms of plasticity and damage modelling,
a tensile test, reported in literature, of a AS4/PEEK [+45°]5¢ laminate is numerically
analysed. The test coupon of Lafarie-Frenot and Touchard’s [89] experiment has the
dimensions 230 mm x 20 mm x 1 mm. In the numerical analysis, the laminate is modelled
with eight stacked elements, where each ply consists of one C3D8R element. With 1 mm,
the thickness of the model is equal to the experiment. The other two dimensions are also 1
mm. Using periodic boundary conditions, the model behaves like a representative volume
of the test specimen. The model is shown in Fig. 4.12.

RP-6

(¢]

—45°
45°
—4K° o 6> O o
45° RP-4RP-3RP-2RP-1
Z o
45
—45°
y, 90° 45°
—45°
x, 0°

Figure 4.12: Finite element model of AS4/PEEK [+45°]5;, tensile test with periodic boundary
conditions

In Fig. 4.13, the stress-strain curves of the experimental test as well as the curve
generated by the presented model are plotted. It can be observed that the elastoplastic
material model is able to reproduce the experimental behaviour considerably well. In
comparison, the same model was calculated with a variant of the presented material
model without plasticity. While the predicted strength is comparable, without considering
plasticity the elongation at failure is evidently too low. The slight kinks in the curve
representing the numerical model with plasticity originate from the evolving yield limit, cf.
Section4.4.2. As the yield limit is initialised with 0 MPa a small first increment is always
plastic. After this first increment, the yield limit increases and the following increments
are elastic until the yield limit is reached again. This behaviour recurs at decreasing stress
intervals.
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Figure 4.13: Experimentally [89] and numerically determined stress-strain curves of an
AS4/PEEK [£45°]25 tensile test

4.5 Determination of the material parameters

This subchapter describes the determination of the material parameters for the main
material of this work, namely M21-T700GC. At the end of this section, a summary of the
determined parameters is given. The data for the second material 8552-IM7, can be found

in Appendix E.

4.5.1 Elastic and strength properties

Two material batches, tested at DLR, are taken into account for the elastic as well as the
strength properties. Results from the first batch as well as a detailed description of the
tests and parameter derivation for M21-T700GC are published in Petersen et al. [119].
A second test batch is unpublished up to now. In this work, the mean values of the two
batches are used for all elastic and strength properties. The relevant data can be found
in Appendix B with Tab. B.1 relating to elastic properties and strength properties being

addressed in Tab. B.2.

4.5.2 Characterisation of plasticity

The characterisation of the plasticity of the material M21-T700GC based on off-axis tension
tests is described below. This is done in extension to the diploma thesis of Moll [159]
supervised by the author.

Two different methods exist for the determination of the plasticity parameter agg. Since the
explicit solution method according to Winn and Srisharan [160] is not common in literature
and the quality of the results is therefore difficult to evaluate, the iterative trial-and-error
method is used in this work. According to Sun and Chen [137], the stress-strain curves of
four to five different fibre angles are needed for an iterative parameter determination.
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Off-axis tension tests

Off-axis tension tests were carried out on the basis of the DIN 527-2 guidelines on a
Zwick 1484 servomechanical testing machine. The test speed was 2 mm/min at room
temperature (23 £ 2°C). Strain gauges in the middle of the specimen were used to record
the strains in load directions as well as perpendicular to the load direction. Seven test
specimens each with seven different fibre angles 6,;¢ with 10°, 15°, 20°, 30°, 45°, 60°, and
75° were tested.

A specific problem in off-axis tensile tests is the load introduction. If no or normal straight
tabs are used, unintended shear loads and bending moments are induced in the test
specimen due to the rigidity of the clamping in the testing machine. This leads to an early
failure, i.e. at low strains, of the test specimens in the clamped area of the specimens.
Such behaviour was observed in preliminary tests. However, for the determination of
the plasticity parameter, the non-linear region of plastic deformation at high strains is of
particular importance. Therefore, the early failure due to the not optimal load introduction
severely restricts the determination of the parameters.

This can be improved by deformable [161] or rotating [162] tabs, which allow the desired
stress state to be achieved.

An easier method to perform is available by using oblique tabs [163] that are designed to
the fibre angle of the specimen. The geometry of the test specimens with oblique tabs is
shown schematically in Fig. 4.14. The specimens have a thickness of ¢ = 1.5 mm, a width of
b = 20.0 mm and a free length of [ = 200.0 mm. The oblique angle of the tabs is not equal
to the off-axis angle of the fibres and is different for each fibre orientation. Accordingly, the
angles were determined with the procedure described in [163]. The described modification
of the tabs resulted in the specimens failing not only at higher strains but also in the
middle of the specimens between the two clamps.

i

Oblique angle /

Figure 4.14: Geometry of off-axis tension test specimens with oblique tabs adopted from
[159]

Oblique end-tabs

Free length |

Results and parameter estimation

At first, mean curves for each off-axis angle are determined from the recorded stress-strain
curves of the individual tests. These mean curves are shown in Fig. 4.16. The averaged
curves represent the input for the iterative parameter determination. In the following, it
is shown how the plastic strain values for different values of agg can be determined by
means of the plasticity model of Sun and Chen [137] assuming the plane stress state. The
results generated with the sets of parameters obtained in this way can then be compared
to the test data to determine the best fit. With the off-axis angle 0, ¢, the stresses on the
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material principal axes can be related to the stress o, in the load direction of the machine by:

011 = COSQ(@off)O'z 0922 = sinZ(Qoff)ax g12 = —sin(@off)cos(@(,ff)ax (456)

These relationships are used in the formula for the effective stress according to Sun and
Chen [137]. In fibre direction, only elastic states are assumed, which according to the
plasticity model results in:

5 3
G = \/2 (052 + 2a660%2) (4.57)

Substituting Eq. 4.56 into Eq. 4.57 gives:

o= h(@off,a%)am (4.58)
with
3
h(Botf,a66) = \/z(sin4(@off) + 2a6651n2(Opf £)c05?(Opt f) (4.59)

With Eq. 4.58, the stress and strain values of the averaged curves can be transformed
into the material coordinate system. From the strain values ¢,, the plastic strain in the
major axis direction can be calculated using the already known assumption € = e, + &;:

el =gy, — — (4.60)

In this context, F, denotes the modulus of elasticity in the load direction. The plastic
strain is then transformed into the material coordinate system:

eh

=P _ 4.61
= = (G0 1a60) (4.61)

This results in seven curves, one for each fibre orientation, of the form &(£P, which
are angle-independent and, when considered ideal, all converge into a master curve. To
determine the master curve from the given data points, a power law is used which calculates
the non-linear relationship of effective stress to effective plastic strain. The isotropic strain
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hardening is thus expressed by:

& = A" (4.62)

The two coefficients Agc and nge are determined with the help of a Python script using
the method of least squares. Using the coefficient of determination R?, the quality of this
regression can be evaluated. This determination coefficient serves as a comparison factor
to find out the best combination of the different agg-Asc-ngo-combinations.

aee,opt. — RQ(a66a@aASC7nSC)max a6 < [a66,min---a66,max] (463)

The goodness of fit of parameter R? is shown as a function of the tested agg in Fig. 4.15.
In the present case, a R? of about 90 % is achieved in the calculation from all seven mean
value curves. The maximum occurs for an agg of 0.8. However, the differences in the R?
value for agg between 0.7 and 1.2 are not considerably large.

0.94 |
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Figure 4.15: Goodness of fit for different values of agg

The effective stress as a function of the effective plastic strain can be expressed with the
following relationship:

5(&" = Agll"se(&n)l/n = p(er)e (4.64)

This results in the parameters o = 0.218 and 8 = 336.4, which are required for the
material model. The off-axis tensile tests were simulated using these values and a cubic
model with periodic boundary conditions similiar to the one shown in Fig. 4.12. The
resulting stress-strain curves are shown alongside the experimental mean curves in Fig. 4.16.
Even though there is a slightly larger deviation at an off-axis angle of 10°, it can be said
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that the experimental results are in general well reproduced.
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Figure 4.16: Experimental and numerical results of UD composites made from M21-T700GC
under off-axial tensile loads (ags = 0.8, @ = 0.218, 5 = 336.4)

Calibration of the plasticity model using +45°-tension tests

According to studies by Winn et al. [160], the one parameter plasticity model is well suited
to predict the behaviour of laminates with only one fibre orientation. The off-axis tests
represent such a case. These laminates are characterised by the fact that as soon as a
macroscopic crack forms, the complete laminate fails. It is noteworthy that laminates
with more than one fibre orientation usually do not show this failure behaviour. Failure
does not occur directly with the first macroscopic cracks, as the different layers hinder
the intralaminar propagation of matrix cracks across the entire laminate thickness. The
laminates non-linear region after the initial damage of a single layer which still carries
load can therefore not be captured in the off-axis tests and thus has no influence on the
calculation of the plasticity parameters. Furthermore, the influence of micro-cracks on the
non-linearity changes the stress-strain response of multi-layer laminates [160].

In the case of using the plasticity model with multilayer composites, Winn et al. [160]
recommend to calibrating the parameters phenomenologically to the application to incor-
porate these influences. It must be noted, that as a calibrated phenomenological model, its
suitability for multi-layer laminates is increased, but the accuracy for simpler cases such
as off-axis tensile tests is reduced. However, in the subsequent part of this work, mainly
multidirectional laminates will be considered. For this reason, a calibration of the plasticity
parameter is carried out in this work in order to adjust the influence of the shear stress
more precisely. The calibration process is described in the following.

Since the aircraft laminates under investigation are often QI, involving only ply angles in
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45° increments, a £45° layup is used for this purpose. The calibration is based on [£45°]
experiments carried out at DLR. The model used for calibration is similar to the model
described in Section 4.4.5 and illustrated in Fig. 4.12. In the previous section, it was shown
that the plasticity parameter agg = 0.8 is the best fit for the off-axis tests. As can be seen
in Fig. 4.17, this value underestimates the plastic behaviour and thus the elongation at break.

—— Experiment

150 | —Sim. a =0.8
—Sim. a =1.0

Sim. a =1.2

125 +

100 +

75t

Stress in MPa
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Figure 4.17: Comparison of experimentally and numerically determined stress-strain curves
of a M21-T700GC [+45]2s tensile test with different a-values

The parameter agg weights the contribution of the shear stresses to the plastic behaviour
of the material. Since values from the literature tend to suggest larger shear proportions
for similar materials, different values of agg were tested using the example of the [+45°]
test. This is possible because the goodness of fit (cf. Fig. 4.15) for different values of agg
differ only in the range of a few percent. The agg values with their respective a and 3
parameters give only minor deviations in the stress-strain curves of the off-axis simulations,
but differ significantly in the [£45°] simulation.

As can also be seen in Fig. 4.17, a clear improvement occurs when using agg = 1.0. The
non-linear range is represented well and results in a good agreement with the measured
strength and elongation at break are obtained in the physical test. If the parameter is
increased further to ags = 1.2, the modelling of the [+45°]-test deteriorates again. The
failure stress remains similar, but the material yields significantly more. Thus, the elonga-
tion at break increases. For this reason, the parameter agg is set to 1.0 in the rest of the work.

For 8552-IM7, the same procedure is carried out on the basis of off-axis tensile tests
from literature. The data from the off-axis tests and the resulting plasticity parameters
can be found in Appendix E.
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4.5.3 In-situ strengths

The effect of higher transverse tensile and shear strength of a ply, which is constrained by
plies of different fibre orientations is called in-situ effect and was originally discovered by
Parvizi [164]. The higher transverse tensile and shear strength compared to the same ply
in a UD laminate is called in-situ strength. The occurring in-situ strengths depend on the
number of clustered plies as well as on the orientation of the adjacent constraining plies
[165].

It can be concluded that the consideration of in-situ strengths in stress-based failure
initiation criteria, like the ones used in this work, is necessary for an accurate prediction.
The extent of the influence of the in-situ strengths on the strength prediction is further
investigated in Section 4.6.4. A method is therefore needed to determine the in-situ
strengths.

In principle, the in-situ strengths, as shown by Chang and Chen [166] as well as Flaggs
and Kural [167], can be determined experimentally. However, an elaborate experimental
campaign for a pragmatic approach to design and analysis is not expedient. Since the UD
strengths are usually available, an analytical method for determining the in-situ strengths
from the UD strengths is preferred.

In this work, the approach of Camanho et al. [165] is utilised, as it is commonly used
and is, for example, also included in the LaRC03/04/05 failure criteria [132, 168, 169].
Moreover, it has already been shown in some publications that it achieves good agreement
with experimental results [168, 169, 170]. The theory [165] is based on crack analysis in
thick, thin and embedded layers in the wake of Dvorak and Laws [171]. A slit crack is
used as a macroscopic representation of an accumulation of microdefects and the crack
growth is considered on the basis of fracture mechanics. Furthermore, the theory uses the
Hahn-Tsai fit to incorporate the non-linear in-plane shear stress-strain behaviour with its
fitting parameter Spr [172].

Without further discussion of the analytical formulae of the theory, Tab. 4.5 compares
the UD and the in-situ strengths of M21-T700GC. In this context, a distinction is made
between a ply constrained from two plies (thin theory) and an outer ply which is only
constrained from one side. The results were generated with By = 2.98-10~® MPa ™3 from
[173] and a layer thickness of 0.13 mm. The analytical solutions from Camanho et al. [165]
can be found in Appendix C.

Table 4.5: Comparison of UD and in-situ strengths of M21-T700GC

UD in-situ (thin) in-situ (outer)
t ¢ ¢
RL RL,is,thin RL,is,outer

78.0 MPa  158.0 MPa 100.0 MPa

RJ_H RJ_H,is,thin RJ_H,is,outer
77.0 MPa 171.0 MPa 142.0 MPa
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4.5.4 Parameters for failure criteria

The parameters for the FMC by Cuntze were determined at DLR using Arcan tests. A
comprehensive explanation of the ARCAN tests and the parameter derivation for the FMC
can be found in the same publication as the elastic and strength properties [119]. In the
following, a brief overview of the parameter estimation based on the diploma thesis by
Moll [159], supervised by the author, is given.

Friction values for Cuntze's FMC

To determine p | and pg 1, Petersen et al. [119] use Arcan experiments to generate IFF2
and IFF3 stress states in the material that are as pure as possible. To identify b, two
points on the IFF3 curve are used for this purpose. In addition to the shear strength R, |,
the stress state (0§, 75;) marked as point A in Fig. 4.18 is used. This stress state can be
achieved in a biaxial test. Using these two points, b, || can be calculated as follows:

_ Bl - ) (4.65)
i =—— :
I 205(r5))2R Y
Assuming a linear Mohr Coulomb formulation, the relationship with the coefficient of
friction can be approximated by a straight line between the points. This is described as
follows:

5 — Ry by
Hi| = T Y (4.66)
a:
Ry
To1 a
2
a5 Rt
i 1
: IFF1
:
1
IFF2 | —RY
\! .
g3

Figure 4.18: Cuntze o9 — 791 —fracture curve (left) and o9 — o3—fracture curve (right) adopted
from [159]

In order to identify b, |, a biaxial test is used to create a point on the IFF2 fracture
curve which is assumed to produce pure IFF2 stresses in the material. The stresses 0§ and
o5 in this condition are shown on the right in Fig. 4.18. When inserting into the IFF2
fracture criterion and rearranging it, the result is:
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1+ (05 +0%)/R]

b = — — (4.67)
(0§54 05)/R] + /(05 +05)%/R]
and
bii—— (4.68)
S N '

An overview of all failure criterion coefficients can be found in Tab. 4.6. The interaction
coefficient m, which evaluates the individual efforts E f f°% to the total effort Eff™, can
be determined via test data according to Cuntze [83]. However, it has been found suitable
to use the same coefficient m for each effort and to define it via empirical values. Cuntze
recommends a range of 2.5 to 3.0, whereby a smaller value leads to lower failure stresses.
As recommended by Petersen et al. [119], in this work a value of m = 2.6 is used.

Inclination parameters for Puck's APSC

The two inclination parameters pIH and ij can be determined analogue to Cuntze’s friction
coefficients from the experimental 791 — oo—fracture curve. They represent the inclination
of the fracture curve at point A in Fig. 4.19, at which the transition from Mode A to Mode
B takes place. Assuming a continuous curve, it corresponds to the coefficient of friction
By [174]. The simple determination is at a fracture angle Oy, of 0° in modes A and B.
The effective plane of o9 and 72 thus becomes the fracture plane with oo = 0, and 7190 = Tp,.

121
Mode B
¥
| \_b-‘ =
Mode C | Py
1
1
1
|
1
-Rf Ry

Figure 4.19: Puck o9 — 71 —fracture curve adopted from [159]

The parameters pir | and p | cannot be directly determined because the o, —7,; —fracture
curve in the region around o, = 0 cannot be analysed experimentally. As described earlier,
for a 3D stress state in Puck’s APSC, it is necessary to determine the fracture angle
numerically. However, in the plane stress state, there is an analytical solution for the
calculation of © [130]. In this way, the parameter p| | can be calculated assuming the
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following parameter coupling:

P, Py
Pry 2N 4.69
RY, Ry (4.69)

with the crack resistance in the fracture plane:

Ry _ R
R, =L J1+2p7, 5= -1, 4.70
1L 27, ( pi”RLH ) (4.70)

subsequently results in:

_ 1] _ Rj
pLL::2< ],+2pL”Eum1). (4.71)

The required values are available from the experiments. Puck recommends assuming the
0y, — Tne—Tfailure curve to be continuous and to set pir | equal to pJ__”. All values needed
for Puck’s APSC are also listed in Tab. 4.6. The same parameters are also used for the
simulations with the 8552-IM7 material since both materials have a toughened epoxy
matrix.

Table 4.6: Parameters for Cuntze’s FMC and Puck’s APSC

bi” bJ_J_ m
FMC 0.44 1.266 2.6

APSC piu Pl i Pl m=s
0.22 0.22 0.23 0.23 0.5

4.5.5 Intralaminar fracture toughness

The developed intralaminar material model is based on CDM and uses an energy-based
strain driven linear degradation model, cf. Section 4.4.3. The decisive parameter for ad-
justing the damage propagation to the specific material is the cERR or fracture toughness
G- In total, five different fracture toughness parameters are needed for the energy-based
degradation of the intralaminar material model. The two fracture toughness parameters for
failure in fibre direction are distinguished by the loading in tension G f; and compression
G . The remaining three parameters relate to the intralaminar matrix failure due to
tension G, compression G, and shear G, loading.

The determination of intralaminar fracture toughness values is not standardised and is the
subject of current research. As this is not the focus of this work, literature values are used:

Furtado et al. [175] studied the influence of ply thickness on the fibre related fracture
toughness in tension for M21-T700GC, the material under investigation in this thesis. This
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value is especially important for the accuracy of strength predictions.

By using double edge notch tension (DENT) specimens they found that the measured
fracture toughness increases linearly with ply thickness. However, their hypothesis is
that in mesoscale intralaminar damage models, like the one presented in this chapter, the
fracture toughness should not be varied with ply thickness. This is explained by the fact
that in laminates with thicker plies, subcritical damage occurs in the vicinity of notches
which leads to stress redistribution and therefore a reduction of stress concentrations. Due
to this, the measured effective fracture toughness associated with the longitudinal tensile
failure is higher for thicker plies, but the intrinsic fracture toughness is not higher.

The damage mechanism described above is captured by mesomechanical models such as the
model in this paper. Hence, the fracture toughness should be measured using specimens
with a ply thickness that does not allow for subcritical damages like the thinnest ply
thickness Furtado et al. [175] have used. Following this, the value of Gy, = 83 N/mm,
measured on DENT specimens with low-grade material (75 g/m?), is used in this work.
For models which are not able to capture the subcritical damage around notches, like
macromechanical ESL models, the researchers propose to use fracture toughness values
measured with the actual ply thickness.

The value for facture toughness associated with the longitudinal compression failure
Gf. = 60 N/mm is also taken from Furtado et al. [175].

Using the example of the second composite material considered in this thesis 8552-IM7,

Czabaj and Ratcliffe [176] found out that, the intralaminar fracture toughness, tested with
a compact tension specimen, and the interlaminar fracture toughness, tested with Double
Cantilever Beam (DCB) specimen, is simular. They suggest that at least the mode I matrix
fracture toughness is independent from the fracture plane. In this work, it is assumed
that this also applies to the other two matrix fracture toughness parameters. These are
considered to be equal to the interlaminar mode II fracture toughness.
At this point, mode I and mode II fracture toughness from the interlaminar test campaign
carried out within the scope of this work are adopted as intralaminar matrix values without
further description of the tests. A detailed description of the characterisation of the
interlaminar crack energies is presented in the following chapter.

Values for the second material 8552-IM7 are also taken from literature and are presented
in Appendix E.

4.5.6 Summary of intralaminar material properties

The material parameters for the intralaminar model derived in this section for the material
M21-T700GC are summarised in Tab. 4.7 below. Unless otherwise described, these
parameters will be used for all simulations throughout the thesis.
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Table 4.7: Material properties and model parameters for M21/T700GC

. By By =E33  Gi12=Gu3 Gas iz =t3 Va3
Elasticity 1241 GPa 103 GPa  43GPa 26 GPa 029 059
.. a o
Plasticity 1.0 0.218 33%4
R Rf RY RS Ry

Strength (UD
rength (UD) 1 ) 1y 0'MPa 15210 MPa  78.0 MPa  207.0 MPa  77.0 MPa

R, . R\ is.thi Rt . Rjis
h (in-si 1 ,is,thin Ll is,thin 1,is,outer Ll,is,outer
Strength (n-sitw) | -0 \IPy 1710 MPa 100.0 MPa  142.0 MPa
bL“ bLL m
FMC 0.44 1.266 2.6
APSC P Py o i m=s
0.22 0.22 0.23 0.23 0.5
Gft Gf(‘ Gmt = Gmc Ge

Fracture Toughness

83.0 N/mm 60.0 N/mm 0.304 N/mm 2.33 N/mm

4.6 Validation of the material model using open hole tension tests

The validation of the material model together with the determined material parameters is
carried out using OHT specimens. This is presented in the following subchapter for the
material M21-T700GC, starting with a description of the experimental tests. The results
of the corresponding validation with the material 8552-IM7 can be found in Appendix F.

4.6.1 Experimental tests of open hole tension specimens

A total of five series of test specimens with five different layups were manufactured from
M21-T700GC, with a nominal ply thickness of 0.131 mm.

The different layups are: [0]1s, [90]32, [-45/90/445/0]4s, [45/90/-45/0]3s and [0/90]ss. The
first test specimen series has a laminate thickness of 2.36 mm, the second, third, and fifth
4.19 mm, and the fourth 3.57 mm. In the further course of the thesis, the specimen series
will be referred to as UD-0, UD-90, QI-I, QI-II, and cross ply (CP). Further information
on the sample geometries is given in Tab. 4.8. It should be noted that sample QI-IT has a
width of 18 mm, which is smaller than the other samples.

Table 4.8: Geometries of the M21-T700GC OHT configurations

Name Width Free length Thickness Hole diameter

mm mm mm mm

UD-0 32.0 180.0 2.36 6.0
UD-90  32.0 180.0 4.19 6.0
QI-I 32.0 180.0 4.19 6.0

QL-II 18.0 180.0 3.14 6.0

CPp 32.0 180.0 4.19 6.0
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The plates are laid by hand, vacuum sealed and cured in an autoclave according to the
manufacturer’s recommended curing cycle. On the cured plates, £45°-GFRP plates with a
thickness of 1 mm were bonded as an end-tab to ensure a proper load introduction into the
specimens during the test. The specimens were then cut from the plates with a diamond
saw and the holes were drilled with a solid carbide drill at 750 rpm. During the drilling
process, the specimens were supported at the top and bottom with 2 mm thick CFRP CP
plates to prevent delaminations. The drilled surfaces were checked by optical microscopy.
The tests were carried out in accordance with AITM 1-0007 [177] in a Zwick servome-
chanical testing machine (Zwick 1484) equipped with a 250 kN load cell. At an ambient
temperature of 23 + 2°C, the specimens were loaded with a constant crosshead speed of
0.5 mm/min.

During testing of some of the specimens, 12 M ARAMIS system from Carl Zeiss GOM
Metrology GmbH (GOM) was used as a DIC system to be able to measure the strain of
the specimen between clampings without the influence of the testing machine rigidity.

The force-displacement curves of the experimental OHT tests are shown and discussed
in the following sections together with the numerical results. In this section, the measured
strengths and fracture behaviour are discussed in more detail.

All specimens show almost constant stiffness up to brittle failure. The specimens of the
series UD-90, QI-I, QI-II as well as CP fail completely at the first load drop and show only
very small scatter at the failure load.

For the UD-0 specimens, a clear drop in load was observed, which can be attributed to the
longitudinal splitting of the specimens. This longitudinal splitting leads to a centre section
of the same width as the hole diameter and thus reduces the load-bearing cross-section.
The remaining cross-section bears further loads. Since this no longer represents the OHT
case, the test was stopped after the load drop and longitudinal splitting occurred and the
maximum force reached up to that point was considered as the failure load.

The resulting failure stresses are shown in Tab. 4.9.

Table 4.9: List of M21-T700GC OHT configurations and experimental results

Name Laminate Lay-up No. of Specms. Peak Stress
MPa
UD-0  100/0/0 [0]18 4 348.3+£9.3
UD-90 0/0/100 [90]32 6 409+ 2.1
QI-I  25/50/25 [-45/90/45/0]4s 6 397.1£9.5
QI-IT  25/50/25 [45/90/-45/0]34 5 356.0 £ 7.7
CPp 50/0/50 [0/90]ss 6 464.4 + 15.8

4.6.2 Modelling of open hole tension specimens

The above introduced OHT specimens of the physical testing campaign are used for the
validation of the developed intralaminar material model. In addition, on the basis of the
OHT specimens, different versions of the material model are compared.

At first, some considerations are made regarding the set-up of the model. Girdo Coelho et



82 Chapter 4 Intralaminar failure analysis of UD fibre reinforced composites

al. [178] state that symmetry can be used to reduce the simulation expense, but not in the
loading direction, since the restraining conditions may change the stress field. Although, in
case of £45°-plies in the layup there is no real symmetry in width or Y-direction. However,
as it is common in literature, only half of the specimen width is modelled and a Y-symmetry
is used. In addition, since the lay-up of all specimens is symmetric to the midplane also
Z-symmetry is used. Therefore, all simulations are performed with Abaqus/Standard
modelling 1/4 of the specimens. The geometry and boundary conditions of the model are
shown in Fig. 4.20. The OHT specimens are loaded with a displacement load applied to
one end. The time step is limited to a maximum value of 0.02.

Y-symmetry

Z-symmetry

Figure 4.20: Sketch of model geometry and boundary conditions

4.6.3 Element type and mesh sensitivity

In order to save computation time and minimise the tendency for shear locking, reduced
integrated linear solid elements (C3D8R) are used. The element size must be chosen in a
way that complies with the premise of the CBA: The band width, in which the damage
localises, is equivalent to the element dimension. Elements sized larger than the damage
process zone would lead to a local snap back. Using the CBA with elements that are
smaller than the width of the crack band would lead to a localisation of the deformation
and, therefore, result into an incorrect stress field [150].

With Eq. 4.55, the smallest maximum element size L* = 0.91 mm is determined for the
transverse compression case. Since this is not likely to occur in OHT specimens the next
larger element size L* = 1.70 mm for the transverse tension case is used. Bazant and Oh
[150] recommend using an element size of approximately half of the value calculated for
L*. In the case of the material parameter used for M21-T700GC this leads to an in-plane
element size of about 0.85 mm. In order to check the determined element size, a strength
prediction study with different meshes from 0.4 mm to 1.45 mm using the OHT specimen
with QI-IT layup is performed. With this range, all element edge lengths considered are
smaller than the calculated critical, but not smaller than the recommended element size.
As discussed in the section on choice of element type, cf. Section 4.2.3, in through-thickness
direction, every ply is discretised by one element.

For each mesh size two different meshes are considered: a structured and an unstructured
mesh. This is shown in Fig. 4.21 for configuration QI-II as an example. The motivation
for this is to check if the alignment of the element edge to the fibre orientation has an
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impact on the results. As can be seen from Fig. 4.21 the mesh has a small influence on
the fracture path. While the damage develops orthogonally to the load direction in the
structured mesh, it is slightly deflected to one side in the unstructured mesh.

(a) Structured mesh

(b) Unstructured mesh

Figure 4.21: Comparison of fibre damage path d; in OHT QI-II simulation models with

structured and unstructured meshes

The strength results of the study with different element sizes are shown in Fig. 4.22. All
simulated strengths are considerably lower than the experimental values. This is due to the
fact that in-situ strengths were not used for this study, cf. Section 4.5.3 on in-situ strengths.
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Figure 4.22: Mesh convergence of M21-T700GC 25/50/25 laminate (QI-IT)

The above figure shows that the strengths decrease from coarse to fine mesh, with an
outlier at 1 mm element size. It is noteworthy that this decrease is more pronounced for
structured meshes. The models with structured meshes result in strength values between
298 MPa and 353 MPa, whereas unstructured meshes give strengths between 315 MPa and
333 MPa. The simulations with the unstructured meshes show lower results for coarser
meshes and higher results for finer meshes compared to the structured mesh. Therefore,
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the influence of mesh size on the predicted strength is lower for unstructured meshes. The
differences between structured and unstructured meshes can be attributed to the slight
influence of the element edge orientation on the damage path as shown in Fig. 4.22.
Since unstructured meshes are easier to generate, which complies with a pragmatic ap-
proach, and they are less sensitive to size changes, unstructured meshes are used in the
following for the OHT simulations.

With results between 315 MPa to 330 MPa, the differences between the recommended
mesh size of 0.85 mm and the smallest of 0.4 mm are considerably small. This supports
the plausibility of the procedure for determining the mesh size proposed by Bazant and
Oh [150]. For the simulations with M21-T700GC, an in-plane element size of 0.85 mm is
used in the further simulations.

In the same way, the mesh size for 8552-IM7 is determined to 0.625 mm. A further
discussion and explanation of mesh sensitivity in PDA can be found in [179] and [180].

4.6.4 Strength results of the numerical analyses

A comparison of the strength calculated using the simulation model described above with
the experimental results is shown in Fig. 4.23 in form of a bar chart. All configurations
introduced in Section 4.6.1 are simulated. The configurations UD-0 and UD-90, which
contain only fibres in one direction are simulated using the normal UD strength only.
As described in Section 4.5.3, no in-situ strength effect occurs in UD laminates. The
multidirectional configurations QI-1, QI-II, and CP are simulated both using the normal
UD as well as the in-situ strength. In this way, the use of in-situ strength for the mesoscale
composite modelling in this work can be assessed.

Like all experimental results, the UD-0 test series shows litle scatter. The mean strength of
this series, considering the load at which the laminate splits into three parts, as described
in Section 4.6.1, is 348.3 MPa. The failure mode observed in the UD-0 experiments could
not be reproduced with the developed material model. No damage path develops in the
direction of the load, starting from the hole edge. The damage propagates from the edge
of the hole perpendicular to the load direction. For this reason, the forces achieved up to
the load drop are with 727.8 MPa significantly too high. Since no pronounced damage
progression is to be expected for UD-0 and the test specimens, as seen in the experiments,
fail abruptly in the described mode after initiation of the damage, the stress at which the
global material stressing effort F f " reaches a value of 1.0 is used for comparison. With
443.5 MPa and a deviation to the experiment of 27.3 %, this value is still significantly higher
than the experiment, but considerably lower than the stress at load drop. It must be noted
that this approach is an approximation to define a comparable point between experiment
and simulation. The prediction of the failure load of speciemns with UD laminates having
fibres oriented in the load direction using the presented material model needs to be further
investigated in the future.
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Figure 4.23: Comparison of experiments and simulations of M21-T700GC OHT tests

With a strength of 40.9 MPa, the UD-90 test specimens have by far the lowest strength
and show negligible scatter. The simulation results is with 34.2 MPa 15.4 % lower than
the experiment.

When looking at the multidirectional series, mean strength values between 356.0 MPa for
QI-IT and 464.4 MPa for the CP layup are observed. With 397.1 MPa, the configuration
QI-T is in between. It needs to be mentioned that all three configurations show some scatter,
but the scatter is clearly lower than the scatter of the UD-0 series. Without considering
the in-situ strength, the OHT strengths determined with the simulations show devtiations
between —11.7 % and —22.1 %, which is significantly lower than the strength determined
in the physical tests. Considering the higher in-situ strengths, the deviations are reduced
to a range between —4.3 % and 1.5 %, which is considered a satisfying accuracy for this
kind of simulations.

Hence, it can be concluded, that in-situ strengths should be used for multidirectional layups
and that the simulations are, in general, in good correlation with the experimental results.

In the following using the example of QI-II, the stiffness of the model is compared to the
experiment and the influence of pseudoplasticity is assessed. A more detailed analysis of
the failure behaviour and occurring failure modes is given together with the comparison
between Cuntze’s FMC and Puck’s APSC in the sections 4.6.6 and 4.6.7.
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4.6.5 Stiffness and influence of intralaminar plasticity

The stiffness measured during the physical testing of one of the QI-II specimens by using a
DIC system is consulted to assess the stiffness predicted with the models. In this scope,
also the influence of the pseudoplasticity on the simulations results is evaluated. For this
purpose the plasticity algorithm in the material model is deactivated. Both subjects are
discussed using the stress-strain plot in Fig. 4.24.

As shown earlier, cf. Fig. 4.17, the influence of pseudoplasticity is considerably large
for a £45°-coupon. With the example of the OHT specimens QI-II, the influence is
examined for layups typical for aircraft structures. So far, all simulations in the work have
been performed with pseudoplasticity, unless otherwise described. However, it would save
characterisation effort and simulation runtime if the plasticity could be neglected.

The stiffness in the experiment is captured from both simulations, with and without plastic-
ity, up to a strain of 0.005 and a stress above 300 MPa. From that strain on, the stiffness of
the simulation without plasticity is slightly lower than the one measured in the experiment.
The stiffnesses of the simulation with plasticity and the test agree even further up to a strain
value of 0.0075. The difference slightly increases when reaching the point of specimen failure.
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Figure 4.24: Comparison of stress-strain data of OHT simulations with and without plasticity
with experimental data (M21-T700GC, QI-II, 25/50/25)

It is noteworthy that the influence of pseudoplasticity on the strength is significantly
larger. The simulation without plasticity underestimates the average strength by 9.0 %,
whereas the simulation with plasticity gives a higher strength and underestimates the
average strength by 1.1 %. With this deviation, the simulation with plasticity lies within



4.6 Validation of the material model using open hole tension tests 87

the standard deviation of the experiment, which is represented by the grey area in the
diagram. This higher strength is attributed to load redistributions after onset of yielding.
In summary, it can be said that the stiffness is well represented with the material models
in combination with the material data derived in Subchapter 4.5 up to a high loading but
not until final failure.

The reason for the difference in stiffness at high stresses between the experiment and the
simulation was assumed to be the highly localised loading in the OHT specimen, which
probably cannot be captured by the chosen mesh size. However, simulations with finer
meshes do not show any difference in terms of the stress strain curve. Therefore, this possi-
ble cause can be excluded. However, the true cause could not be conclusively determined.
Although the simple plasticity model shows good agreement with the experiment for the
+45°-coupon, it is possible that the model reaches its limits with the present localised
loading. Using the plasticity parameters prior to the calibration described in Section 4.5.2,
does not improve the agreement between simulation and experiment either.

However, taking stiffnes and strength into account the consideration of pseudoplasticity is
recommended or should at least be checked in each individual case.

4.6.6 Fracture patterns

In this section, the experimental fracture patterns of the test specimens CP, QI-I, and
QI-IT are compared with the numerical results as examples. This is done by using the
variable for damage due to IFF d,,. The reason for this is that elements are removed from
the simulation when complete fibre damage is reached. Thus, no meaningful images can be
obtained. The fracture patterns of the UD-0 and UD-90 specimens are not shown because
they simply result in a straight crack.

Fig. 4.25 shows the experimental fracture patterns next to semi-transparent plan views of
the simulations.

(a) CP (b) QI-I (c) QI-II

Figure 4.25: Comparison of experimental fracture pattern with numerical damage due to IFF

It can be seen from the figure that, as in the test, the damaged area in the QI layup is
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wider than in the test specimen with CP layup. However, the fracture band in the simula-
tion is, unlike in the experiments, not in the middle of the specimen. This is attributed to
the unstructured mesh resulting in a slight preferential direction of damage. In general, it
can be stated that the damage is qualitatively well captured. The fracture patterns in the
simulations differs significantly for the two layups.

4.6.7 Detailed comparison of progressive damage analyses with Cuntze's FMC and Puck’s
APSC

In addition to the simulations using the FMC, the failure behaviour of the specimens is
also predicted with the APSC failure criterion by Puck. On this basis, a comparison in
terms of prediction accuracy and computation time between the two failure criteria used
in combination with the proposed model is performed.

Four configurations, namely UD-0, UD-90, QI-1I, and CP are used for this comparison. For
the corresponding simulations with FMC and APSC, the same simulation models, ergo the
same meshes and the same material data are used. The models differ only in the parameters
for the failure criteria, cf. Section 4.5.4. The two specimens with multidirectional layups,
QI-IT and CP, are simulated using in-situ strengths.

It needs to be mentioned that strength results with the APSC are in all cases higher than
with the FMC. However, the difference between FMC and APSC largely depends on the
specimen under consideration.

At this point it should be said that the variant of the material model that uses the APSC
as a failure criterion is also not able to correctly predict the failure behaviour of the UD-0
test specimens. The stress at the point where the maximum bearing capacity is reached
is with 863.6 MPa even higher than with the FMC. For this reason, as in the case of the
FMC, the point of damage initiation is shown in Fig. 4.26. However, this stress is in the
APSC case with 494.7 MPa again higher compared to the FMC case with 443.5 MPa.
For the UD-90 a slightly higher strength results with the APSC than with the FMC. The
deviation to the experiment reduces from -15.4 % to -13.9 % by changing to APSC. For
the QI-II case, the APSC predicts a 6 % higher strength than the experiment. In this case,
the FMC is considerably accurate, with only 0.8 % deviation to the experimental strength.
Moreover, the strength of the CP specimen is 2.2 % overpredicted by the APSC model,
compared to 4.2 % with the FMC model.

In general, it can be said that in cases where the APSC is more accurate than the FMC,
the difference between the two failure criteria is relatively small. In the other two cases,
UD-0 and QI-II, where the FMC is more accurate, the APSC deviates more considerably
from the experimental values. For this reason, looking at all layups under consideration
the accuracy of the FMC is rated higher.
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Figure 4.26: Comparison of strength prediction between Cuntze’s FMC and Puck’s APSC

The detailed comparison of the progressive damage analyses with Cuntze’s FMC and
Puck’s APSC is performed with the example of the QI-II OHT specimen. However,
the findings hold true also for the other specimens analysed. In Fig. 4.27 the resulting
load-displacement curves from both analyses are plotted. It can be observed that the
predicted stiffness of the specimen is the same for both versions of the material model.
As with all analysed specimens, the predicted failure load with the APSC is bigger than
the load predicted by the FMC. In order to gain further insights, the damage initiation
points are marked in the diagram. The initial transverse matrix damage is marked by
an d,,, while first matrix damage in shear is marked with ds. The start of fibre damage
is marked with point d;. The subscript p assigns the points belonging to the prediction
with Puck’s APSC and the subscript ¢ to the one with Cuntze’s FMC. It can be seen
that damage in fibre direction initiates first and at nearly the same load level. Transverse
matrix damage is predicted at lower load level by the APSC (303 MPa) than with the
FMC (318 MPa). The in-plane shear matrix damage with the material model using
Puck’s APSC (ds p) starts at the same load level as transverse matrix damage (dp,, p)
due to the formulation of damage variables. This point is predicted much later, near to
the point of total failure, with Cuntze’s separate formulation for IFF under shear stress
(IFF3), cf. dsc. It must be noted that, although first matrix damage is predicted at
lower load levels with the APSC compared to the FMC, the calculated failure load is higher.

In order to assess the influence of the additional iterative fracture angle search as well
as the additional algorithms to divide the damage portions from the interfibre fracture
according to the fracture angle between the different stress components the computational
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Figure 4.27: Comparison of stress-strain data from OHT simulations with Cuntze’s FMC
and Puck’s APSC (M21-T700GC, QI-1II, 25/50/25)

expenses of the simulations with the FMC and the APSC are compared. At this point it
should be mentioned that the fracture angle search causes the majority of the additional
computing time. Measures to increase the numerical efficiency of the APSC, such as the
golden section search [181, 182], are not considered in this work. They shorten the com-
puting time but, unlike the FMC, still require additional algorithms. All simulations were
performed with the same solver settings on a workstation with an Intel® Xeon® E5-2670
v3 processor and 48 GB RAM using eight CPU cores. The models consist of about 12,000
elements with about 32,000 equations in total. The simulations are evaluated at fixed time
increments by a Python script and the analysis is terminated if a load drop of at least
7.5 % has occurred. In this way, comparability between the simulations is ensured. The
results regarding the number of increments, the total CPU time and the average time per
increment are listed in Tab. 4.10. Since the damage progression of UD-0, as described in
Section 4.6.4, is not properly represented in the simulations, this configuration is not used
to compare the computation times.

It can be seen that the analysis of the same model always takes more increments as
well as more CPU time when using the APSC. The simulation of the QI-II specimen with
Puck’s APSC was aborted before reaching the specified load drop of at least 7.5 % after
50,000 increments because of slow convergence. However, as can be seen in Fig. 4.27, a
slight drop in stress is noticeable.

The higher number of increments needed for the model with Puck’s APSC can partly
be attributed to the fact that the load-bearing capacity is preserved for a longer time
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after the damage has been initiated, compared to the prediction with Cuntze’s FMC. This
effect is intensified by the fact that the time step decreases with the onset of the damage.
Furthermore, the average time per increment is always higher if the APSC is used. This
can be explained by the additional effort required for the iterative fracture angle search
and the split of the interfibre damage. The model with Cuntze’s FMC is, as expected,
more efficient in the calculation.

Table 4.10: Comparison of computational expense of proposed material model with different
failure criteria on the basis of OHT specimens with different layups

Failure = Specimen No. of Total CPU  Average time per

criterion increments time in s increment in s
Cuntze’s UD-90 160 4,410 27.6
FMC QI-II 2,648 32,711 12.4
Cp 300 10,167 33.9
Puck’s UD-90 241 7,249 30.1
APSC QI-II 50,000%* 762,751 15.3
CP 680 25,161 37.0

* aborted before 10% load drop after 50,000 increments

4.7 Simplified versions of the intralaminar model

For further studies, some simplified versions of the material model are derived. One
simplification, namely the neglection of pseudoplasticity and therefore, linear-elastic version
up to damage, was already discussed in Section 4.6.5. In addition, a version for continuum
shell elements (SC8R) as well as a version for Abaqus/Explicit are presented in the following.

4.7.1 Version for continuum shell elements

Continuum shell elements have an unlimited z-stacking capability and for this reason, they
are suitable for the considered LWT approach, cf. Section 4.2.2. With the example of
the Pagano solution in Section 4.2.3 it is shown, that the computation time for the SC8R
reduced integrated continuum shell elements is a little higher than the one for baseline
C3DS8R elements, but the former are even more accurate. Therefore, in principle, they are
appropriate for the planned application.
It needs to be mentioned that the version for continuum shell elements differs from the
solid element version in that not a full 3D stress state is implemented, but a 2D plane stress
state. Therefore, the constitutive model, the plasticity model, the failure criterion, the
stiffness degradation, and the algorithm for the tangent stiffness matrix have to be altered
to the plane stress case. Except for the FMC by Cuntze for the 2D case, all changes are
made in accordance with the publication of Din et al. [138]. The 2D version of Cuntze’s
FMC can be found in [145].
As for the other in-depth comparisons, the OHT example QI-II was chosen as a representa-
tive case for the comparison of solid and continuum shell variants of the material model.
The resulting stress-strain curve can be found in Fig. 4.28.

The comparison of the two models, using solid and continuum shell elements respectively
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Figure 4.28: Comparison of solid and continuum shell based modelling at the example of
open hole tension test (QI-II)

shows that the resulting stiffness of both simulations is in good agreement. For the purpose
of comparsion, the stress-strain curve recorded with DIC during one test is also plotted in
the above diagram. The difference between the models is a considerably higher strength
of 394 MPa calculated with the continuum shell version. This may be attributed to
the neglection of damage in through-thickness or z-direction and could be overcome by
combining it with discrete modelling of interlaminar damage. At the end of Chapter 5, after
the interlaminar modelling technique is chosen and the interlaminar material properties are
determined, this is done on the basis of OHT specimens. The detailed analysis of the differ-
ences between solid and shell element-based simulations is also carried out in Subchapter 5.6.

4.7.2 Implementation as (V)UMAT for Abaqus/Explicit

The simulations presented so far have all been solved with the UMAT for Abaqus/Standard
introduced in Section 4.4.4. With the combined method for the entire bonded joint, further
non-linearities are added by including cohesive contacts or elements as well as elastoplastic
material behaviour of the adhesive. This can lead to convergence problems with the implicit
solver Abaqus/Standard. For this case, the presented intralaminar material models are
also implemented for Abaqus/Explicit as (V)UMAT. The routine is much simpler because
for Abaqus/Explicit, the material model only needs to calculate updated stresses and does
not have to provide the tangent stiffness matrix. Without going further into detail about
the changes to the routines, with the OHT QI-II example it is demonstrated below that
both implicit and explicit routines provide comparable results.
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In Fig. 4.29 the stress-strain results calculated with the two material models are shown
alongside the results from the experiments.
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Figure 4.29: Comparison of stress-strain data of OHT simulations with UMAT (dynamic
implicit solver) and VUMAT (explicit solver) (M21-T700GC, QI-II, 25/50/25)

It can be said that the simulations agree in terms of stiffness. The strength of 366 MPa
predicted with the VUMAT is slightly higher than the strength of 352 MPa resulting
from the dynamic implicit simulation using the UMAT. It is also slightly higher than the
experimental mean strength of 356 MPa.

The cause for this difference was investigated but could not be finally answered. A
simulation of the OHT specimen with continuum shell elements using the Abaqus built-in
Hashin material model results in the same stress-strain both for Abaqus/Standard and
Abaqus/Explicit. Hence, the described difference originates from the user-defined material
model. Single element tests of the UMAT and the VUMAT with the M21-T700GC material
parameters, cf. Appendix D, are the same except for the degradation behaviour in the
fibre direction. While the VUMAT shows, as desired, a linear degradation, the UMAT
provides a non-linear curve. This may be caused by an error in the numerical estimation
of the tangent stiffness matrix in the UMAT, which unfortunately could not be eliminated
in the course of the work.

However, the 4.0% difference of the explicit simulation to the implicit simulation and
the 2.8% difference to the experiment, are not considerably large. Accordingly, it can be
concluded that explicit simulations using the VUMAT variant of the material model give
comparable results to the implicit simulations and can be used for further work.
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4.8 Conclusions and recommendations for the holistic approach

This chapter focuses on the intralaminar modelling of the composite adherends for the
holistic progressive damage model. For this application, the LW'T approach is chosen.
For this purpose, a user-defined 3D intralaminar material model including transverse
isotropic pseudoplasticity has been developed, implemented, and validated. In order to
do so, the intralaminar material properties of two materials, M21-T700GC and 8552-IM7,
were determined. For the first material, the determination of the characteristic values is
primarily based on tests carried out at DLR, while the determination of the characteristic
values for the second material is based on literature data. The material model was suc-
cessfully validated on several OHT test specimens made of both materials and different
multidirectional layups. However, the strength and failure mode prediction of specimens
with UD-layups with fibres oriented in the load direction needs further investigation.

After that, studies regarding the choice and necessity of different modelling features were
carried out. For the holistic model, it can be concluded, that pseudoplasticity should be
considered not only for fibre composites with thermoplastic matrix material but also for
toughened epoxy materials like M21 and 8552. In this context, a question was whether
pseudoplasticty could be neglected to save computational effort. The influence of pseudo-
plasticity depends on the layup but must be evaluated on a case-by-case basis. Even for
QI layups, significant difference in predicted strengths were found.

Another finding is that in-situ strength should be used in multidirectional layups to increase
accuracy of the predictions.

When comparing the failure criteria of Cuntze and Puck, it can be concluded that the
FMC by Cuntze is more accurate and also more efficient regarding computation times.
However, the element choice for composite adherends in the holistic model needs further
investigations. When using reduced integrated solid elements (C3D8R), accurate results
are achieved without discrete delamination modelling. Yet, the use of reduced integrated
continuum shell elements (SC8R) results in an overprediction of strength. This circum-
stance will be examined in Section 5.6.1 when combined with discrete interlaminar damage
modelling. Up to now, the baseline is C3D8R, without additional modelling of delaminations.

After having developed the modelling of the intralaminar behaviour of the composite
adherends, the following Chapter 5 will examine the interlaminar behaviour and its mod-
elling in the holistic PDA approach.
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Numerical modelling of interlaminar damage growth

Which approaches are suitable to model the interlaminar behaviour of the adherends, how
can the necessary parameters be determined, and should different interface ply orientations
be considered?

Apart from the intralaminar behaviour, the interlaminar behaviour is decisive for the
failure behaviour of the adherends made of fibre composites. Within this chapter, the
question is answered whether and how interlaminar behaviour should be considered in the
holistic PDA approach.

Parts of this chapter have previously been published in [§].

5.1 Structure and approach

The chapter starts with a brief overview of the state of the art in delamination observed in
multidirectional laminates and its experimental characterisation. After that, mesoscale
modelling approaches for the holistic PDA approach are identified and analytical methods
for data reduction as well as for verification are presented. An experimental test campaign
for the full characterisation of four different interfaces is performed. This is accompanied
by a verification of the identified parameters using the numerical and the analytical models.
Then, the numerical modelling approach developed in this way is applied to the OHT test
specimens from Chapter 4. The chapter closes with a recommendation for the modelling
of the composite adherends in the holistic PDA approach.

5.2 Delaminations in multidirectional composite structures

In this subchapter, a brief overview of delamination in multidirectional composite structures
and its characterisation is given.

5.2.1 Interlaminar failure mechanism

A comprehensive overview of the role of delamination in the failure of fibre composites is
provided by Wisnom [183] and the following paragraph is a brief summary of his description.
Interlaminar damage or delamination differentiates the behaviour of fibre composites struc-
tures from metallic ones and is a critical failure mechanism. Delaminations arise due to
high interlaminar stresses and low through-thickness strength. This low strength through
the thickness can be explained by the architecture of typical fibre composite structures.

95



96 Chapter 5 Numerical modelling of interlaminar damage growth

There is no reinforcement in through-thickness direction because fibres lie only in the plane
of the laminates. For this reason, load through the thickness is carried by the weak matrix
only.

Wisnom points out that most studies investigate delamination under through-thickness
stresses. However, they also play an important role in determining in-plane strength:
Released energy due to the unloading of fibres drives the in-plane failure of fibre composites.
This unloading can be caused by two different phenomena. On the one hand, by fracture
of the fibres themselves, and on the other hand, by the joining up of matrix cracks and
delaminations producing fracture surfaces without FFs.

Fig. 5.1 shows the possible fracture modes, caused by different load cases. Mode 1
represents crack growth under peel loading, where the crack propagates perpendicular to
the loading direction. Crack growth parallel to the direction of loading is caused by shear
in mode II. The fracture mode III is also caused by shear with crack growth occurring
transversely to the direction of loading. Combinations of the individual modes are possible
and are referred to as mixed mode.

Figure 5.1: Fracture modes under peel and shear loading in and normal to the plane of crack
propagation

An established method to determine failure loads for CFRP is the use of cERR. According
to Griffith [184], the loss of energy per area is assumed to be an inherent material
characteristic value G.. These G, values can be determined from static crack propagation
experiments with beam type specimens and artificial precracks.

5.2.2 Static crack propagation experiments

To represent nearly pure fracture modes and characterise the respective fracture resistance,
several static experiments have been established for use with UD CFRP. The DCB test is
the only standardised test for determining the cERR in mode I quantified as G, [185].
In the DCB test, a peel load is applied directly to the crack, which is globally equivalent
to a pure mode I load. However, if the upper and lower beams have different elasticity
characteristics, local parasitic shear modes may occur [186]. In the experimental reproduc-
tion of pure mode II to determine Gjj., the challenge is to apply the interlaminar shear
load between the lower and upper arm of the specimen and thus correctly at the crack.
Therefore, bending tests are usually considered. An example for this is the most commonly
used End Notched Flexure (ENF) test, which is also standardised [187]. In the ENF test,
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a three-point bending setup is used and a moment creates a relative displacement between
the upper and lower test specimen leading to shear in the interface. Nevertheless, it needs
to be mentioned that a disadvantage for the correct determination of Gy, is the indirectly
applied shear load, as well as the effect of additional energy dissipation due to frictional
effects in the crack interface. A comparison between the ENF test in 3-point and 4-point
bending setup by Wang et al. [188] showes 2% higher values for the 4-point bending test.
Furthermore, Schuecker et al. [189] could not determine a significant difference between
the two tests, if compliance and crack length were considered accurately. It is noteworthy
that pure mode I or mode II loads rarely occur in real structures, but mostly mixtures
of the modes. In order to also be able to characterise the behaviour under these mixed
mode loads, various experiments were developed in the past. Yet, most tests have not
gained acceptance because they either allow only a limited range of mixed mode ratios or
the interpretation of the test data is difficult and requires FEM analyses [190]. For these
reasons, the Mixed Mode Bending (MMB) test from Crews and Reeder [191] has become
popular as it allows the testing of any mixed mode ratio and is relatively easy to evaluate.

5.2.3 R-curve behaviour

During crack growth, there may be an increase in the cERR, so that different values exist for
crack initiation and propagation. This resistance, also called R-curve behaviour, originates
from micromechanical processes. In particular, the bridging of the gap by individual fibre
bundles causes an increase of the delamination resistance during crack propagation, as
shown schematically in Fig. 5.2.

Figure 5.2: Schematic illustration of fibre bridging in the DCB test

The first researchers to investigate this behaviour were Johnson and Mangalgiri [192].
They showed that an increase of fracture resistance is accompanied by an increase of fibre
bridging. Especially in the case of interface layers of the same orientation, UD 0° fibre
bundles cause the layers to penetrate each other. However, R-curve behaviour is not a
pure material property. In fact, it depends on the geometry of the test specimen [193].

5.2.4 Interface-orientation-dependent fracture toughness

This leads to varying cERR for different layers adjacent to the interface, like occurring
in multidirectional laminates. Composite layups are in general composed of laminas with
varying orientation to adapt stiffness and strength in accordance with the main load
directions. The delamination can occur between layers of different orientations as, in
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general, layers of 0°, 90° and £45° orientations are used. Andersons and Kénig [92] show in
their review that the cERRs in multidirectional laminates depend on the fibre orientation
adjacent to the interface under consideration.

Pereira et al. showed that G, values depend on the orientation of the adjacent layers in
the interface and higher values occur for 0°//0° interfaces than for 0°//45° and 0°//90°
interfaces [186, 194]. On the contrary, in mode II 0°//0° interfaces show lower Gy, values
than multidirectional interfaces [195]. Conflicting results are presented by Bienias [196],
where Gy, is observed to decrease with increasing ply angle difference. Andersons and
Konig present a review of experimentally determined cERR for different interfaces of
adjacent layers and external loading direction [197]. They state that G, values of a UD
interface increase strongly with an increase of loading direction from parallel to transverse
loading to fibre orientation, meaning that an interface of 0°//0° has a lower fracture
toughness than a 90°//90° interface. On the contrary, in mode II the UD interface shows
a small decrease of G, with increase of the loading direction.

Two more recent studies from Blondeau et al [198] and Yu et al. [199] investigate the
R-curve behaviour of multidirectional carbon/epoxy prepreg laminates with different inter-
face orientations under mode I loading. Both studies conclude that the steady state cERR
is much more influenced than the initiation cERR. It needs to be mentioned that the work
from Pichler et al. [199] is much more holistic since they investigate a carbon/epoxy prepreg
material under mode I, mode II and mixed mode loading using DCB, 4ENF and MMB
tests. The findings regarding the cERR are comparable to those in [198, 199]. However,
they highlight that almost all studies examine behaviour in one mode only, but that there
is a lack of studies that examine all relevant modes.

An explanation lies in the cERRs determined on macroscopical level. On this level an
idealised fracture surface perpendicular to the adjacent layers is assumed. On microme-
chanical level a delamination shows different fracture characteristics as can be identified by
scanning electron microscopes [200]. Pure resin failure is combined with interface failure
between fibres and resin. The crack follows the fibres, leading to a coarse and increased
fracture surface. All the phenomena and especially the increased fracture surface are
included in the macroscopical effective cERR leading to different G, values for different
combinations of adjacent layer orientation. As laminates in general are composed of layers
with multidirectional orientations, the cERRs have to be determined for all possible layer
combinations.

5.2.5 Experimental characterisation of multidirectional laminates

Investigations by Pereira et al. [186] have shown that without generating a natural precrack
cERR in DCB experiments can be considerably lower for multidirectional interfaces. For
UD interfaces, on the other hand, no serious difference was found. In mode II, the resin
accumulation at the ends of the foil can increase the crack resistance. This results in higher
cERRSs for artificial precracks, especially for 0°//0° interfaces [195]. Nevertheless, the intro-
duction of a natural mode II precrack is very difficult, since a total failure of the specimen
can already occur due to sudden crack propagation. The otherwise common procedure
of shortening a DCB test specimen and using it as an ENF specimen is not possible for
multidirectional laminates due to an inhomogeneous crack front and observed crack jumping.
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For the investigation of multidirectional interfaces or those between different materials,
an asymmetrical layup of the specimens is inevitable. This leads to undesired fracture
modes in addition to the dominant fracture mode, which is especially caused by undesired
torsion in £45°layers [195, 201, 202]. The result is an inhomogeneous crack front over the
specimen width.

It is possible to consider the influence of the asymmetry on the mode ratio and to determine
the individual mode portions [203, 204].

To determine almost pure mode cERR values the influence of the asymmetry can be reduced
by balanced layups, which have low laminate coupling terms [197, 205]. Recommendations
exist for specimens with multidirectional interfaces, which must be fulfilled for both the
upper and the lower specimen arm. For the coupling of the bending terms, Prombut et al.
[206] propose the following limit:
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In addition, the bending-torsion coupling should fulfil the condition,

B, = |2
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These equations help to find layups which are a compromise between real world layups
and the influence on the testing method.
A special phenomenon in multidirectional specimens is called ‘crack jumping’ and has, for
instance, been investigated by Tao et al. [207] for mode II crack propagation. The crack
leaves the interface under investigation by ‘jumping’ transversely through an adjacent
layer and continues in another interface. The intralaminar crack growth dissipates energy
and after crack jumping, the crack propagates in an undesired interface. Hence, the
determined cERR does not describe the fracture toughness of the interface intentionally
under investigation. As Choi et al. [208] investigated for 45°//—45° interfaces, edge inserts
could be used to prevent crack jumping.

Since there is very little work on a holistic interlaminar characterisation of multidi-
rectional laminates, a characterisation of M21-T700GC is performed in this work. Four
different interfaces, including 0°//0°, 0°//45°, 0°//90°, +45°//-45°, are investigated. R-
curve behaviour is examined under mode I loading, since the chosen and most used ENF
test prevents the measuring of mode II R-curve due to unstable crack growth [209]. In
addition, the fracture surfaces and crack paths as well as the crack front shapes are also
investigated. Thus, a complete set of parameters is available for each interface under inves-
tigation. All characterisation tests are simulated using CZM to validate the determined
effective interlaminar material properties. This leads to the description of the mesoscale
modelling approach for interlaminar damage in the following subchapter.
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5.3 Mesoscale numerical modelling approach

The objective of this work is to develop a description of delaminations in multidirectional
laminates for mesoscale FEM analyses. State-of-the-art for modelling delaminations in this
kind of analyses are the CZM [210] and the VCCT [67]. In this work the CZM is preferred
because no initial crack is needed, it can be used as element- or surface-based behaviour, it
needs less run-time compared to VCCT, can model both initiation and propagation, and
it has the possibility to model R-curve behaviour [211, 212]. However, for the evaluation
of mode mixture, especially in the specimens with multidirectional layup and interfaces,
some VCCT analyses are performed.

In the CZM approach, cohesive traction is associated with a separation at an interface
where a discrete crack may occur. The damage is initiated, if a maximum interface strength,
also called traction, is reached. The relationship of cohesive traction and the displacement
at the interface is called traction-separation law. It needs to be mentioned that there are
several different types of traction-separation laws mentioned in literature. Baseline in this
work is a bilinear law where the area under the traction-separation law is equal to the
fracture toughness G, of the interface [213].

For the use of CZM, regardless of element or surface-based behaviour, several numerical
parameters must be chosen. The following sections describe the selected approaches to
choose values for the different parameters.

5.3.1 Elastic behaviour

In CZM analyses the cohesive stiffness is a numerical parameter. Turon et al. [213]
published an analytical solution to estimate the cohesive stiffness with the aim that the
effective elastic properties of the composite would not be affected by the cohesive behaviour.
Otherwise the delamination onset would be delayed. This is given whenever F3 << K i.e.,

_ Bcomp . E3
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with  Beomp >> 1, (5.3)
where h is the half beam thickness of the adjacent sub-laminate, Bcomp is the parameter

to ensure compliance which is much larger than 1 (Beomp >> 1), and E3 is the stiffness of

the laminate in thickness direction.

Overall structural stiffness is correctly modelled above a certain value of K. However,

considerably high values of K, for instance 107 or 108 N/mm?3, lead to significant oscillations

in the loading behaviour during the delamination propagation process. These oscillations

can result in over-predictions of the structural failure load [214].

The stiffness has a strong impact on computational efficiency since the stable time increment

in explicit analyses is inversely proportional to the interface stiffness. Thus, the number

of required increments increases with higher stiffness. As a result, the goal is to keep the

interface stiffness as low as possible.

An overview of commonly used stiffness values is given by Lu et al. [214]. Values between 10°
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to 10° N/mm? are considered appropriate candidate choices for carbon/epoxy composites,
allowing for both accuracy and feasibility of the simulation. As a starting point, K = 10°
N/mm? is chosen in this study. If necessary, it will be adjusted to higher values during
calibration.

5.3.2 Interface strength and element edge length

In the following, it will be explained why the element size and the cohesive strength of the
interface cannot be considered separately. Here, it needs to be mentioned that both depend
on the cohesive zone length [oz. The physical loz is defined as the length over which a
degradation of the interface in front of the crack has occurred, whereas the numerical loz
is defined by the length over which the interface elements are degraded in front of the crack.
This means that they lie in the softening part of the traction-separation response [215].
The lcz depends on the mechanical parameters of the interface. In the relevant literature,
different numbers are mentioned for the minimum required elements modelling the fracture
process zone. Some authors state that at least two elements are required over the zone
length, but others demand up to ten elements as a minimum [213]. The majority of authors
specify the required number of elements to at least three [213, 215].

There are several equations to calculate the characteristic length of the numerical cohesive
zone to determine the required element length of the mesh. The original equation for
isotropic materials was developed by Hillerborg et al. [216] for the use of cohesive zone
models in concretes:
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Yang and Cox developed a modified version of Eq. 5.4 for orthotropic materials where
E’ is an elastic modulus [217]:
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This version was further modified by the same authors for the use with slender laminates
[217]:
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Nevertheless, Yang and Cox do not give a definition of a slender body. Harper and Hallet
[215] suggest calculating the characteristic length with both normal orthotropic and the
slender orthotropic equations and then taking the minimum value to be conservative.

As can be seen from the equations 5.4 to 5.6b the characteristic length and hence the
maximum element size depend on the interface strengths o,,4,. Interface strength is a
parameter that is difficult to measure. From unfolding tests with L-profile specimens,
Petersen et al. [218] derived strengths o7 mq, of 79 MPa to 94 MPa for the material
considered in this work.

These values result in characteristic lengths of I, ; = 0.36 mm and [, ; = 0.50 mm
and thus element lengths of I;; = 0.12 mm and [,; = 0.17 mm for three elements in the
cohesive zone. For the mesoscale analysis of a coupon or even a structural detail as target
application, these element lengths are too small to achieve reasonable computing times.
Element lengths of l;; = 0.75 mm to l,; = 1.0 mm can typically be found in mesoscale anal-
ysis using CDM approaches to model the intralaminar failure behaviour of the composite
structure [6]. As an engineering solution, Turon et al. [213] propose the reduction of the
strength, so that the cohesive zone becomes so large that even with the target element size,
a minimum number of elements lie in the cohesive zone.

This can be justified by the fact that as soon as a crack is initiated and a cohesive zone
exists in the structure, only the fracture toughness value is critically important. At this
stage, the results are relatively insensitive to the interface strength values [213]. This
approach is also followed in this work. However, not the equation proposed by Turon et
al. [213] but the equations 5.4 to 5.6b presented above are used to calibrate the interface
strength. The correction factor M, introduced by Harper and Hallett [215] to gain a close
match between experimental and numerical results, is not applied in this work since all
results show a good agreement without further down scaling the element size.

The apparent interlaminar shear strength in mode II is determined by using short-beam-
shear tests. The determined value of o7 mae = 110 MPa does not need to be reduced
since the characteristic length is more than three times larger than the targeted element size.

5.3.3 Initiation criterion

The initiation of damage can be predicted using a stress-based quadratic power law as
proposed by Ye [219]:

T1>2 <TH>2 <THI>2
=) (=) ) =1 (5.7)
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The criterion was successfully applied in previous studies [210, 220, 221] and is also used
in this work.
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5.3.4 Propagation criterion

A crack propagates if the energy release rate (ERR) exceeds the fracture toughness or
cERR. For pure modes, the ERR can be compared to the determined cERR in this mode.
Though, in real structures, mixed mode loading conditions will occur. For that reason, a
propagation criterion, which includes the mode interaction, is necessary. As discussed by
Turon et al. [68], the power law criterion by Wu and Reuter [222] is the most widely used

G apr, G apr, G apr,
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However, even though Camanho et al. [210] state that the power law criterion is good
for thermoplastic composites using apy, = 1, it failed to describe the mixed mode fracture
toughness of epoxy-based composites with ap;, = 1 and apr, = 2. As a result, the

criterion by Benzeggagh and Kenane (BK) [190] is considered to be better suited for epoxy
composites. Therefore, it is used in this work.

one:

(5.9)
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The interaction exponent npg is determined with the help of MMB tests in this work.

5.3.5 Modelling R-curve behaviour

Davila et al. [212] showed that R-curve behaviour can be modelled by superposing two
bilinear cohesive laws with different stiffnesses, interface strengths, and fracture toughnesses.
The superposition of two bilinear laws resulting in a trilinear law is shown in Fig. 5.3.
The two bilinear laws may be considered as representations of different phenomena.
While the first law with the subscript 1 has a high traction peak T’ 791, a short critical opening
displacement §.1, and may be seen as representation of the quasi-brittle delamination

0 | 3
r /( \ GC = Gl + GQ
nTO | I/ \\\ G1 = mG,.
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Figure 5.3: Trilinear traction-separation-law obtained by superposing two bilinear laws
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fracture, the second bilinear law with subscript o can be regarded as a description of fibre
bridging. It is noteworthy that it has a lower peak stress and a much longer critical opening
displacement .o compared to the first law. However, the two bilinear traction-separation
laws are used for simplicity and do not necessarily correspond to two different failure modes
that might peak at different displacement jumps. Actually, the bridging strength does not
significantly contribute to the peak strength related to the intrinsic fracture process prior
to fibre bridging. To obtain the characteristic values for the somehow pragmatic approach,
the total interface strength T° and the total fracture toughness G, are subdivided in the
following manner:

T =nT% T9=(1—-n)T" (5.10)

G1 = mGC; G2 = (1 — m)GC (5.11)

The stiffnesses are chosen in a way so that the maximum tractions of both bilinear laws
occur at the same separation. Several publications have proven that this approach is able to
model R-curve behaviour in numerical analyses [212, 223, 224, 225, 226]. To add, de Morais
proposes a closed-form analytical solution with a similar trilinear traction-separation law
[227]. The difficulty arises in determining the parameters of the two traction-separation
laws. Determination of m from the initial and the steady-state fracture toughness values is
straightforward using the following equation from [224]:
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However, there is no commonly accepted approach to find n. In this study, the semi-
empirical approaches of [212] were used first. Though, this approach did not result in a
satisfying correlation with the experiments. Airoldi et al. [224] performed several parametric
analyses and minimised the error between averaged experimental and numerical force-
displacement curves. In this study, as in the publications [225] and [226], the determination
of n is achieved by very simple means, through adjustment by testing or trial and error. The
parameter n controls the interface strength TV. Higher values of n eliminate the pre-peak
non-linearity and vice-versa. For the specimens with 0°//45° interface the numerical results
with two different values for n are shown in Fig. 5.10(b).

Another approach is to modify the fracture toughness value with crack growth during
simulation [228, 229, 230]. This approach is simpler in application because the values can
be taken directly from the R-curves. In this way, it circumvents the lack of methods to
calibrate the parameters of the superposed cohesive laws. Nevertheless, in this work the
superposition approach is followed. The modelling of the R-curve behaviour is only one
aspect of the holistic description of multidirectional interfaces and for the approach of for
example Raimondo et al. [230], a user-defined material model is required, which is beyond
the scope of this work.
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5.3.6 Simulation models

FE models are used to validate the determined fracture toughness values on the basis of
experimental and numerical force-displacement curves. Furthermore, the mode mix, the
shape of the crack front, and the intralaminar material stressing efforts in the beams are
investigated. For this reason, detailed 3D models with a layer-wise approach for the fibre
composite are used. The analyses of the 3D model were solved explicitly using Abaqus /
Explicit Version 2020.

In addition, the composite beams of the specimens are modelled with a layer-wise approach
using reduced integrated 8-node linear solid elements (C3D8R) with an in-plane edge-length
of 2.5 mm and one element per layer in through-thickness direction. In the region of interest
the in-plane edge-length in crack growth direction is reduced to 0.75 mm. Deviating from
this and following the recommendations from Daricik [231], a mesh refined to 0.25 mm by
0.25 mm in-plane edge length in the area around the crack is used for the VCCT analyses.
The composite beams are modelled as linear-elastic transversally isotropic material us-
ing the material data from Petersen et al. [119]. In this work the element-based CZM
approach is used to model the delamination because the superposition of two bilinear
traction-separation laws does not work with the surface-based approach in Abaqus. As
previously described, the target element size lies between 0.75 mm and 1.0 mm. The
previously described procedure results in a mode I interface strength of 20 MPa for the
0°//0° interface for the element edge length of 1.0 mm and three elements in the process
zone. The mode II interface strength is set to the interlaminar shear strength of 110 MPa.
If the element edge length is reduced to 0.75 mm, like in this study, these strengths result
in four elements in the process zone. As the ERR of the other interface variants are higher,
the process zones are larger and therefore modelled with more elements. Hence, the use of
the 0°//0° values can be considered as a conservative approach.

The aluminium parts, to which the hinges are attached in the experiment, are also mod-
elled with solid elements (C3D8R) and are connected to the composite beams with tied
contacts. Furthermore, translatory degrees of freedom of the middle row of nodes on the
upper aluminium part are locked. At the same node set the reaction forces are taken and
summarised for evaluation. A displacement in loading direction is applied to the middle
row of nodes of the lower aluminium part and the remaining two translatory degrees of
freedom are locked. The model of the DCB specimen is shown in Fig. 5.4.

Figure 5.4: DCB model for mode I parameter calibration

In the case of the ENF specimen, cf. Fig. 5.5, the translatory degrees of freedom are
locked at the nodes of the lower outer edges. At these nodes, the reaction forces are also
taken for summation and evaluation. The pin, which moves down and applies the force to
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the specimen, is modelled as a rigid body. A displacement is applied in loading direction
at the control point and the other two translatory degrees of freedom are locked. All other
modelling is the same as for the DCB specimens.

Figure 5.5: ENF model for mode II parameter calibration

The MMB specimen itself, cf. Fig. 5.6, is modelled like the DCB specimen described
above. In addition, a lever is modelled with shell elements of very high stiffness to represent
the movable part of the fixture. It is connected to the specimen via equation constraints,
in which the translatory degrees of freedom are coupled. At the front edge of the lower
load block, the translatory degrees of freedom are locked, whereas the specimen at the
lower edge of the rear end is simply supported to simulate the bearing of the fixture. A
displacement load is introduced at the lever edge representing the saddle of the fixture.

Figure 5.6: MMB model for mixed-mode parameter calibration

5.3.7 Evaluation of laminate stressing effort

As described before, crack jumping from the original plane, namely the plane with the
precrack, to another interface could occur in the multidirectional specimens. This process
implies that the crack migrates as a matrix crack from one interface to the other [232].
In order to assess the tendency towards crack jumping, the material stressing effort is
calculated in post for the plies adjacent to the original crack plane using the FMC by
Cuntze [6, 119]. With the FMC the stressing efforts in five failure modes are calculated.
These are FF1 and FF2 for FF in tension and compression as well as IFF1 to IFF3 for IFF
in tension, compression and shear.
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5.4 Analytical methods

In this work, analytical solutions are used to verify the FE models and to quickly determine
trends due to the change in fracture toughness. As suggested in the corresponding ASTM
standards, the Corrected Beam Theory (CBT) is used in this work. CBT corrects the
displacement for shear deformation as well as for local deformations occurring around the
crack tip. The following equations used for mode I and mode II are taken from Harper
and Hallet [215].
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The tip displacement d; can be calculated using Eq. 5.13, in which P is the applied force,
a is the crack length, and h is the half beam thickness. Further, the stiffness F1; and the
bending stiffness I = Bh?/12 have to be considered. The parameter y is calculated with:
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With a linearly increasing tip displacement, the load P increases up to the point where
G = Grc. Then the crack starts to propagate and the load-displacement relationship for
each increment of crack growth is found by combining the equations 5.13 and 5.16, where
G is set equal to Gy¢.
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The analytical load-displacement curves for ENF and MMB are calculated in the same
way. Only the equations for the tip displacement and the ERR change:
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The solution for MMB is taken from the ASTM D 6671-06 standard, while the BK-
criterion is used to calculate the cERR Gp. under mixed mode loading.
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It needs ti be considered that the CBT equations are intended for the use with UD
laminates. To adapt the equations for the use with multidirectional laminates, in this
work, for all specimen types, except the one with 0°//0°-interface, homogenised properties
from the ABD matrix of the laminates can be used. This is done using the CLT. However,
with CBT it is not possible to account for different properties of the lower and upper
beam in case of non symmetric lay-ups [233]. The Extended Beam Theory [201, 202]
does account for this effect and would probably provide better results. However, due to
simplicity reasons and because the stiffness of the chosen layups for upper and lower beam
are nearly identical, the author sticks to CBT like recommended in the ASTM standards.

5.5 Experimental test campaign for parameter identification

The following section describes the interface orientation dependent parameter identification
for the CZM-based interlaminar modelling using DCB, ENF, and MMB specimens.

5.5.1 Specimen manufacturing

Manufacturing of the DCB, ENF, and MMB test specimens is done using UD CFRP prepreg
material by Hexcel (HexPly M21/35%134gsm/T700GC) with a nominal ply thickness of
0.13 mm. In order to investigate the interlaminar behaviour of multidirectional interfaces,
the laminate stacking sequence needs to be adjusted. As discussed in Section 5.2.5, the
resulting laminate layups are inevitably asymmetric. However, by employing laminate
layups conforming to the conditions proposed by Prombut et al. [206] in equations 5.1 and
5.2 parasitic ERR effects are reduced. The resulting laminate layups for the interfaces
0°//0°,0°//45°,0°//90°, and 45°//-45° are presented in Tab. 5.1. As can be seen, the re-
quirements for D, and By are well met, thus indicating minimised effects by parasitic modes.

Table 5.1: Laminate layups for multidirectional interface testing

Interface  Layup D, [-] By [-]

0°//0° [034] 0.00647  0.00000
0°//45° [(02/90)6/02// 4+ 45/(02/90)6/02] 0.00191  0.00000
0°//90°  [(02/90)6/02//90/(02/90)g/0s] 0.00191  0.00000

45°//-45°  [—45,0, + 452,0, — 45, + 45,0, — 455.,0, + 45/
—45,0,4+455,0, + 45, — 45,0, — 45,0, + 45]  0.22293  0.00000
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Furthermore, the use of sub-laminates within the multidirectional specimens minimises
coupling effects and generates nearly isolated fracture modes. The asymmetric layups of the
45°//—45° sample originates from the investigation of edge effects in the DCB experiment
[208, 234]. Moreover, the set-ups for 0°//90° and 0°//45° have also been successfully used
in DCB and ENF experiments to determine the corresponding characteristic values [206,
207].

The plates are laid by hand, vacuum sealed, and cured in an autoclave using the
manufacturer’s recommended cure cycle. The initial precrack is introduced into the laminate
during the hand layup process by insertion of a double-layered polytetrafluoroethylene
(PTFE) foil of 25 pm in thickness. Subsequent to the autoclave process, the specimens are
cut to size using a diamond saw and are measured with a caliper gauge. Manufacturing of
the DCB and MMB specimens further requires the application of load introduction elements
according to ASTM D5528 and ASTM D6671. In the present case, piano hinges are bonded
onto the ends of the specimens using a film adhesive. The last step in fabricating the DCB
specimens consists of applying marks on the side of the DCB specimen for determination
of the position of the crack tip during experimental testing. For this purpose, the side of
the DCB specimen is coated with a thin layer of white chalk ink. Black lines indicating the
distance from the initial crack tip are finally added. After manufacturing, all specimens
are stored at 23+3°C and 50+10% relative humidity until testing.

5.5.2 Test setup and procedure

Investigation of the mode I, mode II, and mixed mode interlaminar behaviour of multidirec-
tional interfaces is conducted using the DCB set-up according to ASTM D5528, the ENF
set-up according to ASTM D7905, and the MMB setup according to ASTM D6671. The
specimens are tested in a servo-mechanic testing machine by Zwick (Zwick 1484), which is
equipped with a 20 kN load cell.

The DCB setup in Fig. 5.7 is extended with a consumer full-frame mirrorless camera
with a resolution of 42 megapixels and a spotlight in order to be able to analyse crack
propagation during the DCB test. The set-up allows to take pictures at a frequency of
1 Hz synchronised with the testing machine’s force and displacement output data for
determination of R-curves after testing. As explained in Section 5.2.5, in the case of DCB
testing, a natural precrack is introduced in the delamination plane prior to the actual test.
Therein, the DCB specimen in mounted inside the testing rig and the specimen halves
are separated manually until the initial crack of 40 mm in length defined by the PTFE
insert is increased by 3 mm to a total precrack length of 43 mm. After introduction of the
natural precrack, the specimen halves are unloaded in order to conduct the actual DCB
test at a constant crosshead speed of 1 mm/min.

In Fig. 5.8, an ENF specimen inserted inside a 3-point bend setup is shown. The
specimen is supported by two bottom legs, while the bending load is introduced using the
centre stamp at a constant crosshead speed of 0.5 mm/min. The crack length is defined
by the distance from the inserted foil to the closest bottom leg. Therefore, markings on
the specimens are applied in order to facilitate the installation of the specimen inside the
3-point bend set-up and to assure correct alignment. As crack propagation during ENF
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testing occurs abruptly, the crack propagation behaviour is not monitored and, therefore,
no camera equipment is needed. One specimen of each test series is used to determine
the correction parameters for the Compliance Calibration (CC) method recommended in
ASTM D7905. Therein, the second specimen in each series is loaded to 50% of the failure
load of the respective interface for crack lengths of 15, 25 and 35 mm and force-displacement
data is saved for the subsequent data reduction procedure.

Figure 5.7: DCB specimen inside fixture according to ASTM D5528

Figure 5.8: ENF specimen inside 3-point bend setup according to ASTM D7905

The experimental setup of the MMB tests is shown in Fig. 5.9. The fixture used was
manufactured according to ASTM D6671. A steel base bears the lower hinge clamp and
the holder for the rear roller. The upper hinge clamp as well as the middle roller are
connected to an aluminium lever. At the end of the lever, a moveable saddle is mounted
to adjust the mixed mode ratio. The load is introduced at this saddle via a loading yoke
which is connected to the testing machine and a displacement is applied with a constant
crosshead speed of 1 mm/min. Since only unstable crack propagation was observed, the
evolving crack distance was not recorded.
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Figure 5.9: MMB specimen inside fixture according to ASTM D6671

5.5.3 Data reduction methods

The data reduction methods proposed in the standards for DCB, ENF, and MMB testing
are adopted here for determination of the interlaminar properties. As previously described,
mode interaction due to parasitic ERR effects are reduced by adjustment of the laminate
layup. Therefore, perfectly isolated cERR modes are assumed within the application of the
data reduction methods. However, the actual mode mixture in the different specimens is
evaluated using numerical analysis with the VCCT to check if the assumption of perfectly
isolated modes holds true. The outcome is discussed in the results section. As recommended
in ASTM D5528, data reduction of the DCB results is based on the Modified Beam Theory
(MBT). Therein, deviations from the beam theory due to rotation of the beams at the
delamination front are taken into account by artificially increasing the delamination length
a + A. The DCB specimen is thus treated as if the delamination length was slightly
increased. The correction parameter A is defined by the intersection of the linear regression
curve with the abscissa when plotting the specimen compliance §/P over the delamination
length a. The corrected ERR in mode I G based on the MBT method is

3P¢

Gy=—"°
L7 2b(a + |A])

(5.21)
with the crossbeam displacement §, the applied load P and the specimen width b.
According to ASTM D7905, the CC method represents the only acceptable data reduction

method for ENF testing. As described in the previous section, one specimen from each

series is used to determine the CC coefficients by loading the specimen to 50% of the
maximum force of a given interface at variable crack lengths a. Compliance of the specimen

0/ P at different crack lengths of 15, 25 and 35 mm are then plotted over the respective
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cubed crack length a?, where the slope of the linear regression curve m represents the CC
correction parameter. The corrected ERR in mode II GGj; based on the CC method is

Gy = 3mP,2naxa35

o (5.22)

with P4 as the maximum force at crack initiation, d as the cross-head displacement
and a, as the initial crack length.

For the data reduction of the MMB tests the procedure proposed in ASTM D6671 based
on CBT is used. The ERR in mode I is calculated with the following equation:

12P%(3¢c — L)?
Gp=-——_ " =) h)? 5.23
1 16b2h3L2E1f (CL +X ) ( )

In mode II, the ERR can be calculated as follows:

9P%(c+ L)?

11 = P, ;

(a + 0.42xh)? (5.24)

In the equations above, Fiy is the bending modulus of the laminate. With the two
ERRs, the total mixed mode ERR is determined with G = G; + Gy7. The mode mixture
is then calculated by dividing the ERR in mode II with the total G;;/Gr. All ERRs
described above can be calculated for any loading condition. However, delamination growth
is associated with the ckRR. These values are identified when the critical loading P, is
used instead of P. The ASTM standard describes three different ways to calculate P.. In
this work, the most reproducible value Pso;;,q. i chosen. The cERR of the corresponding
DCB, ENF, and MMB tests are then used to determine the interaction exponent 1 by a
numerical curve fit of Eq. 5.9 using a Python script.

The following section covers the experimental as well as the numerical results and
discussion of the multidirectional laminates under mode I, mode II, and mixed mode
loading. It is organised in subsections per mode respective test type. In each mode-specific
subsection, an overview of the derived fracture toughness values from each layup with a
brief discussion is given first. This is followed by a detailed presentation and discussion of
all performed investigations.

5.5.4 Double cantilever beam test for mode | parameters

The experimentally determined cERR values at crack initiation for the different interfaces
considered, are presented in Tab. 5.2. A comparison of the cERR values reveals an
effect of ply-angle difference on the interlaminar toughness of multidirectional interfaces.
Starting from the 0°//0° interface with the lowest cERR, the interface toughness value at
crack initiation increases slightly for the 0°//45° interface and reaches the highest values
for 0°//90° and 45°//-45° interfaces, both having a ply-angle difference of 90° at the
delamination plane.



5.5 Experimental test campaign for parameter identification 113

Table 5.2: Summary of calibrated mode I parameters

Parameter Unit 0°//0° 0°//90° 0°//45° 45°//-45°
nsp - 12 10 10 10

Gre kJ /m? 0304  0.650 0.366 0.610
oG, kJ /m? +0.014 40.164 +0.095  40.138

Grss kJ / m? - 1.063 0.639 -
oG,.. kJ / m? - +0.109  +0.099 -
Gn kJ / m? - 0.650 0.366 -
G2 kJ / m? - 0.413 0.273 -
K; N/mm?  10° 10° 10° 10°
Kn N/mm? - 9.5-10* 9.5-10% -
Kry N/mm?3 - 5.0-10% 5.0-10° -
17 MPa 20 20.0 20 20
T MPa - 19.0 19.0 -
T MPa - 1.0 1.0 -
mr - - 0.61 0.57 -
ny - - 0.95 0.95 -

Experimentally determined force-displacement curves

The experimental force-displacement data of the DCB tests for 0°//0°, 0°//45°, 0°//90°,
and 45°//-45° interfaces are presented in figures 5.10(b)-5.10(d). While the 0°//0° interface
exhibits a rather smooth decay in force after crack initiation indicating self-similar crack
propagation, the behaviour of the 0°//45° and 0°//90° interfaces is characterised by an
increase in force after crack initiation as well as crack propagation at an elevated load level
indicating an R-curve behaviour. In case of the 45°//-45° interface, substantial scatter is
present as soon as crack propagation is initiated. This behaviour is a result of significant
fibre-bridging occurring during testing, where the rip off of fibre bundles leads to severe
and sudden load drops in the force-displacement curves.
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Figure 5.10: Experimentally, analytically and numerically determined load-displacement
curves of DCB test
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R-curve behaviour

In Fig. 5.11 the evolution of the cERR with the crack extension A« is shown for all four
interfaces under investigation. In this plot, the mean value at each crack extension is shown
with an error bar to indicate the standard deviation.
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Figure 5.11: Resistance curves of DCB tests with different interfaces (MBT)

As can be expected from the characteristic behaviour of the force-displacement curves,
the 0°//45° and 0°//90° interfaces exhibit an R-curve behaviour. For both interfaces a
lower cERR at initiation increases until an elevated plateau is reached at crack extensions
larger than 20 mm. The plateau can be interpreted as a steady-state region with self-similar
crack propagation behaviour. The ERR at both, initiation and steady-state conditions,
exhibit some scatter, however, on average, the behaviour is consistent. The cERR of the
0°//45° increases by 63.5 % whereas the increase in cERR of the 0°//90° specimens is
slightly larger with 74.6 %. The cERR of the 45°//-45° specimens also increases. However,
the effect is not as pronounced as with the interfaces discussed before and the cERR is
affected with a large scatter. The specimens with a standard 0°//0°-interface do not show
any increase in cERR.

Analytical solutions

When comparing the experimentally determined force-displacement curves with the analyt-
ical solution based on the MBT [215], agreement between the curves is considerably good
for all interfaces up until crack initiation, despite the fact that the analytical solution is
derived for perfectly identical sublaminates. Strictly speaking, this assumption is not valid
for the present laminate stackings. However, the comparison of analytical and experimental
data indicates that the deviation in properties is negligible. When considering the crack
propagation regime of the experimental force-displacement curves, only the 0°//0° interface
exhibits self-similar crack propagation. Hence, the qualitative behaviour of analytical
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and experimental force-displacement curves is in agreement for that interface only. The
remaining interfaces are all affected by fibre-bridging and crack jumping to some extent.
The analytical solution is not capable of accounting for such effects, thus, limiting its
applicability to the behaviour up until crack initiation.

Numerical simulations

It can be said that the simulation of the 0°//0° specimens according to ASTM D5528 using
a bilinear traction-separation law is in good agreement with the experimental results, cf.
Fig. 5.10(a). Since no R-curve behaviour was observed in the experiments, the superposition
approach is not applied for this interface configuration.

For the 0°//45° specimens a distinct R-curve behaviour could be observed, cf. Fig. 5.11.
Due to this reason, several simulations were performed for this configuration. The two
bilinear simulations show that, regardless of whether the initiation or the progression
fracture toughness is used, the experimental curves cannot be reproduced satisfactorily, cf.
Fig. 5.10(b). Using the initiation value the point of initiation is met, but the progression is
significantly underestimated. Using the steady-state progression fracture toughness, the
progression is well modelled, but the initiation is largely overestimated. The two trilinear
simulations show that the superposition approach is able to capture the initiation as well as
the progression behaviour. Moreover, the simulation using n = 0.95 fits qualitatively better
than with n = 0.90. This is underlined by comparing the numerical and the experimental
R-curves. Here, the steady-state phase is captured better by the simulation using n = 0.95.
Again, bilinear simulation and analytical solution agree well. The analytical solution using
the fracture toughness value of the ‘standard’ 0°//0°-values shows that using the standard
procedure for this interface configuration is conservative in terms of initiation as well as
progression.

For the simulation of the 0°//90° specimens, the same observations apply as for the 0°//45°
specimens. As can be seen in Fig. 5.10(c) in this case using the 0°//0°-value is even more
conservative.

Since the analysis of the 45°//-45° R-curve did not reveal a distinct R-curve behaviour,
this configuration was numerically analysed using the bilinear simulation approach only.
As shown in Fig. 5.10(d), analytical and numerical solutions agree well. The initiation
is captured with reasonable accuracy. However, the prediction of the progression is
considerably conservative. This could be attributed to the difficult parameter determination
due to the large scatter in the experimental results.

It can be concluded that the strategies to estimate the interface stiffness and strength
under consideration of the element size provide reasonable values which lead to satisfactory
results. This holds true for all simulations performed. All mode I simulations display slight
oscillations of the curve in the crack progression regime. This is attributed to the explicit
integration scheme of the simulations.
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Crack path and fracture surface

In order to assess crack jumping between adjacent interlaminar fracture planes, which is
also called delamination migration, images of the fracture surfaces as well as from the crack
paths are evaluated. Fig. 5.12 illustrates the conjugate post-mortem fracture surfaces of
the top and bottom beam of one representative specimen of each interface configuration.

(a) 0°//0° (b) 0°//45° (c) 0°//90° (d) 45°//-45°
Figure 5.12: Fracture surfaces of DCB specimens [235]

In addition to the in-plane delaminations, ripped-off fibre bundles are visible in all four
interfaces. This means that all four interface configurations show crack propagation both
within adjacent plies (intralaminar) and between adjacent plies (interlaminar), albeit to
different degrees. The crack in the 0°//0°-specimen stays in the intended fracture plane.
This is different for the test specimens with the 0°//45° interface shown. As can be seen
in Fig. 5.12(b) starting from the insert, the crack is intralaminar in the 45°-ply and then
jumps to the 0°//0° interface in the lower beam and propagates in this interface with
inter- as well as intralaminar shares. Again, another behaviour can be observed in the
0°//90°-interface specimen, cf. Fig. 5.12(c). Here, the crack jumps through matrix cracks
in the 90°-ply between the 0°-plies in the upper and lower beam. Fig. 5.12(d) shows a
fracture surface of a 45°//45°specimen. There are two areas at the beginning and at the
end which show large ripped-off fibre bundles and interlaminar crack growths in between.
In addition to the fracture surfaces, Fig. 5.13 shows images taken from the side of one
representative specimen for each interface during testing with significant crack extension.
Overall, it can be said that the findings in the crack path images fit with the one from the
fracture surfaces. The 0°//0° interface shows no noticeable jump in the crack plane and no
fibre bundles. In the 0°//45° specimen, a slight zigzag shape of the crack path as well as
some fibre bundles can be observed. In the 0°//90° specimen, however, the zigzag shape of
the crack path is strongly pronounced. This matches the fracture surface. As can be seen
in the side view of the 45°//-45° specimen, also agrees with the fracture surface. At the
beginning of the crack path, some fibre bundles are visible, but after that, a smooth crack
path without jumps is apparant. At the crack tip in the image, some fibre bundles might
start to form again.
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(a) 0°//0°

(b) 0°//45°

(c) 0°//90°

(d) 45°//-45°
Figure 5.13: Crack paths in DCB specimens

Nevertheless, the evaluation of the failure modes by Cuntze reveals that in the simulation
no FF or IFF is detected in the plies adjacent to the initial delamination plane, cf. Tab. 5.3.
All stress efforts are significantly below 1.0, which would indicate a laminate failure. As
expected, the values for IFF are the highest due to a tension load. The highest value is
calculated for the 45°//-45°-interface with 0.42. This translates to a material stressing effort
of 42 % and underlines the need of effective properties in such simulations because matrix
cracking with subsequent crack jumping can not be captured in this kind of mesoscale
simulations.
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Table 5.3: Cuntze failure mode material stressing effort (DCB)

Interface FF1 FF2 IFF1 IFF2 IFF3

0°//0°  0.10 0.00 021 0.04 0.06
0°//45° 0.2 0.00 027 0.04 0.12
0°//90° 0.14 0.01 0.38 0.05 0.5
45°//-45°  0.15 0.02 042 011 023

Crack front shape

Data reduction schemes and analytical solutions assume that the crack length is constant
across the specimen width. Yet, this is not always the case in real tests. Urcelay [229]
describes two kinds of deviations from a constant crack length across the width. First,
the lack of uniformity, which means that the crack lengths at the edges differ from the
length in the middle. Second, the lack of symmetry, which means that the crack length at
the left and right edge differ. In this work, the crack front shape of the proposed layups
is investigated for the DCB specimens with ultrasonic C-scan inspection, which is then
compared with simulation results. The results are shown in Fig. 5.14. Blue elements show
still fully bonded elements whereas red elements indicate completely degraded interfaces.
Moreover, the crack grows from right to left.

The crack fronts of the 0°//0° and 45°//-45° interfaces are both convex shaped meaning
that the crack front in the middle of the specimen precedes. These crack fronts are non
uniform but nearly symmetric. The crack front of the specimen with 0°//45° interface,
on the other hand is inclined towards one end and therefore asymmetric. Furthermore,
a straight crack front can be observed at the 0°//90° interface. In the ultrasonic C-scan
image, a partially weak echo indicates the pronounced delamination migration which
is described in the previous section. All in all, a good qualitative agreement between
simulation and ultrasonic inspection can be observed as only the 0°//45° interface results
in an asymmetric crack front. In future tests, this kind of specimen should be inspected
from both sides during crack extension measurement. It is noteworthy that the crack front
at the 45°//-45° interface is not significantly less uniform than the one of the standard
0°//0° interface. The quantitative measurements of the crack front shapes are taken from
the simulations and are summarised in Tab. 5.4. In summary, the chosen layups of the
multidirectional specimens work satisfactorily.
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(b) Sim.: 0°//0°

(d) Sim.: 0°//45°

(f) Sim.: 0°//90°

(g) C-scan: 45°//-4_5° (h) Sim.: 45°//-45°

Figure 5.14: Comparison of crack front shape from ultrasonic C-scan inspection and simulation
results of DCB specimens
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Table 5.4: Crack front shape: Distances of the right and left edges to the most advanced
point of the crack front

Interface Left edge in mm Right edge in mm

0°//0° 2.25 2.25
0°//45° 0.75 3.00
0°//90° 0.00 0.00
45°/ /-45° 3.0 3.00

Mode mixture

As described earlier the data reduction schemes as well as the analytical solutions assume
perfectly isolated modes. However, multidirectional layups can lead to a mixed mode
loading of the delamination plane. To check if the layups chosen with respect to a reduction
of coupling work, VCCT analyses are performed to evaluate the mode mixture. The values
reported in Tab. 5.5 are the observed maximum values along the width of the specimen
and taken after the onset of delamination. The maximum values of the parasitic modes
occurred at the free edges of the specimen. From the values, it can be concluded that in
the DCB tests nearly pure mode I loading is achieved. The 0°//45° specimen shows the
highest mode IT and mode IIT components. However, these are with less than 3 % from
the average total cERR G{% negligible. This corresponds to the comparably low D, and
B; values shown in Section 5.5.1.

Table 5.5: ERR components and mode mixture for different interfaces (DCB)
Interface Gy (kJ/mQ) Grr (kJ/mZ) Grir (kJ/mQ) Grr/GY, GG,

0°//0° 0.333 0.000 0.000 0.000 0.000
0°//45° 0.402 0.009 0.004 0.022 0.010
0°//90° 0.712 0.005 0.004 0.007 0.006
45°//-45° 0.669 0.013 0.003 0.019 0.004

5.5.5 End notched flexure test for mode Il parameters

In the following, the mode II results are presented and discussed in the same way as
the mode I results before. Apart from the cERRs determined with the data reduction
schemes discussed earlier, a summary of all mode II parameters used for the analytical and
numerical analysis can be found in Tab. 5.6.

Similar to the DCB results, the cERR of the 0°//0° interface is again the lowest and the
interfaces with a ply-angle difference of 90° still produce similar cERR values, however, the
behaviour of the 0°//45° interface breaks the pattern. Thus, contrary to the DCB results,
no distinct dependency of the cERR in mode II on the difference in ply-angle between the
interface layers can be observed.

Experimentally determined force-displacement curves

The force-displacement curves from the experimental ENF tests of the 0°//0°, 0°//45°,
0°//90°, and 45°//-45° interfaces are presented in Fig. 5.15. Compared to the DCB results,
the force-displacement curves in mode II exhibit more scatter with respect to both initial
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Table 5.6: Summary of calibrated mode II parameters

Parameter Unit 0°//0° 0°//90° 0°//45° 45°//-45°

nsp - 9 9 10 9
Grie  kJ/m? 2330 2444 2776 2.475
oG, kJ/m? 40122 +0.139 +0.177  +0.103

Kir N/mm? 10° 10° 10° 10°
T, MPa 110.0 110.0 110.0 110.0

stiffness and initiation of crack propagation. This could possibly be due to the manual
alignment of the specimens in the 3-point bend set-up during testing.

Analytical solutions

Good agreement between the experimental force-displacement curves and the analytical
solution can be observed for the 0°//0° interface. Nevertheless, in the cases of the remaining
interfaces, agreement is less pronounced. While the analytically determined initial stiffness
is slightly larger than the experimental stiffness of the 0°//45° and 0°//90° interfaces, the
analytically determined initial stiffness in the case of the 45°//-45° interface is considerably
lower than in the experiment. Resulting from this difference in stiffness, the points of
crack initiation in the force-displacement curves of the 0°//45°, 0°//90°, and 45°//-45°
interfaces are either slightly over- or underestimated.

Numerical simulations

In general, compared to the bilinear mode I simulations, a lower agreement of the mode II
simulations with the analytical solutions can be observed, cf. figures 5.15(a) to 5.15(d).
The stiffness observed in the experiments is better captured by the numerical simulations
than by the analytical solutions. In all simulations except for the 0°//0° interface model the
stiffness of the tests agrees well until load drop. The simulation with the 0°//0° interface
shows a non-linearity prior to the load drop which cannot be observed in the experimental
results and the forces as well as displacements at crack initiation also differ significantly
between the numerical and analytical solutions. Again, the agreement with the experiment
is better for the simulations. The crack initiation force is a bit low for the 0°//0° interface,
but well captured for all other interfaces.

Since due to the unstable crack growth no R-curves were recorded during experimental test-
ing, configurations are only modelled with the bilinear approach and not with a superposed
trilinear traction-separation law. However, the bilinear approach works reasonably well
in mode II. As observed in the mode I results, the analytical solution using 0°//0°-values
shows that using this ‘standard’ value is always conservative compared to the analytical
solution with the interface-specific value.

Fracture patterns

For the ENF specimens no side view images of the crack paths are available. However, the
post-mortem fracture surfaces of the experimentally tested specimens, cf. Fig. 5.16, can
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be used in combination with the material stressing efforts summarised in Tab. 5.7. These
material stressing efforts are calculated from the stresses determined with the numerical
analyses in the plies adjacent to the intended fracture plane.

(a) 0°//0° (b) 0°//45° (c) 0°//90° (d) 45°//-45°
Figure 5.16: Fracture surfaces of ENF specimens [235]

The fracture surface of the specimen with the 0°//0° interface shows no delamination

migration. However, some ripped-off fibre bundles, which are attributed to fibre bridging,
are visible. In contrast to that, the crack in the specimen with the 0°//45° interface
initially grows in the intended interface in an interlaminar manner. With progressing
crack growth, intralaminar damage comes into play. At the end of testing, the crack is
completely migrated to an intralaminar crack in the 45° ply. It needs to be mentioned that
the remaining interfaces show a much simpler fracture pattern. For instance, the crack in
the 0°//90° specimen stays in the intended interface. The fracture surface of the 45°//-45°
specimen again shows some ripped-off fibre bundles, but all of them are oriented with 45°
which leads the author to conclude that the crack grows in the intended interface.
Unlike with the DCB specimens for every ENF specimen, a failure mode reaches the value
of 1.0, which means that a damage in the ply can be expected. The evaluation of the
material stressing efforts for the 0°//0° results in an IFF due to shear loading (IFF3) and
for all other specimens in an IFF due to tension loading (IFF1). This result supports the
experimental observations.

Table 5.7: Cuntze failure mode material stressing effort (ENF)

Interface FF1 FF2 IFF1 IFF2 IFF3

0°//0° 037 053 027 0.19 1.0
0°//45° 027 0.62 1.0 047 0.55
0°//90° 0.02 054 1.0 0.19 0.52
45°//-45°  0.34 048 1.0 0.67 0.58

Crack front shape

In Fig. 5.17 the crack front shapes determined by simulation for all four interfaces are
shown. Except for the specimen with the 45°//-45° interface, all interfaces show a straight
crack front which is uniform and symmetric. The crack front in the 45°//-45° specimen is
inclined and slightly curved. Therefore, it is non-symmetric and non-uniform.
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(a) 0°//0° (b) 0°//45°

(c) 0°//90° (d) 45°//-45°

Figure 5.17: ENF crack front shapes observed in
numerical simulations

Mode mixture

Like for the DCB specimen, again VCCT analyses are performed to determine the mode
mixture for the different specimens. The highest values for each ERR component are shown
in Tab. 5.8. The high mode I and mode III values occur in small regions from the edges
towards the middle of the specimens, as also shown by Garulli et al. [236] for different
layups. As desired, mode I is small in every configuration. The highest mode I share can
be found in the 45°//-45° specimen. However, with 1.3% it is rather small. Though, there
are pronounced mode III components between 21% and up to 82.5%. Nevertheless, it needs
to be mentioned that these high mode III components are very localised and even in the
standard 0°//0° specimen there are areas with 30% mode III with respect to G¢. The
largest edge region with parasitic mode III fraction was observed in the 0°//45° specimen
with 3 mm from the edge towards the center of the specimen. As can be seen from Tab.
5.8 in the middle of the specimens pure mode II loading is achieved. Due to the small and
local character of the parasitic modes, the authors assess the standard evaluation methods
as applicable.

Table 5.8: Highest (h) and in the middle (m) measured ERR components and mode mixture
for different interfaces (ENF)

Interface | Gy (kJ/m?) Gy (kJ/m?) Gppr (kJ/m?) G1/G%, Grrr/GY,

h m ‘ h m ‘ h m ‘ h m ‘ h m
0°//0° 0.017 0.003 | 2.533 2.088 | 0.774 0.000 | 0.007 0.001 | 0.306 0.000
0°//45° | 0.017 0.001 | 3.048 2.971 | 1.556 0.000 | 0.006 0.000 | 0.510 0.000
0°//90° | 0.001 0.000 | 3.045 2.854 | 0.640 0.000 | 0.000 0.000 | 0.210 0.000

45°//-45° | 0.032 0.006 | 2.632 2.491 | 2.172 0.001 | 0.013 0.000 | 0.825 0.000
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5.5.6 Mixed mode bending tests for mixed mode parameters

MMB tests are used to determine G for an intended mixed mode ratio of 0.71. The
45°//-45° interface produces the highest G value with 1.146 kJ/m?. Nearly the same
cERR is determined for the 0°//0° and 0°//45° interfaces with 0.895 and 0.923 kJ/m?
respectively. The 0°//90° interface results in the lowest cERR, which is under the tested
mixed mode loading ratio with 0.735 kJ/m?2. In Fig. 5.18, the cERRs are shown together
with the DCB and ENF results for all interfaces.
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Figure 5.18: Fracture toughness vs. mode mixture curves

When comparing the cERRs of the different test types and respective loading modes no

clear trend of high and low cERR for the different interfaces can be observed. For instance,
the 0°//90° interface shows the highest values in mode I, but the lowest under mixed mode
conditions, whereas for mode II loading, the 0°//90° interface lies in the middle of the
tested interfaces.
Using the DCB, ENF, and MMB results, a curve fit with a Python script was performed
to find the exponent npx of the BK law. The exponent is found to be the same for the
0°//0° and 45°//-45° interfaces with n = 3.6. Furthermore, with 4.3, the fitted value for
the 0°//45° interface is comparable. With npx = 8.9, a much higher npx is determined
for the 0°//90° interface. These values for npx are used for the analytical and numerical
analyses presented in the following.

Experimentally determined force-displacement curves

The force-displacement curves recorded during MMB testing are shown in figures 5.19(a)
to 5.19(d). It is noteworthy that the experimentally determined curves of the specimens
with 0°//0° and 0°//90° interfaces have the same characteristic shape. The force increases
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nearly linear until a small load drop occurs. After the load drop, the force rises again. This
is different for the specimens with the 0°//45° interface where only a slight load drop is
noticeable. The specimen with the 45°//-45° interface shows no load drop at all. For this
specimens, a reproducible knee point with a change in stiffness can be observed. After the
knee point, the force increases more slowly.

Analytical solutions

The results of the analytical solution, cf. figures 5.19(a) to 5.19(d), can be summarised for
all interfaces. The stiffnesses of experimental and analytical results are in good agreement
until the load drop or change in stiffness in the experimental curves. However, the behaviour
after this points is not well captured and the analytical solution overestimates the maximum
forces in every case.

Numerical simulations

Same as for the analytical solutions, the stiffness observed in the experiments is well
modelled with numerical simulations. As can be seen in figures 5.19(a) and 5.19(b) there
is a good agreement between numerical solutions and the experiment for the 0°//0°
and 0°//45° interface both for crack initiation as well as progression. Compared to the
experiment the maximum force for the remaining two interfaces is overestimated, cf.
figures 5.19(c) and 5.19(d). In addition, the shape of the force-displacement curve in the
45°//-45° case is not well captured. There is a sudden load drop in the simulation results
which could not be observed in the experiments. To check if the overestimation of the
maximum force in the 0°//90° case must be attributed to the interface-specific values, a
second simulation using the standard 0°//0° interface values was performed. This resulted
in a slightly lower but still existing overestimation. This leads to the conclusion that the
overestimation may be caused by damage processes in the real specimens which are not
modelled in the numerical simulation. Hence, the 0°//90° and 45°//-45° interfaces are
the only cases, in which the numerical simulation is less conservative than the analytical
solution.

Fracture patterns

As with the ENF tests, only post-mortem images of the fracture surfaces are available for
the MMB tests, cf. Fig. 5.20. In addition, like for DCB and ENF, the material stressing
efforts of the plies adjacent to the intended fracture plane are given in Tab. 5.9. In general,
it can be said that the fracture surfaces are comparable to the ones of the ENF specimens.
The fracture surface of the 0°//0° interface shows no delamination migration and there are
only some ripped-off fibre bundles visible, whereas the specimen with the 0°//45° interface
first shows intralaminar crack growth in the 45° ply. With progressing growth the crack
then migrates to an interlaminar crack and an intralaminar crack in the 0° ply respectively.
This is not totally clear. The fracture pattern of the 0°//90° specimen is significantly
more uneventful as the crack stays in the intended interface. The last specimen type with
the 45°//45° interface shows interlaminar crack growth in the intended interface but with
some ripped off fibre bundles oriented under 45°. The findings from the fracture surfaces
in general fit with the calculated material stressing efforts. For the 0°//0° specimen, all
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Figure 5.19: Experimentally, analytically and numerically determined load-displacement
curves of MMB tests
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stressing efforts are clearly below 1 which means no failure at all. For the 0°//45°, again
all failure modes are below 1. However, with 0.85 the IFF1 effort is significantly closer
to failure than with the 0°//0° specimen. Furthermore, IFF are visible in the fracture
surface. The next specimen with 0°//90° interface, is predicted to have IFFs, but the
fracture pattern shows, at least no obvious IFF. The highest stressing efforts overall are
calculated for the 45°//-45° specimen, but only the IFF1 value reaches 1. This fits with
the ripped-off fibre bundles visible in the fracture surface image.

(a) 0°//0° (b) 0°//45° (c) 0°//90° (d) 45°//-45°
Figure 5.20: Fracture surfaces of MMB specimens [235]

Table 5.9: Cuntze failure mode material stressing effort (MMB)

Interface FF1 FF2 IFF1 IFF2 IFF3

0°//0° 031 020 025 0.08 0.42
0°//45° 0.6 0.00 0.85 0.06 0.37
0°//90° 0.04 020 1.00 0.05 0.40
45°//-45° 0.32 023 1.00 030 0.54

Crack front shape

In all four simulations a straight and therefore uniform and symmetric crack front could
be observed. Due to this reason the crack fronts are not shown in a figure.
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Mode mixture

In this work, VCCT analyses are used to assess the parasitic modes in the test specimens
with multidirectional layups. Since the mode mix of the MMB specimens lies between the
DCB and ENF specimens, VCCT analyses were not performed for the MMB specimens.

5.5.7 Summary of interlaminar material properties

Tab. 5.10 summarises the determined interlaminar material properties of M21-T700GC
for the different interfaces tested. These material properties are used for all subsequent
analyses. The material data for the second material under consideration is taken from
literature and is summarised in Tab. E.2 in the Appendix E.

Table 5.10: Summary of calibrated M21-T700GC CZM parameters for different interfaces

Property 0°//0° 0°//45° 0°//90° 45°//-45°  Unit
K[:K[[:K][[ 105 N/mm3
Gre 0.304 0.366 0.650 0.610 N/mm
Grre = Grrre 2.330 2.776 2.444 2.475 N/mm
17 20.0 MPa
TP =TY, 110.0 MPa
Initiation. Criterion QUADS

Propagation Criterion BK

NBK 3.6 4.3 8.9 3.6

5.6 Application to open hole tension specimens

In this subchapter, the interlaminar modelling developed in the preceding sections is applied
to OHT specimens, which were already used for validation of the intralaminar modelling
in Chapter 4. At the end of Chapter 4, a question regarding the intralaminar modelling
was raised which shall be answered in this subchapter. It should be mentioned that the
modelling for the OHT specimens using solid elements only resulted in valid predictions of
the failure loads. However, the sole use of continuum shell elements yields a failure load
that is significantly too high for the simulated QI-II specimen. This is attributed to the
neglection of damage in through-thickness direction in Section 4.7.1. In this context, the
combination of continuum shell elements with discrete interlaminar damage modelling with
cohesive surfaces could provide relief.

Four different modelling approaches for the composite are conceivable. The sole use of
solid elements, the sole use of continuum shell elements and in each case the combination
with cohesive surface-based interlaminar modelling. These four approaches are applied to
different OHT specimens and are compared with each other.

For this, the multidirectional OHT specimens QI-I, QI-II, and CP, introduced in Section
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4.6.1, are under consideration. All of above-mentioned specimens were analysed. However,
the specimens QI-I and CP are not considered suitable for the evaluation because they
do not show any delamination prior to total failure. Therefore, all approaches predict the
same failure load.

The remaining specimen series QI-II shows delamination prior to total failure. Since only
one series remains for the investigation, a second series of six specimens referred to as
QI-IIT was manufactured and tested.

These tests were carried out subsequently to the other OHT tests described in Chapter 4.
Nevertheless, during the work on this thesis, the M21-T700GC material was discontinued
in the originally used thickness. At this time, it is only available in double thickness.
Consequently, the QI-IIT specimens have a cured ply thickness of 0.26 mm instead of 0.13
mm. Although this reduces the consistency of the study, thicker plies are assumed to
provoke delaminations [183]. Therefore, the thicker plies are actually beneficial in this
examination. The dimensions of the QI-III specimens are 32.0 mm in width and 4.25 mm
in thickness, while the hole diameter is 6.0 mm. The free length during testing was 180
mm and the layup is [45,90,-45,0]2s.

This series was also used to evaluate the delamination area by ultrasonic inspection. To do
so, three specimens were tested up to failure and the tests of the remaining three specimens
were aborted at 93 %, 95 %, and 97 % of the previously determined mean failure load of
56.87 + 1.08 kN.

The two series QI-IT and QI-III are also used to test the orientation specific ERRs at the
end of this subchapter.

5.6.1 Comparison of composite modelling approaches

The four modelling approaches introduced above are compared on the basis of the QI-II
and QI-IIT specimens. For the comparison, simulation models as described in Section 4.6.2
are used. It needs to be noted that a change of the fracture toughness under fibre ten-
sion Gy was necessary for the QI-III specimen. With the original value of Gy; = 83.0
N/mm, taken from Furtado et al. [175], the predicted failure load was significantly too
low. In their study, Furtado et al. [175] determined Gy; for different ply thicknesses.
The value was changed to 252.0 N/mm which is the value determined by Furtado et al.
for the corresponding ply thickness. With this value plausible results for QI-III are achieved.

Fig. 5.21 shows the QI-II stress-strain curves resulting from the different modelling
approaches as well as a DIC measurement during the experiment and the mean experimental
failure stress. Up to a stress of 325 MPa and a strain of 0.008, all modelling approaches
capture the stiffness of the specimen well. As already described in Section 4.7.1, for this
specimen, the modelling using solid elements results in an acceptable prediction of the
failure load with a deviation of +2.8 % to the mean failure stress, whereas the simulation
using continuum elements overshoots the experimental failure stress by +10.8 %.
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Figure 5.21: Comparison of modelling approaches with the example of QI-II OHT tests

It is noteworthy that the combination with cohesive surfaces reduces the failure load.
This is independent of the use of solid or continuum shell elements. However, both mod-
els using cohesive surfaces show a behaviour prior to the maximum loading which was
not observed in the experiment. After a first load drop, the load increases again up to
a second load drop, after which the specimens in the simulations cannot bear further
load. Looking at the damage variables in the simulations, at the first load drop the
first elements are already fully damaged due to FF and are thus deleted. Additionally,
clearly pronounced delaminations are predicted around the hole. At the second load drop,
more elements are deleted and the delaminations have spread over the whole width of the
specimen. For this reason, the first peak load is taken for the evaluation of the modelling
approaches. On the one hand, this results in 335.7 MPa for the combination of solid ele-
ments with cohesive surfaces which represents a deviation of —5.7 % from the experiment.
On the other hand, the combination of cohesive surfaces with continuum shell elements
results in a slightly lower value of 331.3 MPa and a deviation of —6.9 % from the experiment.

The stress-strain plot, cf. Fig. 5.22, for the QI-III specimen delivers basically the same
findings as the one for QI-II.
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Figure 5.22: Comparison of solid and continuum shell based modelling with the example of
QL-IIT OHT tests

With a +3.9 % higher failure stress than the experimental mean, the solid only mod-

elling has a considerably good accuracy, whereas the sole use of continuum shell elements
overpredicts the strength by 23.2 % and therefore even more than for the QI-IT example.
As for the previously discussed QI-II specimen, the addition of cohesive surfaces to the
continuum shell modelling reduces the failure load to 436.5 MPa, which is, with +4.2 %,
significantly closer to the experiments. Unlike for the QI-II test specimen, the failure stress
for the solid modelling increases when cohesive surfaces are added. With a failure stress of
459.6 MPa, the deviation is now +9.7 %.
It must also be noted that the stiffness from the experiment is captured less accuratly by
the simulations than in the previous example. This could be due to the higher ply thick-
ness which could result in a slightly different stiffness of the material. The experimental
force-displacement curve measured by DIC is nearly linear, whereas the simulations are
more non-linear, especially above 150 MPa.

The failure stresses resulting from experiments and simulations as well as their devi-
ations are summarised in Tab. 5.11. A preliminary conclusion is that either pure solid
modelling or the combination of continuum shell and cohesive surface should be used.
For both specimens, these two approaches provide good accuracy in predicting the strength.
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Table 5.11: Comparison of failure loads of OHT specimens with different modelling approaches
from experiment and simulation

QI-II QI-III
Omaz Diff. to Exp. Omaz Diff. to Exp.

in MPa in % in MPa in %

Experiment 356.0 = 7.7 4188+ 7.9

Nsp ) 3

Solid 366.0 +2.8 435.0 +3.9
Cont. Shell 394.3 +10.8 516.0 +23.2
Solid + Coh. Surf. 335.9 —5.7 459.6 +9.7
Cont. Shell + Coh. Surf. 331.3 —6.9 436.5 +4.2

In the simulation results with cohesive surfaces, it is observed that, depending on the
use of solid or continuum shell elements, the predicted delamination areas are different.
This is further investigated in the following section.

5.6.2 Comparison of delamination areas with experimental results

Fig. 5.23 shows the predicted delamination areas at nearly the same load level, namely
53.5 kN for the combined solid and 53.7 kN for the combined continuum shell modelling,
corresponding to 95 % of the experimental mean failure load which is 54.0 kN.

(a) Solid + Coh. Surf. (b) Cont. Shell + Coh. Surf.

Figure 5.23: Comparison of predicted delaminations areas between individual plies

At this load level one of the experimental test was aborted and subjected to an ultrasonic
inspection. During the test, a crackling sound was heard shortly before the termination
load level was reached. This indicates the formation of delaminations and IFF. However,
the test specimen did not show any visible damage after the test was stopped.

In general, it can be observed that the delamination areas between the individual plies are
significantly higher when using continuum shell elements. Only at the 0°//-45° interface,
smaller delamination areas are predicted with the solid-based modelling.

In Fig. 5.24, the delamination areas determined with the ultrasonic inspection are com-
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pared with the numerical predictions.

(a) Solid + Coh. Surf. (b) Cont. Shell + Coh. Surf.

Figure 5.24: Comparison of predicted delaminations areas with experimental results

In the top part of the two images, the floor echo of the water basin is shown, whereas the
delamination areas from the simulations are depicted in the bottom part. In the images
from the ultrasonic inspection, deep blue colour means that no delamination occurred and
light blue to mint colours indicate delaminated areas. For the images of the simulations,
the debonded areas between the individual plies from Fig. 5.23 are superimposed. The
largest occurring damage value across all seven contact surfaces is shown in plan view.
In this superimposed illustration, the difference between the two simulations that can be
clearly seen in Fig. 5.23, is not as visible.

Both simulations result in a qualitatively acceptable agreement with the experiment in
terms of shape and size of the debonded regions. However, no definitive statement can be
made as to whether the delamination areas are predicted more precisely using a solid- or
a continuum shell-based modelling. A more comprehensive study is required to be able
to provide more detailed assessments. Nevertheless, for this example, both approaches
provide plausible predictions compared to the experiment.

Overall, with these examinations the hypothesis is supported that damage caused by
stresses in the thickness direction is distributed between the interface and the layer when
solid elements are used. In the case of continuum shells, stresses in the thickness direction
only lead to interface damage, which results in a larger damaged area.
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5.6.3 Use of interface orientation-specific ERRs

In the DCB, ENF, and MMB tests described in this chapter, it was found that cERR
is dependent on the orientation of the respective interface layer. Furthermore, it was
found that the cERRs for the same difference in orientation angle between adjacent plies
are comparable. This can be seen from the results of the 0°//90° and the 45°//-45°, cf.
Tab. 5.10. The difference in the orientation is 90° for both interface configurations and the
corresponding cERRs are very close to each other. With this finding, the hypothesis is
that for cohesive surfaces in simulation models of multidirectional specimens, ERRs that
are determined from tests with the same difference in orientation should be used.

The layups of the two examples under investigation in this section, QI-II and QI-III, have
only 45° increments from ply to ply. With the consideration above, 0°//45°-values should
be used. To investigate the use of interface orientation-specific cERRs, simulations with
the 0°//45° ERRs from Tab. 5.10 are performed and compared to the simulations discussed
above with the standard 0°//0°-values.

The resulting stress-strain curves are plotted in Fig. 5.25 for QI-II and in Fig. 5.26 for
QI-TII.
In the case of QI-II, the use of orientation specific cERR values increase the failure stress
slightly from 331.3 to 338.0 MPa, when the first load drop in the simulation using standard
values is considered, cf. discussion in Section 5.6.1. With this slight increase in strength,
the deviation to the experiments is reduced to —5.1 %.
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Figure 5.25: Comparison of standard and orientation specific ERRs with continuum shell +
cohesive surface based modelling with the example of QI-II OHT tests
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Figure 5.26: Comparison of standard and orientation specific ERRs with continuum shell +
cohesive surface based modelling with the example of QI-IIT OHT tests

For the second specimen QI-III, the failure stress is also increased when using orientation
specific cERRs. However, the simulation with the standard cERR already overshoots the
experiments by +4.2 %. The deviation with orientation-specific cERRs is +11.2 %.

In both cases, QI-II and QI-III, with the standard 0°//0° cERRs, a strong non-linear region
prior to the maximum load can be seen in the stress-strain curve. This non-linearity is re-
duced with the orientation-specific 0°//45° cERRs and thus fits better with the experiment.

In summary, it needs to be said that no clear trend can be observed. Accordingly, the
use of interface orientation-specific cERRs needs further investigation and the cERRs
determined in this work are a good basis for this. However, in the further course of this
work, the standard 0°//0°-values are used.

5.7 Conclusions and recommendations for the holistic approach

In this chapter, the modelling and characterisation of the interlaminar behaviour of the
composite adherends were investigated with the example of M21-T700GC material. With
the results in this chapter, recommendations regarding the holistic PDA approach for the
interlaminar and the composite modelling in general can be drawn.

First, an experimental and numerical study on the influence of interface ply orientation
on mode I, mode II, and mixed-mode fracture toughness in multidirectional laminates
has been conducted in Subchapter 5.5. It could be revealed that the effective fracture
toughness of the same composite material largely depends on the interface orientations.
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Furthermore, the R-curve behaviour in mode I has been investigated. It is noteworthy
that whether an R-curve effect occurs or not depends on interface orientation. R-curve
behaviour in mode II and mixed-mode should be investigated in future work. For this
purpose, the selected ENF specimen is unsuitable due to its unstable crack growth. To
what extent these phenomena are attributed to fibre bridging, delamination migration, or
other effects cannot be answered definitively.

With respect to the numerical investigation of the characterisation specimens, also dis-
cussed in Subchapter 5.5, it was shown that the proposed procedure to reduce the mode I
interface strengths to allow for larger elements is a valid approach. In addition, it could be
shown that analytical solution and numerical results with bilinear traction-separation laws
are in good agreement. The use of the 0°//0°interface cERR value for other interface
orientations, the procedure according to the standards, results in considerably conservative
predictions. In turn, the use of effective interface-specific cERR values improves simulation
accuracy for the characterisation specimens.

Even though this way does not accurately describe the physics, it can be a viable way for
simulations in which IFF are modelled using CDM, as in this simulation the modelling of
crack jumping due to the stress peaks at the crack tip of interfibre crack cannot be achieved.
Furthermore, it could be confirmed that superposition of two bilinear traction-separation
laws is a suitable solution to model R-curve behaviour. A summary of the determined
parameters can be found in Section 5.5.7.

In order to develop a recommendation for the holistic modelling approach, the inves-
tigations moved away from the characterisation specimens. The determined material
parameters were used to model OHT specimens with different modelling approaches. This
study can be found in Subchapter 5.6.

Moreover, the open question from Chapter 4 regarding the significantly too high strength

predictions when using continuum shell elements, could be answered. The addition of
CZM-based delamination modelling to the continuum shell-based modelling reduces the
predicted strength. With this additional modelling feature, the same accuracy in terms of
strength prediction as for the modelling with solid elements only can be achieved.
In turn, this means that the exclusive use of continuum shell elements cannot be recom-
mended. If no specific information about delamination areas are needed, solid elements
should be used instead. Whether solid or continuum shell elements should be combined
with CZM-based delamination modelling if the delamination information is needed cannot
be definitely answered yet. This is further investigated in Chapter 7 together with the
validation of the holistic model using single lap joints.

Another aspect that needs further investigation outside of this work is the use of interface
orientation-specific cERRs on structures other than the characterisation specimens. The
application of these values to OHT specimens in Section 5.6.3 could not provide a clear
indication for this.
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Having investigated the intralaminar and interlaminar modelling of the composite ad-
herends including the determination of the required material parameters for the holisitic
PDA approach in chapters 4 and 5, both the modelling approach and the material parame-
ters for the adhesive are missing to cover all constituents of the entire bonded joint. This
is addressed in the subsequent chapter.






CHAPTER 6

Plasticity and damage modelling of structural epoxy film adhesives

What kind of plasticity and damage models are needed to model the behaviour of the struc-
tural film adhesive and how can the adhesive be characterised for the chosen approach?

Modelling the behaviour of the adhesive bondline is a central element in the holistic
PDA approach for predicting strength and failure mode of the entire joint. In terms of
a pragmatic method, the question is which approach for modelling damage onset and
progression represents the best compromise between accuracy and effort.

Parts of this chapter have also been published in [5].

6.1 Structure and approach

None of the state-of-the-art approaches for the entire joint presented in Section 2.3.3
take into account the non-linear behaviour of the adhesive with a plasticity model. All
of them prescribe the fracture path. This leads to the main questions for this chapter:
Does plasticity need to be explicitly modelled and is it permissible to specify the fracture
path? To answer this question for the use case in the present work, after a brief overview
on the state of the art of adhesive modelling, three different modelling approaches are
presented. They differ in terms of numerical cost and material characterisation effort.
Two of the approaches also include a distinct plasticity model. The needed material
parameters of an aerospace grade film adhesive are determined for all three approaches.
With these properties, comparative calculations are carried out on TAST specimens and a
recommendation is made for the holistic PDA approach.

6.2 Adhesive selection

The holistic method is intended to be used for bonded joints in aerospace structures. Al-
though the method can be extended to other applications in the future, a typical aerospace
adhesive is used in this work. The choice is a high-strength epoxy film adhesive widely
used in the aerospace industry: Henkel Loctite EA9695 050 NW AERO. In the further
course of this work it will be referred to as EA9695.

It needs to be mentioned that film adhesives have some process advantages over paste

adhesives [26]. Since the former are one-component systems, no dosing and mixing is
necessary and, therefore, no limited pot life has to be considered. Furthermore, because

141
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the adhesive material is applied to a carrier fabric, resulting bondline thicknesses are more
constant. Film adhesives are already in use for co-bonded stiffeners in the Airbus A350 and
composite repairs for example. Due to the processing advantages, scatter in experimental
data is expected to be reduced. This may lead to a better evaluation of experimental results.

Furthermore, other quite similar film adhesives are available. For instance, FM73, FM94,
and FM300 from Cytec / Solvay can be mentioned in this context. However, for the
purpose of simplicity, the adhesive material is not varied in this work.

6.3 On the state of modelling structural adhesives

In this subchapter, a brief outline is given on why damage modelling approaches to
determine the strength of adhesive layers have emerged.

In principle, to predict the strength of adhesive layers, one can apply analytical or numerical
methods. An overview of available linear and non-linear analytical approaches is provided by
da Silva et al. [61, 62] and Rodriguez et al. [237]. Analytical approaches are computationally
efficient but have some drawbacks which prevent using them for the purpose considered in
this work. While linear analytical analyses tend to give safe predictions but are usually
conservative, whereas non-linear analyses can be less conservative but are considerably
expensive and the advantage over FEA is disputable. In addition, it needs to be considered
that the exclusive use of analytical models is only applicable to the analysis of single joints.
Unlike the state-of-the-art analytical models, continuum mechanics FEM-approaches are
appropriate for global structural design. Reviews of design methods for adhesive joints that
are based on FEA are given by He [47] and Jia [238]. Continuum mechanics modelling relies
on the comparison of the actual stress or strain state to a limit value [239]. Tomblin et al.
[240] state that the majority of industrial practitioners verify the adequacy of the adhesive
joint design by analysing average shear stresses. In this context, several requirements have
to be met to ensure that this approach is valid. For instance, the overlap length cannot be
increased arbitrarily to reduce the average shear stress, because the peak stresses at the
end of the joint are only decreased to a certain amount with this measure. Thus, with this
method also high safety factors have to be used.

The application of less complex analytical and continuum mechanics methods can be
suitable to predict the strength of an adhesive layer with the use of safety factors. However,
damage growth, which is a requirement for the holistic approach, cannot be modelled.

In order to overcome these limitations, researchers use damage mechanics approaches to
be able to model damage initiation and propagation due to local stress concentrations. An
extended review about available methods is presented by Pascoe et al. [241]. The CZM
[242] and the VCCT [67] are common methods to incorporate damage mechanics in FEM
models. Both methods, VCCT and CZM, have already been presented in more detail in
Subchapter 5.3. For this reason, a detailed description is not given in this chapter. While
the VCCT is eligible only for very brittle materials and needs an initial crack, CZM is the
common approach for adhesive joints and is also chosen in this work [243].

Since these approaches rely on a stress-based damage initiation combined with an energy-
based damage propagation, they do not suffer from large mesh dependencies due to the
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stress concentration at the edges of the adhesive layer, like the above mentioned analytical
and continuum mechanics approaches do. There are different CZM-based approaches
varying in accuracy and complexity. In the following, the CZM-based approaches, which
are under consideration in this work, will be presented. As with the approaches for
modelling the other components of the bonded joint in the holistic approach, a compromise
between efficiency and accuracy favourable.

6.4 Cohesive zone modelling-based approaches

Three different CZM-based approaches are common in the relevant literature and are thus
under consideration in this work. They are illustrated in Fig. 6.1 and will be introduced in
order from simple to complex in the following.

6.4.1 Cohesive elements (ACZ)

Cohesive elements represent the simplest damage mechanics approach. With this approach,
the entire adhesive layer is replaced by special-purpose cohesive elements. In this approach,
the adherends as well as the cohesive zone represented by the cohesive elements are mod-
elled. Therefore, following Pardoen et al. [94], this approach is referred to as Adherend +
Cohesive Zone (ACZ) in this thesis. It is shown in Fig. 6.1(a).

In ACZ models the adherends are modelled as continua and the adhesive layer is only
represented by the cohesive zone’s traction-separation response. This type of modelling is
considerably attractive because only a limited number of parameters is needed, and mixed-
mode loading can easily be incorporated. However, representing the whole mechanical
behaviour of the adhesive with a single cohesive zone is a strong simplification.

Publications from a group of researchers around Campilho [243, 244] show the difficulties

of the widely used ACZ technique. Neto et al. [244] determined the failure loads of single
lap joints made of UD carbon epoxy prepreg with 0° plies experimentally and numerically
using the ACZ technique. The specimens with varying overlap lengths were bonded either
with a brittle or with a ductile adhesive. For the specimens with the brittle adhesive,
satisfactory correlations between experimental and numerical failure load where achieved.
However, specimens with the ductile adhesive could not be predicted with an acceptable
accuracy. The authors attribute this to the used triangular-shaped cohesive law, which is
probably not suited for ductile adhesives.
Later, Campilho et al. [243] numerically predicted the same specimens with the ACZ
technique but under variation of the cohesive law shape. They found that the influence
of the cohesive law shape is neglectable for brittle adhesives but has a large influence for
ductile adhesives. A trapezoidal shape results in better predictions.

Overall, it can be stated that it is not straightforward to capture the plastic effects of
the adhesive in the ACZ approach without a continuum mechanics plasticity model.

6.4.2 Elastoplastic solid elements combined with cohesive surface (AACZ)

A more versatile model is necessary to include multi-axial plastic deformation. This can be
achieved with the Adherend + Adhesive + Cohesive Zone (AACZ) approach, cf. Fig. 6.1(b).
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(a) Adherend + Cohesive Zone (ACZ)
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(b) Adherend + Adhesive + Cohesive Zone (AACZ)
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Adhesive solid

elements
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(c) eXtended Finite Element Method (XFEM)
Figure 6.1: Tllustration of ACZ (a), AACZ (b) and XFEM-based (¢) CZM techniques

In this approach, not only the adherends are modelled as continua but it also includes solid
elements to model the adhesive as an elasto-plastic material. In the middle of the adhesive
layer modelled with solid elements, a single row of zero-thickness cohesive elements or
cohesive contacts is embedded to model fracture within the adhesive.

There are only few publications on models using the AACZ technique for strength
prediction of composite bonded joints [245, 246, 247, 248]. As an example, the work of
Liljedahl et al. [245] from 2006 shall be discussed in more detail.
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The researchers use the AACZ technique to predict the strength of carbon fibre composite
SLS joints amongst other joints with aluminium adherends. The adherends are made from
an epoxy-based carbon fibre prepreg, which is widely used in aerospace application (Hexcel
8552-IM7), and a toughened-epoxy film adhesive (Cytec FM73). The experimentally
observed failure mode is purely cohesive, which justifies the limitation of the damage
modelling to the adhesive. To achieve a good correlation between experimentally and
numerically determined failure load, the incorporation of adhesive yielding using von Mises
(v.M.) plasticity was not sufficient. It was found that only the use of a plasticity model
considering hydrostatically sensitive yielding, in the present case a linear Drucker-Prager
(lin.D.-P.) model, produces adequate predictions of the failure load.

In a study of Pirondi et al. [247], ACZ and AACZ were compared on the basis of DCB
and T-peel joints. They conclude that the use of AACZ did not improve results compared
to ACZ. However, this could probably be attributed to a mode I dominated loading and
therefore less to none plastic yielding.

In contrast to the ACZ technique, the experimentally determined fracture energy G,
or cERR cannot be used directly with the AACZ technique. The fracture toughness G,
is the sum of energy dissipation to create a new surface and the plastic dissipation in
ductile materials. While damage in ACZ is ruled by both dissipations, in models using
AACZ technique the plastic dissipation is represented by continuum elements and only the
dissipation by separation of the fracture surfaces controls the damage in the cohesive zone.
Thus, an intrinsic fracture energy must be considered in the traction-separation-law [249].
To find this intrinsic fracture energy of the softening part, the energy from the elastic and
hardening part is subtracted from the total critical energy. This parameter modification is
described in Section 6.8.5.

In summary, the ACZ technique is suitable for brittle adhesives, whereas this technique
reaches its limits for more ductile adhesives, as plasticity can only be taken into account
by adjusting the shape of the traction-separation laws. The AACZ technique, on the other
hand, should work for a wider range of adhesives, since more complex plasticity models can
be incorporated. Although, it is more difficult to apply. However, with both approaches
the crack path is prescribed since cracks can only grow where special purpose cohesive
elements or cohesive surfaces are inserted in the FEM model.

6.4.3 eXtended Finite Element Method combined with cohesive surfaces (XFEM)

The classical FEM does not allow arbitrary discontinuities in the displacement field of the
discretised region. To model discontinuities, the element edges of the finite element mesh
must match the crack geometry. Therefore, the possible crack path is a priori defined,
or the region has to be remeshed in every calculation increment. The eXtended Finite
Element Method (XFEM) allows arbitrary crack growth in the FEM model without the
need of remeshing. XFEM is an extension of the classical FEM, which allows to model
discrete cracks in a continuum through an enrichment of the displacement field with
discontinuous functions, cf. Eq. 6.1, developed by Belytschko and Black [250]. These
enrichment functions allow the inclusion of priori unknown fracture planes and singular
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expressions in the existing finite element mesh.
N N
ul =" Ni(@)ui + Y Mi(x)a,. (6.1)
i=1 i=1

The approximation of the XFEM displacement field u” consists of the standard FEM
function at node i N;(x) and the related unknown w; as well as the enrichment part with
the local enrichment function M;(z) and the unknown of the enrichment a; both at node i
[251]. The enrichment is only active when a crack exists. It enables the establishment of
phantom nodes which subdivide the element into two subelements formed by the original
and the phantom nodes. The displacement fields of these two subelements are completely
independent from each other and replace the original element. Whether or not a crack
exists in a finite element depends on the evaluation of a crack initiation criteria. If a crack
is initiated, CZM or VCCT can be used for crack propagation. As mentioned above, for
this work, CZM is the preferred choice. It needs to be mentioned that all of the studies
discussed below use XFEM in combination with CZM.

Campilho et al. [252] performed strength predictions of single and double lap joints with
a brittle adhesive and aluminium adherends with overlap lengths [ between 5 and 20 mm.
With the maximum principal stress criterion used for crack initiation, damage growth could
not be simulated with XFEM. Mubashar et al. [253] used XFEM to model cracks in the
adhesive fillet region of single lap joints and CZM for the interfacial region. They showed
that crack growth in the fillet could be well modelled. However, like Campilho et al. [252],
they also showed that XFEM with a maximum principal stress criterion for crack initiation
is not able to model crack propagation in the adhesive layer as the crack grows towards the
adherends. This behaviour does not represent the experimental observations. Xara and
Campilho [254] further studied the influence of different XFEM damage initiation criteria
on the strength prediction. They showed that the maximum principal stress criterion used
by Campilho et al. [252] and Mubashar et al. [253] is the most inappropriate one in this
context. With the quadratic stress criterion, the difference in strength between experiment
and numerical prediction is less than 10 %. Apart from this, they also performed strength
predictions with CZM and observed that the computation times between CZM and XFEM,
at least when using an implicit solver, are comparable. All of the mentioned studies, used
v.M. as elastic-plastic material model for the adhesives.
Similar to the AACZ approach, the ERRs for the crack propagation must be derived from
the measured cERR.

6.4.4 Damage initiation and propagation

All three approaches introduced above requiere a damage initiation as well as a damage
propagation criterion. In this section, a brief summary of the criteria used is given. A
bilinear traction-separation law is used for all approaches.

In Abaqus 2020 six different stress- and strain-based criteria are available. For this work,
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only the quadratic nominal stress criterion (QUADS), cf. Eq. 6.2, is considered as it is
stated to be best suited for the most joint/adhesive configurations by Xara and Campilho
[254].
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With regard to damage propagation, the relevant literature is somewhat ambiguous.
Rocha and Campilho [255] conclude in their study that a power law criterion with apy, = 1,
cf. Eq. 6.3, generally yields the best results for different types of adhesives with the
exception of highly ductile adhesives.
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However, the BK criterion, introduced in Section 5.3.4 for interlaminar modelling,
provides similar results for brittle adhesives, but deviates for other types of adhesives. For
this reason, both propagation criteria will be tested in this work.

6.5 Plasticity models with pressure dependent flow criteria

Prior to damage in the form of discrete cracks, adhesives show inherent non-linear material
behaviour. Therefore, two of the three modelling approaches use elastic-plastic material
models to describe the adhesives’ behaviour until fracture in FEA. In order to predict the
transition between the elastic and the plastic regime, all of these material models require
a suitable yield criterion which is valid for the adhesive under consideration [256]. In
contrast to metals, the plastic behaviour of adhesives is sensitive to the hydrostatic stress
component [239]. These hydrostatic stress states are generated due to constraints imposed
by the stiff adherends in the thin adhesive layer [256]. For this reason, a suitable yield
criterion should take into account the influence of the hydrostatic stress on the yield point.
Without any claim of completeness, four possible yield criteria for the simulations in this
work will be discussed in the following.

6.5.1 Von Mises

The v.M. yield criterion [257] predicts the onset of yielding when the equivalent stress ¢ or
rather the second deviatoric invariant Jy reaches the critical values o, [257], cf. Eq. 6.4.

FUM:\/?)JQ—O'y:q—O'y:O (6.4)

Since the v.M. material model does not account for the influence of the hydrostatic
component of stress on the yield point, it does not fullfil the demand stated above and is
not well suited for adhesives. Nonetheless, it is widely used in literature and will be the
baseline for the simulations in this work because of its easy parameter setting.
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6.5.2 Linear Drucker-Prager

The lin.D.-P. criterion is a yield criterion where the onset of yielding is linearly dependant
on the hydrostatic stress p[258], cf. Eq. 6.5.

Fiinpp = q¢ —p - tan(Biinpp) —d =0 (6.5)

The sensitivity of yielding to the hydrostatic stress p is characterised by the hydrostatic
stress sensitivity parameter S, pp being material dependant. The cohesion d is related to
the shear yield stress 7, with d = ?Ty(l + %)

According to the results of Dean et al. [256], the lin.D.-P. model is improper for the
investigated epoxy adhesives but appears to describe the behaviour of the investigated
acrylic adhesives by Dean et al. [256]. The adhesive under consideration in the present
work is epoxy-based and therefore, the lin.D.-P. criterion is not further considered.

6.5.3 Exponent Drucker-Prager

For the epoxy-based adhesive under consideration, the dependence of hydrostatic stress on
the yield point is non-linear. This can be seen in the evaluation of the experimental tests
later in this chapter, cf. Fig. 6.8. For this reason, the exponent Drucker-Prager (exp.D.-P.)
criterion [258] is considered as a third yield criterion. Unlike the lin.D.-P. criterion, the
exp.D.-P. criterion forms a hyperbolic yield surface with the material parameter ac.ppp,
the exponent parameter b.,ppp, and the hardening parameter p;. The yield surface can be
described with the following equation:

Fewppp = Gezppp - ¢"7"PF —p —pp =0 (6.6)

Originally developed for soil mechanics, it is used for adhesives by several authors [239,
259, 260, 261, 262] to be able to describe the dependency of hydrostatic stresses on yielding.
The FM94 adhesive under investigation in the study of Quan and Alderliesten [262] is
similar to the adhesive in this work, as both are aerospace grade film adhesives. Since this
yield criterion is available by default in both Abaqus/Standard and Abaqus/Explicit, this
criterion will be used in addition to v.M. in the remainder of the work.

6.5.4 Mahnken-Schlimmer

A fourth yield criterion to be mentioned is the one that Mahnken and Schlimmer [263]
have especially developed for adhesives. The criterion, cf. Eq. 6.7, takes into account the
first stress invariant I, the second deviatoric stress invariant Jo as well as an initial yield
stress Yy and two material parameters a; and as. This expression is then compared with
the actual yield stress Y.

Fars = /32 + 1Yol +aal2 =Y <0 (6.7)

Apart from Mahnken and Schlimmer themselves [263], Jousset and Rachik [93, 264]
also use the criterion with good accuracy. Moreover, it is also used by Burbulla in a
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modified form [265]. However, the yield criterion is not available by default in Abaqus and
the parameters can only be identified inversely by optimisation [264]. For the mentioned
reasons, the Mahnken-Schlimmer criterion is not further considered in this work.

6.6 Experimental tests for elastoplastic properties

The characterisation of the mechanical behaviour of the film adhesive starts with the
elastoplastic properties for the v.M. as well as the exp.D.-P. yield criterion. It is followed
by the fracture mechanical property characterisation in Subchapter 6.8.

As explained in Subchapter 6.5 the elastoplastic behaviour of structural adhesives strongly
depends on loading and more specifically, on the ratio of deviatoric to hydrostatic stress
components resulting from different ratios of shear and normal stress in the adhesive.
Therefore, characterisation experiments must be performed with different ratios of shear
and normal stress. In the relevant literature, several different approaches are used to
produce the desired loading ratios.

Arcan tests, similar to the tests used to determine the parameters for the intralaminar
failure criteria in Section 4.5.4, can be used [266]. Nonetheless, in Arcan tests, the use of
strain gauges to record the strains in the bondline is rather difficult. Another possibility
is the use of tubular Butt Joint (BJ) loaded in tension as well as with a combination of
tension and shear. Such tests were, for example, used by Mahnken and Schlimmer [263] to
determine the properties for their yield criterion to characterise a paste adhesive used in
the automotive industry.

This type of experiments was also carried out in a cooperation between DLR and
Fraunhofer Institut fiir Fertigungstechnik und angewandte Materialforschung / Institute
for Manufacturing Technology and Advanced Materials (IFAM) for the adhesive under
investigation in this work [267, 268]. However, the thin bondline of the film adhesive
between 0.1 and 0.2 mm in contrast to 2.0 mm for the automotive paste adhesive, makes
the control of the testing machine to achieve constant load ratios very difficult. This is due
to the fact that the travel distances of the testing machine are very small while the forces
are high.

For this reason, different types of test specimens are utilised in this work. The behaviour
under shear loading is characterised with the help of TASTs. The behaviour under normal
loading is studied with BJ tests and the behaviour under a combined loading is investigated
with Inclined Butt Joint (IBJ) tests.

Furthermore, the Poisson’s ratio was determined at DLR using pure resin dog-bone speci-
mens in line with DIN EN ISO 527-2. These tests, however, will not be discussed in detail.

6.6.1 Thick adherend shear tests

This section describes the geometry, manufacturing and testing of the TAST specimens.
The geometry of the TAST specimen is represented in Fig. 6.2 and was chosen according
to ASTM D 5656 [269].
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Figure 6.2: Sketch of a TAST specimen

Two different bondline configurations were manufactured. A series with one film adhesive

layer and another series with two adhesive layers. In contrast, the series with one adhesive
film layer is used for characterisation since the bonded composite structures under investi-
gation also use only one layer. The second series with two layers of film adhesive is used
for strain evaluation with a DIC system. The thicker bondline allows for the measurement
of the strain field in the bondline itself, whereas the DIC system reaches its resolution
limits with the thin bondline. The first tests were performed in 2017 with EN AW 5083
aluminium adherends deviating from the standard. A second campaign, only with one
adhesive layer, was performed in 2021 with EN AW 2024 aluminium.
First, the aluminium plates with a thickness of 10 mm were sandblasted with white corun-
dum (grain number F180) and then cleaned with acetone and isopropyl alcohol. After
surface preparation, the adhesive film was applied and the bonded aluminium plates were
vacuum bagged for one hour. For a nominal adhesive bondline thickness of ¢, = 0.1 mm,
one layer of adhesive film was needed and for a thickness of ¢, = 0.2 mm two layers were
used. The curing of the adhesive was performed in a heat press with temperature and
pressure according to the data sheet of the adhesive [270] in an evacuated press chamber.
After curing, the plates were cut in strips with a band saw. Then the final specimen
geometry including the two holes were machined with a Computerised Numerical Control
mill.

The tensile testing of the TAST specimen was performed at room temperature in a
Zwick 1476 servo-mechanic testing machine equipped with a 100 kN load cell. The tests
were carried out with a constant crosshead speed of v., = 0.05 in/min. For each of the two
configurations in 2017, four specimens were tested. The campaign in 2021 consisted of six
specimens. In addition to the load-displacement data gathered, data for DIC evaluation
was recorded with a consumer full-frame mirrorless camera and a macro lens to capture
full-field strain fields of the adhesive layer. For the DIC measurements the challenge is the
very thin adhesive layer of the film adhesives compared to paste-bonded joints. For this
reason, no off-the-shelf systems are suitable and it was necessary to develop an individual
measurement set-up including a very fine speckle pattern.

This DIC set-up is shown in Fig. 6.3 (a) and the speckle pattern applied to the measurement
area of the TAST specimen is shown in Fig. 6.3 (b). The camera was coupled to the testing
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machine with a self-developed interface box in order to correlate the data of the load cell
with the recorded images. Afterwards, the recorded image data was evaluated with the
Software Correlate Professional 2017 from GOM. A detailed description of the DIC setup
and the data processing can be found in Kosmann et al. [268].

(a) DIC setup (b) Speckle pattern
Figure 6.3: DIC setup for thick adherend shear tests

Fracture pattern

In Fig. 6.4, the typical fracture surfaces of the tested TAST specimens are shown for the
bondline thickness of ¢, = 0.21 mm as an example. It can be observed that there is adhesive
on both adherend surfaces which means that a cohesive failure in the bondline occurred.
It may be concluded that the surface preparation before bonding and the curing of the
adhesive were sufficient.

Figure 6.4: Failure surface of the specimen with ¢, = 0.21 mm

To add, each adherend has one overlap edge with more adhesive left on the surface than
the other side and a transition zone in the middle. Therefore, it can be deduced from the
fracture pattern that the cracks started near the interface at both overlap edges and then
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changed the direction in the middle of the overlap length. This behaviour is reported in
literature for brittle adhesives [271].

Experimental force-displacement curves

In Fig. 6.5 the recorded crosshead displacement-force data is plotted. It can be seen that
all specimens of the individual series lie very closely together and that there is not much
difference between the two different bondline thicknesses. The determined failure loads in
the 2017 campaign are Fy = 11993 £ 193 N for the thin bondline and Fy = 11607 4= 463 N
for the thicker bondline. These findings are in agreement with the general assumption that
thinner bondlines bear higher loads when loaded in shear [272]. However, the differences
between the two series lie in the range of scatter.
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Figure 6.5: Force-displacement data from TAST experiments

It needs to be mentioned that the test campaign performed in 2021 resulted in higher
recorded crosshead displacements. Moreover, with Fy = 13100 & 133 N, the failure load is
also higher. These differences may be attributed to several changes in the test setup. As
mentioned earlier in this section, the aluminium alloy of the adherends was changed and
the specimen fixture inside the test machine was redesigned to allow for less impairment of
the degrees of freedom. The ball-head fixtures used in 2021 are probably the reason for the
larger crosshead travel. The higher failure load is attributed to the use of a new material
batch which also resulted in a slightly higher adhesive thickness of ¢, = 0.15 mm compared
to tp = 0.125 mm in 2017. Unless otherwise stated, the data from the 2021 campaign is
used for parameter identification. It needs to be mentioned that the manufacturing process
is identical for all test series.

6.6.2 Butt joint and inclined butt joint tests

As the tests with tubular BJs were not successful, BJ and IBJ tests were used for normal
and combined normal/shear loading. These tests were carried out as part of a joint project
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by Fraunhofer IFAM and are published in [273]. For this reason, only a brief description of
the experiments will be given here. It needs to be noted that yield and failure stresses of
the different tests are published. However, stress-strain curves are not available.

The geometry of the specimens is shown in Fig. 6.6 and the external dimensions of the two
types of test specimens are the same. Nevertheless, the difference is that the bondline of
the IBJ is not perpendicular to the loading direction but is inclined by 20°.
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(a) BJ (b) IBJ
Figure 6.6: Sketches of BJ and 20° IBJ specimen

The adherends were made out of mild steel and the specimens were individually bonded

with a joining device. The device used for bonding applies a springload to the specimens
during curing. The specimens were cured in a convection oven heated to 130°C and held
for two hours. The resulting bondline thickness is 0.135 mm, which is in between the values
of the TAST specimens tested at DLR. Tests were performed at room temperature using
a Zwick Z050 testing machine. Other than with the TAST tests at DLR the tests were
performed strain controlled with a nominal strain rate of 0.001 per second. The strain
measurements were performed with four Crack Opening Displacement clips symmetrically
distributed around the adhesive layer with an initial distance of 5.0 mm.
The identified yield and failure stresses are summarised in Tab. 6.1. Nagel and Klapp also
tested Thick Adherend Shear Joint (TASJ) similar to the TASTs performed at DLR. For
the purpose of consistency, yield stress under shear determined by Nagel and Klapp is used
for the exp.D.-P. parameter identification.

Table 6.1: TASJ, BJ and IBJ yield and failure stresses from [273]

Oy of Ty Tf
TASJ mean MPa 32.78 51.28
std. dev. MPa - - 2.73 7.22
Ngp - 6 9

BJ mean MPa 46.78 51.94
std. dev. MPa 1.62 2.41 - -

Nep 9 10
1BJ mean MPa 38.67 43.69 15.90
std. dev. MPa 3.91 4.41 - 1.61

Np - 9 9 9
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6.7 Identification of elastoplastic material parameters

This subchapter describes the identification of the elastoplastic parameters of the film
adhesive from the experimental tests presented above.

6.7.1 Elastic properties

The shear modulus is determined with the TAST experiments to G = 810.3 MPa. With
the Poisson’s ratio v = 0.361 from the pure resin dog-bone tests, a Young’s modulus of
E = 2205.6 MPa is calculated.

6.7.2 Hardening curve

To describe the material behaviour after onset of yielding, Abaqus requires a hardening
curve as an input. In this work, the hardening curve is derived from the TAST campaign
in 2021 described in Section 6.6.1, according to the procedure described in ASTM D5656.
The 7-y-data derived from the test are shown in Fig. 6.7(a).

At first, the yield stress 7, has to be determined to obtain a shear stress - plastic strain
curve. This data was then used to calculate a true stress - true strain curve. The hardening
curve for the Drucker-Prager models has to be given in terms of cohesion d and effective
true plastic strain ¢’ s In contrast, the hardening curve for the v.M. model has to be
specified in Abaqus in terms of effective stress 0.7y and effective plastic strain eZ £ The
data can be converted with the equations 6.8 - 6.10.

Oeff = V3T (6.8)

d =

pp = %’y” (6.10)
The yield surface shape in the deviatoric stress plane is described by the parameter K. In
this thesis, the parameter K is set to 1, which means that the flow stress in triaxial tension
is equal to the flow stress in triaxial compression [65]. In this case, the hardening curve for
the v.M. and the Drucker-Prager models are the same.

To generate a mean hardening curve as simulation input, each hardening curve derived
from the individual measurements is cut off after the lowest occuring maximum plastic
strain value and fitted with a cubic spline fit. With the help of these spline fits, hardening
curves with stress values at the same equidistant plastic strain intervals are generated.
After that the mean stress values at each plastic strain value are calculated, which then
results together with the equidistant plastic strain interval in the final mean hardening
curve. This final hardening data used for all simulations is shown in Fig. 6.7(b) together
with the hardening curves from the individual specimens.
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Figure 6.7: Hardening curve derived from TAST shear stress-strain data

6.7.3 Parameters for yield criteria

For the v.M. yield criterion, no additional parameters are necessary. Only the hardening
curve derived above is needed as an input.

However, the exp.D.-P. model requires three additional parameters. In order to determine
the parameters aezppp; bezppp, and p; for the exp.D.-P. yield criterion, the flow function
Eq. 6.6 is fitted with a least square fit using a Python script through the mean yield
stresses from the TASJ, BJ and IBJ tests introduced in Section 6.6.2. The fitted function
is shown in Fig. 6.8 and the determined values for the parameters aezppp, bezppp and p;
are summarised in Tab. 6.2.
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Figure 6.8: Yield data expressed in hydrostatic p and deviatoric g stresses
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Table 6.2: Fitted exp D.-P. parameters for LOCTITE EA 9695 050 NW AERO epoxy film
adhesive

Property

Material parameter a 0.00219
Exponent parameter b 2.448
Hardening parameter pt 43.082 MPa

6.7.4 Verification of plasticity models on the basis of TAST specimens

As mentioned in Section 6.6.1, DIC data was recorded during the experimental tests. The
resolution of the chosen setup enables the computation of several strain data points in
thickness direction of the adhesive layer during post processing of the DIC data. This data
is used to compare the strain distribution in FE-models, calculated with both the v.M.
and the exp.D.-P. models presented in Subchapter 6.5, with the experimental data. By
doing so, the material models in combination with the chosen material parameters can be
verified.

The numerical analyses used for the verification were carried out as quasi-static implicit

dynamic simulations with Abaqus/Standard. Although two-dimensional plane strain
simulations would be numerically much more efficient, full 3D simulations are used because
the strains conducted by the DIC system were measured at the side surface of the specimen.
The measured strains in this area cannot be compared to strains from a two-dimensional
plain strain analysis, which represents a mid-section cut through the specimen.
As a result of a mesh convergence study the adhesive layer was discretised with five reduced
integrated linear brick elements (C3D8R) in through-thickness direction and an element
edge length of 0.1 mm in the other two directions. The adherends are also modelled by
reduced integrated C3D8R linear brick elements with a edge length of 1.0 mm. As can
be seen in Fig. 6.9, the model takes advantages of the symmetry in the x-z-plane of the
specimen to save computation time. The interface between adhesive and adherend is
modelled with a tied contact.

In Fig. 6.10 the strains €, and €, are plotted at a loading of 1.5 kN. At this loading
the material behaviour is assumed to be linear-elastic because the calculated stresses are
lower than the yield stresses presented by Nagel and Klapp [273]. Since the strains in
y-direction €, are about zero, they are not presented. The strains are plotted from the
edge of the bondline at x = —4.75 mm until the half overlap length z = 0 mm because
the measurement field of the DIC system covers only 7.2 mm by 4.8 mm. It is apparent
that there is some noise in the DIC strain data but nevertheless, the strains €, are in good
agreement with the experimental data. Compared to the experiment, both simulations
slightly overestimate the shear strains €;,. In addition, it can be noted that both material
models reveal the same strains. This is an expected result as the two materials models do
not differ from each other in the linear-elastic regime.
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Figure 6.9: 3D FE-model of half TAST specimen using x-z symmetry plane and tied contact
between adhesive and adherends
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Figure 6.10: TAST strain comparison at 1.5 kN

In order to compare strain fields after onset of yielding, in Fig. 6.11 the strains €, and
€zy are plotted at a loading of F' = 6 kN. It can be noted that the v.M. model and the
exp.D.-P. model give the same results. Similar to the findings for the 1.5 kN loading, the
€, strains from the experiment and the numerical simulations are in good agreement. Also,
the numerical data only differs slightly at the outer boundary of the overlap at x = —4.75
mm and the e;y-values of both simulations at the overlap edge are in good agreement
with the experimental values. However, in the middle of the overlap, the numerical values
are higher. At this point, the numerical values are in the range of the peaks of the DIC

measurement.
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Figure 6.11: TAST strain comparison at 6.0 kN
A second data set after onset of yielding is recorded at F' = 10 kN. The results are shown
in Fig. 6.12.
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Figure 6.12: TAST strain comparison at 10.0 kN

Again, the numerically determined strains €, are in good agreement with the exper-
imental test. At this loading, the shear strains €,, predicted with the v.M. model are
slightly higher than the ones predicted with the exp.D.-P. model. However, the difference is
considerably small. Compared with the results at 6 kN the findings for €., are the opposite.
The peak strains at the overlap edges are underestimated, but the strains in the middle of

the overlap length are well captured by both numerical models.

As a result, it can be concluded that both material models can describe the experimen-

tal behaviour adequately. The slight difference in the €;,-distribution might stem from
measurement inaccuracy or the material parameters since the DIC measurements were
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performed on specimens with a bondline thickness of ¢, = 0.2 mm from 2017 and the
parameter identification was performed with the recent specimens with ¢, = 0.15 mm
from 2021. Accordingly, further testing with a more extensive number of specimens has to
be conducted. The good performance of the v.M. model could be attributed to the low
hydrostatic stress component in the TAST specimens [274].

6.7.5 Comparison of plasticity models on the basis of butt joint tests

The comparison of the DIC measurements on TAST test specimens with simulations shows
good agreement, but no major differences between the two yield models under consideration.
Because high hydrostatic stresses are caused by normal loading, differences should occur in
BJ specimens. As no own tests have been carried out in this configuration, the previously
introduced tests by Nagel and Klapp, cf. Section 6.6.2, are used to compare the two yield
criteria.

For this purpose, the test specimen is simulated with the dimensions given in Fig. 6.6.
The adhesive layer is discretised with two elements through the thickness and an in-plane
element edge length of 0.5 mm. During the simulation the specimens are loaded with 10
kN, which corresponds to the failure load of the experimental tests. Since no stress-strain
data is available from these tests, the simulations are only used to compare the two yield
models and not for verification purposes.

The results from the simulations in terms of force-displacement data are shown in
Fig. 6.13.
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Figure 6.13: Force-displacement data from BJ simulations
It can be seen that the initial stiffness of the two models is equal up to a loading of

approximately 3.5 kN. At this loading, the simulations with the exp.D.-P. model predicts
yielding of the adhesive. Yet, the simulations with the v.M. model show a linear behaviour
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up to above 9.5 kN. Thus, yielding begins immediately before the experimental failure load
of 10 kN is reached.

It can be concluded that the two models behave differently under loading with high hy-
drostatic stress components. However, for further verification, strain fields from BJ tests
should be recorded with the same DIC technique used for the evaluation of the TAST
specimen in the future.

6.8 Identification of fracture mechanical properties

The following subchapter describes the identification of the fracture mechanical properties
of the EA9695 film adhesive. This is done as an extension of the master thesis of Klimmeck
[275] supervised by the author of this thesis.

The DCB, ENF and MMB specimens for the interlaminar composite material characterisa-
tion described in Chapter 5 are used as a basis. For this reason, not the entire experimental
set-up and the evaluation are described here. Instead, it is referred to Subchapter 5.5 and
only the differences to the interlaminar test programme are described in this chapter.

The DCB and ENF tests are performed with both composite materials under consid-
eration as adherend materials. Like with the interlaminar test programme, plates are
manufactured and then cut down to six specimens from each plate. Different to the
interlaminar specimens which are manufactured in one curing cycle, the specimens for
adhesive characterisation are manufactured in a two-step process. At first, the composite
adherends are manufactured and cured. Thereafter, the surfaces to be bonded are cleaned
and pretreated. This is described in the following section in more detail. After that,
the film adhesive and a PTFE foil for the initial crack are placed between the composite
plates. Then, the film adhesive is cured in a second autoclave process according to the
manufacturer’s instructions. This process is called secondary bonding, cf. Fig. 2.4.

If not stated otherwise, the data reduction methods as well as the analytical solutions are
the same as for the interlaminar test programme. They are described in Subchapter 5.5.3
and Section 5.4. Also, the simulations models used for verification of the derived material
parameters are basically the same. A description can be found in Section 5.3.6. The
difference is that the adhesive layer is modelled with the ACZ approach using cohesive
elements with a thickness of 0.15 mm and an in-plane edge length of 0.5 mm. The stiffnesses
presented in Section 6.7.1 are used for the cohesive elements.

6.8.1 Surface pretreatment and fracture pattern

As mentioned above, the surfaces of the cured composite plates have to be pretreated prior
to bonding.

The standard surface pretreatment process used at DLR for the bonding of composites with
film adhesive is a plasma treatment under atmospheric pressure. For a detailed description,
the author would like to refer to the PhD-thesis of Lobel [26], which was also written at
DLR. In addition to a description of the state of the art, it also contains a parameter study
on the settings of the plasma system. The parameters established by Lobel are used in
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this work.

It can be said that the pretreatment of the 8552-IM7 plates could be performed without
any problems. However, the plates made from M21-T700GC were clearly visbly bent with a
curvature perpendicular to the fibre direction after the plasma treatment. The plates with
a thickness between 1.5 mm and 1.6 mm show a permanent deflection of several millimetres
in the middle of the plate. A workaround was the change from plasma treatment to the
more conventional manual grinding as part of the pretreatment process, which is also
described by Lébel [26].

This change made it necessary to evaluate the influence of the pretreatment process. To
do so, for the DCB and ENF tests, three series each were manufactured: one with plasma
pretreated 8552-IM7 adherends as well as one each with 8552-IM7 and M21-T700GC with
manual grinding.

The fracture surfaces of a plasma treated and a grinded 8552-IM7 post-mortem opened
specimen are shown in Fig. 6.14.

(a) Plasma

(b) Manual grinding

Figure 6.14: Fracture pattern of DCB tests with Hysol EA9695 and 8552-IM7 with different
surface pretreatments
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On the left-hand side of the specimens, the blue PTFE film for the initial precrack can
be seen. The adhesive is visible on the right in yellow / beige colour, whereas it is covered
by the blue PTFE film on the left-hand side. Regardless of the surface pretreatment, the
adhesive is left on both adherends after the test. Therefore, the failure mode is mainly
cohesive. However, depending on the surface pretreatment, the fracture surfaces display
considerable differences.

It can be said that the fracture surface of the specimen pretreated with plasma is more
homogenous compared to the manually grinded specimen. Except for the edges of the
specimen, the adherends are stained with adhesive everywhere. Only the thickness of the
remaining adhesive varies and leads to the impression of a scaly surface.

The fracture surface of the grinded specimen is much more inhomogenous. It has areas
where the black CFRP adherend is cleary visible and none or only a thin layer of adhesive
remains on the surface. In these areas, more adhesive is left on the opposite adherend’s
surface. In addition, it can be seen that the black areas are orientied with the fibre
orientation. This indicates that the fibres were damaged by the grinding process and then
broke out in the test. Therefore, the failure mode is partially thin-layered cohesive and
partially light-fibre-tear.

The same findings hold true for the ENF specimen and images of the ENF fracture
patterns can be found in Appendix G.

In subsequent tests, it was found that the heat input from the plasma torch was too
high and that multiple treatments with gaps between the lines prevented the plates from
warping. However, no second series of M21-T700GC with the modified plasma treatment
was manufactured and tested. As will be presented in detail later, no great influence of the
adherend material and the pretreatment process on the cERR has been found. However,
the fracture surfaces of the plasma-treated specimens are clearly more homogeneous. Due
to this, MMB tests are only performed with 8552-IM7 adherend material and plasma
pretreatment.

6.8.2 Double cantilever beam tests for mode | parameters

The dimensions of the DCB specimens tested are shown in Tab. 6.3.

Table 6.3: Dimensions of DCB specimens for film adhesive characterisation

Parameter Value Unit
Length Ipcn 250.0 mm
Width WpCcB 25.0 mim

Total thickness t; 8552-IM7 3.25 mm
M21-T700GC | 3.35 mm

Bondline thickness ty 0.2 mm
Initial crack length agp 42 mm

It is apparent that the thickness varies slightly depending on the composite material
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used. This is due to the different cured ply thicknesses of 8552-IM7 and M21-T700GC. The
specimens were tested according to ASTM D5528. A natural initial crack was generated
by a preloading of the specimens until a crack extension of 3 mm was reached. In this
way, the initial crack length ag is extended from 39 mm to 42 mm. After the preloading,
the specimens were unloaded and then the actual test was started with the new initial
crack position marked. As recommended by the ASTM D5528 standard, the MBT data
reduction method is used. It is described for the interlaminar tests in Section 5.5.3.

In Tab. 6.4, the determined Gj. values are given.

Table 6.4: Mode I fracture toughness values G of Hysol EA9695 from DCB tests in N/mm

Adherend material 8552-IM7 8552-IM7 M21-T700GC

Surface Release film  Release film Release film
pretreatment + plasma + grinding + grinding
Dgp 6 6 5

Gpe 0.806 +£0.045 0.697 £0.107 0.755 4+ 0.023

The highest value is determined for specimens with 8552-IM7 and plasma surface pre-
treatment with Gy, = 0.806 N/mm. The mode I cERRs of the grinded series are lower
but differ only by approximately 0.05 N/mm between the two adherend materials. This
leads to the conclusion that adherend materials have no significant influence on the Gy,
determination of the adhesive. The manually grinded series with 8552-IM7 is 13.5 % lower
than the plasma series and the series with M21-T700GC adherends lies between the two
8552-IM7 series. For the further work, the value of the plasma pretreated series is chosen
because of the more homogeneous fracture surface without fibre-tear shown in Fig. 6.14(a)
above.

Fig. 6.15 shows the force-displacement curves of the specimens made from 8552-IM7
recorded during the experiments as well as the analytical solution and the numerically
generated data. The experimental data of the experiments with M21-T700GC can be found
in Appendix G. The experimental force-displacement data shows nearly linear behaviour up
to the maximum force. After that, a stable propagation region with degressively decreasing
force can be observed.
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Figure 6.15: Experimentally, analytically and numerically determined load-displacement
curves of a Hysol EA9695 film adhesive DCB test with 8552-IM7 adherend material

The forces of the plasma pretreated specimens are slightly higher than the ones from the
grinded specimens. The maximum force of the plasma series is 111.84 + 1.85 N, whereas
the maximum force from the grinded series is 96.36 + 12.13 N. This is also reflected in the
G values. In addition, the grinded specimens show load drops of more than 50 N between
25 mm and 35 mm displacement. This corresponds to the inhomogenous fracture pattern.

It can be said that the analytical solution and numerical simulations agree well and
can capture the experimental behaviour. The progression region is slightly lower in the
analytical and numerical solution compared to the experiments. This could be attributed
to the conservative MBT data reduction scheme. The maximum forces of analytical
solution (115.14 N) and numerical simulation (116.10 N) lie closely together and are also in
agreement with the maximum force of the experiments with plasma pretreatment. Hence,
it can be concluded that the behaviour can be described well with the determined Gj.
value of 0.806 N/mm.

6.8.3 End notched flexure tests for mode Il parameters

This section describes and discusses the results of the conducted ENF tests. The intro-
duction of a natural precrack by preloading, like with the DCB specimens, is not possible
because the crack growth in the ENF specimens is unstable once started. Accordingly,
the ASTM D7905 standard recommends using a thin non-adhesive film with a maximum
thickness of 0.013 mm and does not a require a natural initial crack. The test is started
from the artificial precrack introduced by the non-adhesive film. As only a PTFE film
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with a thickness of 0.025 mm was available, the requirements of the standard could not
be met. Thus, other measures to introduce a valid precrack in the specimens had to be
found. The standards DIN EN 6034 and AITM 1-0006 recommend cutting ENF specimens
from the tested DCB specimens. By doing so, the mode I crack grown during DCB testing
can be used as a natural precrack for mode II testing. In the context of this work, both
approaches were investigated.

For this reason, five series of ENF specimens were tested. Three series with mode I precrack
under variation of the surface pretreatment as well as a variation of the adherend material
are considered. For the artificial precrack starting from the PTFE film, the same three
variations were planned. However, due to testing issues only the series 8552-IM7 with
plasma pretreatment and the manually grinded M21-T700GC series could be evaluated.
The dimensions of the specimens are summarised in Tab. 6.5.

Table 6.5: Dimensions of ENF specimens for film adhesive characterisation

Parameter Value Unit
Length lENF 110.0 mm

Span length L 100.0 mm
Width WENF 25.0 mm

Total thickness t; 8552-IM7 3.25 mm
M21-T700GC | 3.35 mm

Bondline thickness tp 0.2 min
Initial crack length ag 41 mm

It needs to be mentioned that the use of the DCB test specimens necessitated a change
in the evaluation. Other than with the interlaminar tests, the data reduction was not
performed with the CC method, but with the method described in DIN EN 6034 / AITM 1-
0006, cf. Eq. 6.11. Due to the cutting from the DCB specimen, the ENF specimens were
too short to measure the compliance with different crack lengths. As a result, the correction
parameter mgoc could not be determined.

9Pakd

Grre =
He ™ 2u(1/4) L3 + 3a3

(6.11)

It is recommended to determine the load P by visual inspection. For this, the load at
which first crack growth can be observed on the side of the test specimen is used. In part,
however, the visual determination of crack initiation was ambiguous. For this reason, the
maximum load was used. This is also mentioned as an option in the standards. In the
cases of clearly visible crack initiation, the load at crack initiation is close to the maximum
load.

The determined values of Gjj. are shown in Tab. 6.6.
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Table 6.6: Mode I fracture toughness values G, of Hysol EA9695 from ENF tests in N/mm

‘ Adherend material 8552-IM7 8552-IM7 M21-T700GC

Surface Release film  Release film Release film
pretreatment + plasma + grinding + grinding
Mode I gy 6 6 )
precrack Gire 4.035£0.466 4.278 £0.369 3.704 £0.574
Artificial Np 3 - 6
precrack Grre 3.280 £ 1.536 - 3.970 £ 0.210

The highest value of 4.278 N/mm is determined for the grinded series with mode I pre-
crack and 8552-IM7 adherend material. The lowest value of 3.280 also results from a series
with 8852-IM7 as adherend material but with plasma pretreatment and artificial precrack.
Nevertheless, the standard deviation of this series is with 1.536 very high compared to the
other series, because only three specimens could be evaluated.

The difference between natural mode I and artificial precrack is discussed using the example
of the two grinded series with M21-T700GC adherends. The difference of the mean values
with 3.704 N/mm for the mode I precrack and 3.970 N/mm for the artificial precrack is not
very high. The influence of the nature of the prerack is therefore not assessed as decisive.
When looking at the series with mode I precrack and 8552-IM7 adherends, it can be said
that the influence of the surface pretreatment under mode II loading is also rather small
with 4.035 N/mm to 4.278 N/mm.

Consequently, it was decided to use the G, = 4.035 N/mm value from the series with
mode I precrack, 8552-IM7 adherends and plasma surface pretreatment for the further
course of this work. This is again justified by the fact that the plasma treated fracture
surface is more homogenous. The nature of the precrack seems to not make a considerable
difference and the corresponding series with artificial precrack only contains three valid
specimens. It can also be concluded, that there is no major difference between the two
adherend materials. In this way, it is also ensured that mode I and mode II parameters fit
together.

Fig. 6.16 shows the recorded load-displacement curves from the 8552-IM7 experiments
with mode I precrack. In addition, force-displacement curves from the analytical solution
as well as from the numerical simulation of the test are included. The experimental
load-displacement data of the M21-T700GC experiments can be found in Appendix G.
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Figure 6.16: Experimentally, analytically and numerically determined load-displacement
curves of a Hysol EA9695 film adhesive ENF test with 8552-IM7 adherend material

In general, it can be seen that the data from the grinded series has more scatter than
from the one with plasma pretreatment. Although, the maximum forces measured for the
series do not differ much with 1234.64 +56.87 N for the plasma series and 1242.814+96.97 N
for the grinded series. The initial stiffness is well represented by both the analytical
solution and the numerical simulation. Moreover, the force-displacement curve of the
experiments starts to become non-linear between 750 N and 1000 N. In contrast, the
analytical solution is linear up to the maximum force and overshoots the experimentally
determined maximum forces with 1504 N. This is different to the curve generated by the
simulation since the numerical simulation is capable of modelling the non-linear behaviour
as well as the maximum force. With 1207.46 N the calculated maximum force deviates by
only —2.2 % to the experiments. For this reason, the selected value for Gy, is considered
to be verified.

6.8.4 Mixed mode bending tests for mixed mode parameters

As the DCB and ENF tests did not reveal major influences of surface pretreatment and
adherend material on the fracture toughness, the MMB tests are only performed with
8552-IM7 adherends and plasma surface pretreatment. The dimensions of the specimens
are given in Tab. 6.7.
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Table 6.7: Dimensions of MMB specimens for film adhesive characterisation

Parameter Value Unit
Length lyme | 137.0  mm
Width WM MB 25.0 mm

Total thickness t 3.25 mm
Bondline thickness ty 0.2 mm
Initial crack length aop 50 mm

Two different mode ratios were tested, with the aspired ratios being Gr;/Gr = 0.2 and
Grr/Gr = 0.6. Measurements with an ATOS 3D scanner by GOM indicated that the
targeted lever length ¢ was well calibrated in the MMB apparatus, so that the mode ratio
barely deviates with Gr;/Gr = 0.2052 and G;/Gr = 0.629. The exact values are used
for the evaluation.

The resulting cERRs for the different modes are given in Tab. 6.8.

Table 6.8: Mixed-mode fracture toughness values of Hysol EA9695 from MMB tests in N/mm

aGII/GT:0.21 bG[[/GT:0.63
Adherend material 8552-IM7 Adherend material 8552-IM7
Surface Release film Surface Release film
pretreatment + plasma pretreatment + plasma
Nspecimen 7 Nspecimen 7
Gr 0.693 + 0.026 Gy 0.527 £ 0.029
G 0.124 + 0.007 G 0.894 £ 0.054
Gr 0.875 £+ 0.003 Gr 1.421 £ 0.083
Grr/Gr 0.208 = 0.000 Grr/Gr 0.629 £+ 0.001

As expected, the total cERR Grp is with 1.421 +0.083 N/mm higher for specimens with
the high mode II loading compared to the 0.875+ 0.003 N/mm for the high mode I loading.
This can be explained by the significantly higher G ;. of the adhesive compared to Gjy..
The resulting values for G are used together with the pure mode I Gj. from the DCB and
the pure mode II Gjj. from the ENF tests to fit the BK-law. Thus, four support points
are available for the curve fit. The fit is performed with a Python script and results in a
mixed-mode parameter of ngx = 3.6.

The load displacement curves recorded during experimental testing are shown in fig-
ures 6.17 and 6.18 for the different mode ratios.
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Figure 6.17: Experimentally, analytically and numerically determined load-displacement
curves of a Hysol EA9695 film adhesive MMB test with G;;/Gr = 0.21 and 8552-IM7 adherend
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Figure 6.18: Experimentally, analytically and numerically determined load-displacement
curves of a Hysol EA9695 film adhesive MMB test with G;;/Gr = 0.63 and 8552-IM7 adherend

material
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As for the DCB and ENF tests, in addition to the analytical solution, also data from two
numerical simulations for each mode ratio is plotted. The simulations differ in terms of the
crack propagation law. One simulation uses the BK-law with npx = 3.6 fitted from the
MMB experiments and the other simulation uses the power law recommended in literature
with alpha = 1.0. A short discussion of the laws can be found in Section 6.4.4.

In general, the shape of the force-displacement curve is the same for both experiments.
After a nearly linear increase of the force up to its maximum, a linear progression region is
followed by another force increase. The second force increase happens when the propagating
crack reaches the fulcrum of the MMB apparatus. The maximum force for G;;/Gr = 0.63
is with 466.77 + 12.96 N significantly higher than for G;;/Gr = 0.21 with 112.01 4 4.84 N.
This is expected due to the higher G value at the mode ratio 0.63.

Unlike for the interlaminar experiments, the analytical solution is not able to predict the
behaviour of the MMB tests as it is far off for both series in terms of stiffness, strength
and propagation.

However, the simulations are able to reproduce the stiffness of the test series with
Grr/Gr = 0.21 up to the maximum force. With a value of 113.70 N, the maximum
force itself is well captured by the simulation with the power law. Yet, the simulation with
the BK-law underestimates the maximum force with a value of 98.21 N. Moreover, the crack
propagation phase is underestimated by both simulations. However, again the simulation
with the power law shows higher forces and is therefore closer to the experiments.

The stiffness predicted by the simulations for the second series with G;;/Gr = 0.63 is
significantly too low. When looking at the maximum force, the power law simulation is
again closer to the experiments than the BK-law simulation. With 420.77 N for the one
using the power law simulation and 385.63 N for the one using the BK-law, both simulations
give lower maximum forces than the experimental value. For the crack propagation phase,
the same picture emerges as for the other test series. Both simulations output forces that
are too low, but the power law simulation is with significantly higher values closer to the
experiment.

Basically, the same simulation models as for the interlaminar MMB tests are used. Other
than for the interlaminar tests, they cannot model the behaviour of the experimental
tests very accurately. In addition, the analytical solution is also not able to capture
the experimental force-displacement behaviour. This leads to the conclusion that causal
research should be carried out. After that, the experiments should be repeated, however,
this is beyond the scope of this work.

For this reason, the power law recommended in literature with the standard value of o =1
is used for the remainder of the work as opposed to the BK-law with the parameter npx
determined from possibly erroneous experiments.

Additional MMB tests carried out jointly with Fraunhofer IFAM confirmed the assumption
that the power law with o = 1.0 is a valid approximation of the mixed mode behaviour. A
comparison of the results can be found in Appendix H. However, further experiments and
detailed investigations are still necessary.
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6.8.5 Calculation of fracture toughness for AACZ and XFEM approach

As described in Subchapter 6.4, in the AACZ and the XFEM approaches only the dissipation
by separation of the fracture surfaces controls the damage of the cohesive zone. The
dissipation due to plastic deformation is modelled with elastoplastic solid elements. However,
the cERR values G.; measured with the DCB, ENF, and MMB specimens contain the
elastic, the hardening as well as the softening part, cf. Eq. 6.12. This is illustrated with a
schematic traction-separation law in Fig. 6.19.

Gc,i = Gel,z’ + Ghard,i + Gsoft,i (612)
=
g
+—
=
g Gel,i
Ghard,i
Gsoft,i
- Gc,i
Separation

Figure 6.19: ERRs in traction-separation laws

To determine Gyt i, Geri and Ghara; have to be identified for mode I and mode II. With
this information the remaining G,y ; for the CZM in the AACZ and XFEM approaches
can be calculated. To do so, an approach described by Sachse [276] is adopted.

For mode II the shear-stress strain curves recorded from the TAST specimens are used as
input. Due to the lack of test data in mode I, the simulation of the BJ specimen from Nagel
and Klapp [273] presented in Section 6.6.2 is used to generate a calculated stress strain curve.
The mode I curve is cut off at the first load drop and the mode II data is used as presented in
Fig. 6.7(a). In a first step the strains are converted to separations by multiplying each value
with the bondline thickness as described by Sachse [276]. Nevertheless, unlike described by
Sachse, the area under the resulting traction-separation curve is numerically integrated
using the Python module Numpy with a composite trapezoidal rule. In Sachse’s PhD-thesis,
this is done by calculating the area of a trapezoid by hand using the yield stress and strain
as well as the strength and failure strain. The area determined in this way represents the
sum of G ; and Gpgrq,; and should be more accurate than Sachse’s estimation. This value
is subtracted from the measured G.; and the remainder represents the softening ERR G .
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Gsoft,i = Gci - Gel,i - Ghard,z’ (613)

)

The application of this approach results in Ggopr = 0.637 N/mm and Geope 11 =
1.664 + 0.173 N/mm. In the Subchapter 6.9, these values are verified by means of
comparative calculations using TAST specimens.

6.8.6 Summary of fracture mechanical properties

The material parameters determined and used for the CZM modelling in this work are sum-
marised in Tab. 6.9. The cohesive stiffness for the AACZ approach is set to K = 10> N/mm?,
which is the same value that has been used for interlaminar modelling. For the ACZ
approach, the original stiffness is used.

Table 6.9: Parameters of Loctite EA 9695 050 NW AERO for CZM modelling

Property

K= Kir = Kir 10° N/mm?
Gre 0.806 N/mm
Grre = Grrre 4.035 N/mm
Gsoft,1 0.637 N/mm
Gsoft, 11 = Gsoft, 111 1.488 N/mm
TP 51.94 MPa
T =19, 51.28 MPa

Damage Initiation Criterion QUADS
Damage Propagation Criterion Power Law (PL)
apr, 1

As a starting point, the experimentally determined failure stresses described in Sec-
tion 6.6.2 are used as cohesive strengths. However, since these parameters are more
numerical in nature, they will be investigated in the following section.

There is a publication by Floros et al. [277] in which the fracture mechanics values were
determined for a different variant of the adhesive, called Loctite EA 9695 0.05 PSF K, with
a different carrier fabric.

The Gy, from Floros et al. is with 1.018 N/mm slightly higher than the values determined
in this thesis. This can be explained by the use of the Simple Beam Theory (SBT) instead
of MBT, which is used in this thesis. It needs to be mentioned that MBT is known to give
more conservative values.

With 0.783 N/mm, the value for Gy is significantly lower than the value of 4.035 N/mm
determined in this work. However, it is unusual that the mode II value is lower than
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the mode I value. Furthermore, the value determined in the present work is within the
expected range, as mode II values of similar magnitude have been published for similar
adhesives such as FM73 [278]. Moreover, in MMB experiments with nearly the same mode
ratios, similar values for G were measured as in this work. It is noteworthy that a cERR
value that decreases again with a pure mode II load is also uncommon. In contrast to the
study in this work, Floros et al. did not use UD ply lay-ups according to the standard, but
used QI lay-ups instead. This could have led to laminate damage and, in turn, might have
influenced the measured values.

6.9 Comparison of damage modelling approaches on the basis of TAST specimens

In this subchapter, the ACZ, AACZ, and XFEM modelling are tested in combination with
the previously determined material parameters using the TAST specimen as an example.
The influence of mesh size, cohesive strength, predicted crack path, and computational
aspects are compared. Since the amount of hydrostatic stress in the TAST specimen is
low and the two yield models, v.M. and exp.D.-P., provide very similar results in this
case, cf. Section 6.7.4, the comparison of the yield models is carried out with different
specimens in the next chapter. The simulation models are similar to the models described
in Section 6.7.4 but with different element sizes. Furthermore, the baseline for the in-plane
edge-length is 0.5 mm with one cohesive element in case of ACZ and two solid elements
in case of AACZ and XFEM in through-thickness direction. If not otherwise stated, the
simulations, except from the ones using XFEM, are carried out using Abaqus/Explicit. In
addition, a comparison between Abaqus/Standatd and Abaqus/Explicit results for ACZ
and AACZ is given. As the simulation runtimes of the XFEM models are considerably
high, the parametric studies are only performed for ACZ and AACZ. The results for the
AACZ approach are then transferred to the XFEM approach because the approaches are
quite similar except for the crack path definition.

6.9.1 Influence of cohesive strength

Since the cohesive strength has an influence on the predicted failure load, a study is
performed to assess this influence for ACZ and AACZ. As the TAST specimen is mainly
loaded in shear, this is done by varying the mode II cohesive strength TIOI only. The
strength is varied between 25 MPa and 100 MPa and the results are shown in Fig. 6.20.
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Figure 6.20: The effect of the CZM parameters on the predicted TAST failure load

The simulations with the ACZ approach show that the failure load is linearly dependent
on the mode II cohesive strength, whereas for AACZ the failure load only increases until
T? = 65 MPa. From 65 MPa on, the whole adhesive layer yields and cannot bear further
loads before the cohesive surface is damaged.

In addition, for AACZ the influence of the cohesive strength TS for both measured Gyj.
and the calculated softening ERR G4, 17 is investigated. It is found that below 37.5 MPa
the failure load is not sensitive to the ERR value. In this range of cohesive strength values,
the damage initiation criterion is reached along the entire length of the adhesive layer
before individual surfaces are completely detached. This release happens abruptly over the
entire length of the adhesive layer. Therefore, the Process Zone Length (PZL) equals the
overlap length.

With the cohesive strength set to the measured failure strength 7, a failure load of
11.693 kN, which is close to the results of the 2017 campaign with 11.993 + 0.193 kN,
is achieved. This value also lies between the region of global yielding and the region
where the PZL has formed along the entire bond line. This underlines that the use of
measured strength is a sound choice. Based on this investigation, it is decided to use the
experimentally determined failure stresses for the CZM modelling.
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6.9.2 Influence of mesh size

In order to investigate the influence of the mesh size, TAST simulations with ACZ and
AACZ modelling were performed with meshes using elements with in-plane edge lengths
between 0.125 mm and 1.0 mm. The ACZ models use one cohesive element in through-
thickness direction and the AACZ models are discretised with the minimum possible
number of two elements in through-thickness direction. It needs to be noted that the
AACZ simulations are performed using Gjj. and not G, r7. However, as can be seen
from Fig. 6.20 the difference in predicted strength between the two values is only small.
For both types of modelling, the determined strengths vary only slightly, cf. Fig. 6.21.

Strength in kN

0.125 0.25 0.375 0.5 0.625 0.75 0.875 1
Mesh size in mm

Figure 6.21: Mesh convergence of ACZ and AACZ approach predicting TAST strength

The highest ACZ strength is 12.052 kN and lowest one is 11.939 kN, whereas the
corresponding values for AACZ are 12.103 kN and 12.057 kN.
In addition to the influence of the in-plane element size, for the AACZ approach, also the
discretisation in through-thickness direction is investigated. This is done by using meshes
with an element in-plane edge length of 0.25 mm and from two to six elements in thickness
direction. The predicted strengths vary only between 12.076 kN and 12.095 kN.
In summary, it can be said that the influence of mesh size is negligible in this context.
One cohesive element for ACZ or two solid elements for AACZ modelling are sufficient.
Moreover, the investigation showed that the in-plane element edge length can be chosen
according to the adherend mesh size.

6.9.3 Stiffness and strength comparison

The force-displacement plots in Fig. 6.22 show the results from the different modelling
approaches. In addition, mean failure loads of the two experimental TAST campaigns from
2017 and 2021 are given.
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Figure 6.22: Load-displacement curves gained with different modelling approaches

It becomes apparent that the stiffnesses of all approaches agree up to 8 kN. Beyond this
loading, the stiffnesses of AACZ and XFEM models are lower than the ACZ-predicted
stiffness. This could be attributed to the plasticity models used by these approaches in
conjunction with CZM. Consequently, the ACZ modelling gives the lowest displacement at
failure

In Tab. 6.10 the failure loads of the simulations and experiments as well as the deviations
between simulations and experiments are summarised.

Table 6.10: Comparison of failure loads of TAST specimens from experiments and simulations

Difference to Difference to
Failure load 2017 experiments 2021 experiments
in kN in % in %
Experiments 2017 11.993 +0.193
Experiments 2021 13.100 4+ 0.133
ACZ 11.990 —0.03 —8.47
AACZ Gype 12.100 +0.89 —7.63
AACZ Gope,rr 11.693 —2.50 —10.74
XFEM Ggopt,11 11.794 —1.66 —-9.97

Two simulations where performed with the AACZ modelling approach. One with the
measured Gr. and the other one with the G, 11 calculated in Section 6.8.5. Although the
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difference between the ERRs is significant, the failure loads do not show a large difference.
It is interesting to note that the simulations with AACZ and XFEM approaches, both with
Gsoft,11, result in nearly the same force-displacement curve and thus also almost identical
failure loads.

Moreover, it needs to be mentioned that all calculated strength values lie in the range
of scatter of the 2017 experiments. The largest difference between simulations and 2017
experiments is with —2.5 % very small. As discussed in Section 6.6.1, the campaign from
2021 resulted in a mean failure load that was about 1 kN higher. Possible reasons for
the difference are also discussed in Section 6.6.1. However, even for this campaign, the
difference is in the range of 10 % and the simulations are always conservative.

Accordingly, it can be stated, that for the TAST specimens all three approaches produce
useful results. If only a strength prediction is needed, even the simple ACZ approach is
sufficient. However, the differences in stiffness at higher loads suggest that the AACZ and
XFEM approaches are more accurate. These findings need to be further investigated with
different types of specimens as well as with DIC-measured force-displacement curves during
experiments.

6.9.4 Crack path

When modelling the adhesive layer with the ACZ and AACZ approaches, the crack path is
not explicitly modelled for ACZ and defined a priori to be in the middle of the adhesive
layer for AACZ. In the XFEM approach however, the crack path is part of the solution.
In the experiments a Z-jump in the adhesive layer could be observed. This jump is also
described with a schematic depiction by Oz and Ozer [279]. Cracks start at both overlap
ends near the continuous adherend. Then both cracks grow towards each other. In the
middle of the overlap, the cracks unite by a jump to bridge the height difference. This
behaviour could also be observed in the XFEM simulations, cf. Fig. 6.23. With these
observations, it is underlined that the XFEM approach is able to accurately predict the
crack path.

(a) Schematic crack path from (b) XFEM crack path
[279]

Figure 6.23: Schematic of experimentally observed and XFEM-predicted crack path
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6.9.5 Computational aspects

This section discusses the computational aspects of the different approaches. It needs
to be mentioned that XFEM is only available in Abaqus/Standard. This is a drawback
since the holistic method is likely to require an explicit solver due to the large number of
non-linearities. ACZ and AACZ, on the other hand, are available for both Abaqus/Standard
and for Abaqus/Explicit. Nevertheless, a comparison of the computation times based
on Abaqus/Standard will be carried out first to see if XFEM is competitive when using
Abaqus/Standard.

With the example of the TAST model and same meshes for ACZ, AACZ and XFEM,
calculations are performed using eight CPU cores on a workstation with an Intel® Xeon® E5-
2670 v3 processor and 48 GB RAM. The simulations are terminated as soon as a load
drop has occurred. From Tab. 6.11, it can be seen that the ACZ approach is with only
50 increments and an average time of 25.58 s per increments by far the most efficient
approach.

Table 6.11: Comparison of computational expense of the modelling approaches on the basis
of the TAST specimen

Modelling Nr. of Total CPU  Average time per

approach increments  time in s increment in s
ACZ 50 1,279 25.58
AACZ 970 30,631 53.74
XFEM 860 581,517 676.18

The AACZ approach needs more than ten times more increments until a load drop has
occurred and the average time per increment is also more than double compared to ACZ.
This is not surprising, as the solid elements for the adhesive layer in combination with the
plasticity model make the model significantly more complex and require more computing
time.

The XFEM approach, in contrast, requires ten times more computing time per increment
compared to the AACZ approach. Moreover, 290 additional increments are needed until a
load drop is reached. This results in a nearly 20 times higher total CPU time for XFEM
compared to AACZ.

Since the accuracy, except for the crack path, is not significantly higher for the investigated
TAST example, the XFEM approach is not further pursued for the holistic method.

As mentioned above, the ACZ and AACZ approaches are available both for implicit
and explicit solvers. To ensure that the choice of solver does not have an influence on the
result, the results from both solvers are compared. This is illustrated in Fig. 6.24 by using
the load-displacement curves.
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Figure 6.24: Influence of solver on load-displacement curves from ACZ and AACZ approach

It can be seen that the stiffnesses determined with Abaqus/Standard and Abaqus/Ex-
plicit agree. However, in contrast to the simulations with Abaqus/Explicit, the simulations
with Abaqus/Standard are terminated at the first load drop and not when the specimens
are completely unloaded, because the convergence after damage of the adhesive layer is
slow. Nevertheless, the failure loads are considerably close to each other. The ACZ failure
load determined with Abaqus/Standard is a bit lower than with Abaqus/Explicit. This
may be due to the natural damping in Abaqus/Explicit.

In general, it can be stated that ACZ and AACZ provide comparable results regardless of
the solver used.

6.10 Conclusions and recommendations for the holistic approach

In this chapter, three different modelling approaches for the adhesive layer were investigated.
For this purpose, the needed elastoplastic as well as fracture mechanical parameters were
identified. It could be shown that ACZ, AACZ, and XFEM in combination with the
determined material parameters are able to predict the failure load of mainly shear loaded
joints with high accuracy. In addition, it has been demonstrated that the results are nearly
independent from discretisation. Due to the neglection of plasticity in the ACZ approach,
in terms of stiffness the ACZ approach differs under high loadings from the AACZ and
XFEM approaches. Although, XFEM is in contrast to the AACZ approach able to predict
the crack path, XFEM is not recommended for the holistic model since it is only available
for Abaqus/Standard and is very costly in terms of computational effort.
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It needs to be noted that some questions remain open. ACZ and AACZ, the two
approaches still under consideration do not provide significantly different results for the
TAST example. However, the use of the AACZ approach for modelling the adhesive layer
increases the computation time noticably. Hence, it must be investigated on the basis of
examples that are similar to the planned application whether this additional effort results
in a significantly improved accuracy or not. For the AACZ approach, it was also not
possible to finally specify with which plasticity model the approach should be combined.
Both plasticity models, v.M. and exp.D.-P., could be verified under pure shear loading.
Furthermore, differences between the two models for specimens with high hydrostatic stress
are shown. Nevertheless, the difference should be further investigated on test specimens
that are closer to the target application of the holistic method. Only in this way, it can be
finally clarified whether the additional effort in characterisation for the exp.D.-P. model is
worthwhile. In addition, the derivation of a softening ERR G,y for the AACZ approach
from the cERR G . has been described. Testing both values using the TAST test specimens
does also not provide a clear indication which of the two values should be used in the
holistic method. This is also a point of investigation for additional studies.

For future work, a compromise between accuracy and computation time could be the
implementation of a yield criterion sensitive to hydrostatic pressure into a user-defined
material model for cohesive elements, as described by Jousset and Rachik [264].

Having completed the investigation of the modelling of the adhesive, including the
determination of material parameters, all components for the holistic PDA approach are
available. In the next chapter, all three components for the holistic PDA approach are put
together to be validated using various SLS joint element specimens. In addition, remaining
open questions about the modelling of the individual components are addressed.
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Validation of the holistic progressive damage model with experimental
data

Can the holistic progessive damage analysis be validated with experimental data?

Chapters 4, 5, and 6 provide the individual components for the holistic model as well
as the needed material data for the individual material models. In addition, verification
and validation of the individual components of the holistic approach is performed in
the corresponding chapters. However, a validation of the holistic model is still missing.
Furthermore, there are still some open questions that could not be finally clarified at
the level of the individual components. In this chapter, an experimental campaign is
developed to validate the holistic model. After a recap of open questions regarding the
modelling decisions, validation tests are selected. This is followed by a description of the
experimental testing itself. After that a description of the numerical counterparts of the
test specimens is also given. The chapter closes with results and a discussion as well as
modelling recommendations for the final holistic approach.

7.1 Open questions regarding the holistic approach

Apart from the question of the actual validation, there are still some open questions from
the previous chapters regarding the recommendation of a modelling strategy for the holistic
model:

Regarding the adhesive modelling for the TAST specimen in Chapter 6, it can be
said that the ACZ and the AACZ approach performed equally well in terms of accuracy.
The TAST specimen is also not well suited to decide whether the v.M. plasticity model
for the AACZ approach is sufficient or if the exp.D.-P. model considering the effect of
hydrostatic stress on yielding is necessary. In addition, the difference between the results
when using the measured cERR G. versus the softening ERR G, ; calculated for AACZ
is not major on the TAST example. These three items for the adhesive modelling shall be
further investigated on specimens with mixed mode loading but with a cohesive failure mode.

The open questions regarding the composite modelling are whether solid or continuum
shell elements should be used and if they can or should be combined with discrete de-
lamination modelling using cohesive surfaces. These questions should be answered with
specimens corresponding to the target application with an at least partial failure in the
composite adherends.

181
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7.2 Selection of validation tests

The SLS joint is a typical configuration of bonded joints. The TAST specimens in Chapter 6
are also a representation of a SLS joint but with thick aluminium adherends. However,
common fibre composite structures have significantly lower thicknesses than the adherends
of the TAST test specimens tested and analysed in the previous chapter. For composite
SLS joints, although they are, as the name indicates, mainly loaded in shear, this leads to
a mixed mode loading with shares of peel loading especially at the overlap edges of the
joints. This can be explained by the secondary bending which occurs due to the thinner
adherends.

This aspect makes SLS joints suitable to answer the open questions regarding the adhe-
sive modelling mentioned in Section 7.1. To add, a variation of the overlap length leads to
changed mixed mode ratios which also supports the validation.

To answer the questions regarding the composite modelling, the different validation test
specimens should fail in different failure modes, c¢f. ASTM D 5573. In this way, besides the
open questions regarding the composite modelling, it can be validated if different failure
modes can be predicted by the same method using the same material parameters. This
can be achieved by changing the layup. Especially the orientation of the ply adjacent to
the adhesive layer is decisive for the failure mode, cf. Section 2.2.2.

During the processing of the work, the material M21-T700GC was discontinued by
Hexcel in the considered cured ply thickness of 0.13 mm. Therefore, the validation tests
are performed using 8552-IM7 only. However, both composite materials were successfully
validated in Chapter 4 and this circumstance should not limit the quality of the validation
of the holistic method.

7.3 Single lap shear joint elements

The following sections describe the validation based on the SLS joint elements starting
with a description of the basic specimen and its variants. Then the manufacturing and
experimental test is described followed by a description of the numerical modelling. At the
end of the subchapter the experimental as well as the numerical results are presented and
discussed.

7.3.1 Test specimen variants

The tests are performed following the standards ASTM D 5868 and DIN EN 1465. The
standards mainly differ in terms of geometry, but the geometry is changed in this test
campaign anyway. In Fig. 7.1, a sketch of the specimen with the main dimensions is shown.
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Figure 7.1: Sketch of SLS joint simulation model (not to scale)

In total, four different variants of SLS specimens are built and tested. Tab. 7.1 shows
layups and nominal dimensions of the different series.

Table 7.1: Nominal geometry and layups of SLS joint element specimens

Specimen Adhesive Overlap  Free
Series Layup Width  thickness thickness length length
in mm in mm in mm in mm in mm
SLS-0-15 | [0,45,90,-45]2s  25.0 2.0 0.15 15.0 175.0
SLS-0-25 | [0,45,90,-45]2s  25.0 2.0 0.15 25.0 175.0
SLS-0-35 | [0,45,90,-45]2s  25.0 2.0 0.15 35.0 175.0
SLS-45-12 | [45,90,-45,0]2s  25.0 2.0 0.15 12.0 85.0

All series have QI layups with a nominal adherends thickness of 2.0 mm. This leads to

16 plies per adherend. In addition, the width of 25.0 mm is also the same for all specimens.
Three series, referred to as SLS-0, have the same QI layup with 0°-plies adjacent to the
adhesive layer. They differ in the overlap length with values of 15 mm, 25 mm, and
35 mm. The free length between the clamping in the testing machine is 175.0 mm for these
specimens. According to the state of the art, all of these specimens should fail cohesively
in the adhesive layer.
It needs to be mentioned that the fourth series has a changed layup. For this configuration,
the 0°-ply is as far away as possible from the adhesive layer, so that a QI layup is still
ensured. A 45°-ply is adjacent to the adhesive layer. For this reason, the series is called
SLS-45. With 12.0 mm, the overlap length is as well as the 85.0 mm free length, the SLS-45
series is smaller than the SLS-0 series. Referring to the state of the art, the specimens in
this series should, at least partly, show failure in the composite adherend.
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7.3.2 Specimen manufacturing

The joints are manufactured as secondary bonded joints, cf. Section 2.1.4. At first, the
composite plates for the adherends are manufactured separatly. The plates are laid by
hand, vacuum sealed, and cured in an autoclave with the curing cycle recommended by
the manufacturer. After curing, the plates are demoulded and cut down to size. The
bonding process is performed with composite adherend plates in a size to allow cutting six
specimens from each. In this way, one bonding process is needed for each of the four series.
To set and ensure the desired overlap length, the cured laminates are drilled to allow
centring with alignment pins. Also, prior to bonding, the plates are cleaned with isopropyl
and then treated with an atmospheric pressure plasma process which is described by Lobel
[26] and also used for the fracture mechanics specimens in Section 6.8.1. After that, the
film adhesive is applied. To ensure the defined geometry, metal cover sheets are used.
Thec cover sheets are also prepared for alignment pins and have slotted holes on one side
to compensate for the different thermal expansion coefficients of metal and composite.
Areas with holes for the alignment pins are later not part of the individual specimens. The
adhesive curing is done in an autoclave process applying vacuum and temperature for the
times prescribed by the adhesive manufacturer.

7.3.3 Experimental testing

The tests were carried out in a Zwick servomechanical testing machine (Zwick 1476)
equipped with a 250 kN load cell. To ensure a non-eccentric load introduction of the
otherwise eccentric specimens, the hydraulic specimen grips are positioned with an offset
in y-direction to each other. In addition, a small end stop is bonded to the grips to ensure
a correct alignment in the x-z-plane. Testing is performed at an ambient temperature of
23 4+ 2°C. The specimens are loaded with a constant crosshead speed of 1.0 mm/min until
a load drop of 75 % has occurred. During testing of one specimen of each series, GOM’s
12 M ARAMIS system was used as a DIC system to be able to measure the displacement
respective strain of the specimen between the grips without the influence of the testing
machines stiffness. The distance between the DIC measurement points is 50 mm for the
SLS-45 series and 100 mm for the SLS-0 series regardless of the overlap length. The
position of the DIC measurement points is shown in Fig. 7.1.

7.3.4 Numerical modelling

The full three-dimensional numerical models are generated using an Abaqus Python model
generator and are solved with Abaqus/Explicit. Preliminary simulation runs with Abaqus/-
Standard showed that it was not possible to achieve convergence for all models, due to
the several sources of non-linearity including plasticity and damage of both composite
adherends and adhesive. The specimens are modelled without the clamping areas, so that
the length of the numerical model corresponds to the free length shown in Tab. 7.1. As
illustrated in the sketch in Fig. 7.1, all degrees of freedom are locked on one side of the
specimen and on the opposite side, only the translatory degrees in y- and z-direction are
locked. At this end, a displacement is applied in x-direction with a smooth step to prevent
oscillations in the model. The mean velocity of the load application is 100 mm/s and
mass scaling is applied with a fixed factor of 10. The influence of loading speed and mass
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scaling was tested in preliminary simulations and is negligible. No distinct mesh studies
are performed and the findings in the previous chapters are used for the mesh size.

The composite adherends of the specimens are modelled according to the findings in
Chapter 4 with a LWT approach and the material model developed in this thesis. Moreover,
pseudoplasticity is considered. The adherends of the SLS-0 series are discretised with
reduced integrated 8 node linear brick elements (C3D8R) with an in-plane edge-length
of 0.625 mm and one element per layer in the thickness direction. Delaminations are not
discretely modelled, but the effect of the damage is captured by the 3D failure model. This
is the baseline composite modelling in this work.

The SLS-45-12 specimen is discretised with the same mesh density but the modelling
approach and therefore the element choice is varied. In total, four different approaches
are considered. In the first variation, the adherends are modelled like the specimens of
the SLS-0 series with C3D8R, solid elements only. In a second variant, the element type is
changed to SC8R continuum shell elements, while the third and fourth variants combine
the two element types with cohesive surfaces for discrete delamination modelling. In this
way, the composite modelling approaches remaining after the investigations in chapters 4
and 5 are validated with the target application.

For the composite adherends made from 8552-IM7, the material data summarised in
tables E.1 and E.2 in Appendix E are used.

The adhesive in the SLS-45-12 specimen is modelled using the baseline ACZ approach

with an in-plane element edge length of 0.625 mm to match the adherend’s mesh. It is
noteworthy that the specimens of the SLS-0 series are also modelled with the baseline
modelling approach but also with the AACZ approach using linear incompatible mode solid
elements (C3D8I). The adhesive layer is discretised with two elements in through-thickness
direction and the same in-plane element edge length of 0.625 mm. In addition, for the
AACZ modelling, the plasticity model is varied between v.M. and exp.D.-P.. This results
in three different modelling approaches for the adhesive layer with the same goal as for
the composite modelling: To evaluate the remaining modelling approaches with the target
application.
The material data for the adhesive is taken from Chapter 6, cf. subchapters 6.7 and 6.8.
As baseline for the AACZ approach, the calculated ERR G is used. However, additional
simulations with AACZ exp.D.-P. modelling are performed using the original G, to assess
the influence of the correction.

It needs to be mentioned that the majority of the simulations in this thesis are carried
out with Abaqus version 2020. When using the AACZ technique to model the adhesive
layer in SLS joint specimens with Abaqus 2020, an unusual behaviour of the solid elements
and cohesive surfaces in the adhesive layer was observed. This also affects the determined
failure load. Switching to Abaqus version 2018 results in a behaviour of the adhesive layer
being assessed as normal.Due to this reason, the AACZ simulations are performed with
Abaqus version 2018. A more detailed description of this observation can be found in
Appendix J.
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7.3.5 Results and discussion

This section describes the results from the SLS-0 and SLS-45 experimental testing and
numerical simulation. The results from the SLS-0 campaign and the SLS-45 campaign
are presented and discussed in sequence. Starting with the fracture patterns, the strength
results are presented and finally the load-displacement curves are evaluated to assess the
stiffness and the behaviour close to failure. The section also includes an evaluation of the
results regarding the items under investigations for the holistic model.

Single lap shear joints with 0°-interface ply

Fig. 7.2 illustrates the fracture pattern of an SLS-0-25 specimen and the damage at max-
imum force Fj,4, in the simulation for the ACZ and AACZ exp.D.-P. approaches as an
example.

(b) Damage in adhesive layer at Frq, in ACZ simulation

(c) Damage in adhesive layer at Fp,q,; in AACZ exp. D.-P. simula-
(a) Experiment tion

Figure 7.2: Experimentally and numerically observed damage patterns for SLS-0-25

As expected for the layup, cohesive failure with adhesive left on both adherends is
observed. This failure behaviour is representative for all SLS-0 specimens regardless of the
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overlap length. The fracture patterns of all specimens can be found in Fig. I.1 in Appendix I.

The simulations also only predict damage in the adhesive layer regardless of the modelling
approaches. To support this, the material stressing efforts in the adherends calculated by
the user-defined material model using Cuntze’s FMC are summarised in Tab. 7.2.

Table 7.2: Cuntze failure mode material stressing effort for SLS-0

Specimen FF1 FF2 IFF1 IFF2 IFF3

SLS-0-15 0.60 0.27 0.58 041 0.44
SLS-0-25 0.60 0.29 0.58 0.24 0.42
SLS-0-35 0.67 0.33 0.70 0.33 047

It can be seen that for SLS-0-15, SLS-0-25, and SLS-0-35 all material stressing efforts are
considerably below 1.0, which means that no damage occurs in the adherends. The highest
effort is calculated for FF1 with 0.60 for SLS-0-15 and SLS-0-25, and 0.67 for SLS-0-35. In
general, the stressing efforts of SLS-0-15 and SLS-0-25 are comparable, but slightly higher
for SLS-0-35.

To provide an overview, the experimentally as well as the numerically determined
strengths are shown in the bar chart in Fig. 7.3. All strength values including deviations
between the simulations and the experiments can be found in Tab. I.1 in Appendix I.
For the experiments, it can be observed that the failure load increases with increasing
overlap length. The experimental mean failure loads are 10.573 +0.326 kN for the SLS-0-15,
14.355 £ 1.503 kN for the SLS-0-25 and 19.581 4 0.730 kN for the SLS-0-35 specimens.
Furthermore, the mean shear stress decreases with increasing overlap length, from 28.2 MPa
to 22.4 MPa. It must be noted, that the first specimen in each series was removed from the
evaluation. These specimens were located at the edge of the bonded panel, and all showed
a significantly lower failure load than the other specimens of the series. This indicates a
process problem at the edge area of the panel. It should also be noted that the SLS-0-25
series consists of only three valid test specimens. This explains the increased standard
deviation compared to the other two series.
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Figure 7.3: Comparison of experiments and simulations of SLS-0 tests

It is noteworthy that the accuracy of the simulations depends on the approach and
material parameters used for the adhesive layer. In general, it can be said that SLS-0-15 and
SLS-0-25 can be predicted well and that the difference between experiment and simulation
is the largest for the series SLS-0-35. For this series, the failure load is underestimated by
up to —17 % except for one modelling approach.

Going into more detail, it can be seen that ACZ, and AACZ exp.D.-P. using G,,f¢ as ERR
have a comparable accuracy. Simulations with the ACZ approach result in deviations to
the experimental mean failure load between +8 % and —5 %. For the latter approach
the deviations to the different experiments are between —1 % and —11 %. Although the
deviations are comparable in amount, it can be said that the AACZ exp.D.-P. approach
performs better because the results are always conservative.

Moreover, even though the differences in the TAST test specimen were not significant, a
clear answer can now be found for the question of whether exp.D.-P. or v.M. and whether
G or Gy, should be used. With deviations between —6 % and —17 %, the simulation
with v.M. is significantly more conservative than with exp.D.-P.. Therefore, it cannot be
recommended. The use of G, instead of G, on the other hand results in considerably
higher failure loads than the simulations using G, ¢+ with deviations between 41 % and
+11 %. Although, the magnitude of deviation is the same when using G, ¢, the results for
G are not conservative. Therefore, the use of G, is recommended.

In Fig. 7.4 the force-displacement curve of the SLS-0-15 specimen recorded during ex-
perimental testing with the DIC system as well as the curves from the different simulations
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are shown.
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Figure 7.4: Force-displacement curves of SLS-0-15 joint coupon

It can be observed that all simulations show the same stiffness up to 9.5 kN. In this
region, they also agree with the DIC-measured stiffness. Nonetheless, the simulations using
the AACZ modelling technique show a more non-linear behaviour prior to failure than the
one using ACZ modelling. In addition, AACZ modelling in combination with exp.D.-P.
agrees with the DIC curve up to failure but bears a little higher maximum load. The
load increase above the experimental failure load is accompanied by a large increase in
displacement of 0.05 mm up to failure in simulation. Also, the behaviour of the simulation
using AACZ with v.M. shows comparable non-linear behaviour prior to failure but at lower
loading levels.

As can be seen from Fig. 7.5 for SLS-0-25, the stiffnesses of all simulations agree up to
12.5 kN. Beyond this loading, the strongly non-linear behaviour of all three simulations is
comparable but starts at different load levels. This is in line with the different failure loads
determined with the simulations. The specimen measured with the DIC system is slightly
stiffer than the simulations and the difference in stiffness becomes larger with increasing
load. Therefore, it is not only an offset in load level. This difference may be attributed to
scatter as only one specimen of each series was measured with DIC.
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Figure 7.5: Force-displacement curves of SLS-0-25 joint coupon

In Fig. 7.6, the experimentally and numerically determined force-displacement curves of
the SLS-0-35 specimen are shown.
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Figure 7.6: Force-displacement curves of SLS-0-35 joint coupon

Like for the SLS-0-25 specimen, the simulations agree up to a certain loading, in this
case 16.0 kN. After that loading, the first simulations show strong non-linear behaviour
followed by total failure of the specimen. The other two simulations show a comparable
behaviour but at higher load levels. Different to the previous SLS-0-25 specimen and like in
the first case with the SLS-0-15 specimen, in the present case, the stiffnesses of experiment
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and simulation agree well.

Qualitative comparison of DIC-measured and FEM-calculated strain fields

With the example of the SLS-0-25 specimen, a qualitative comparison of e, strain fields
measured during the experiments with DIC and strain fields determined with the PDA
approach is performed. Two different DIC measurement systems were used in parallel
during the experimental tests. The first system is an off-the-shelf ARAMIS 12M from
GOM and it is used for a more global view on the specimen. This system is also used to
generate data for the previously discussed force-displacement comparison.

However, with the resolution of the ARAMIS 12M, it is not possible to determine the
strains in the bondline or layer wise strains in the adherends. For this reason, the second
system uses a consumer digital single-lens mirrorless camera combined with a macro lens
capable of a 5-times magnification. With this system, which was also used for the TAST
DIC measurements, a local strain field covering half of the overlap length is captured.
The following figures comparing the DIC strain field with the contour plots of FEM have
matching limits of their spectra.

The loading for the first two comparisons, global and local, is with 13.7 kN close to total
failure of the specimen. In Fig. 7.7, the global strain field is shown.

(a) FEM

(b) DIC
Figure 7.7: Global €, strain field of SLS-0-25 at 13.7 kN

The shear strains shown in the figure are between —0.008 and 0.01. As discussed, the
resolution is too small for the thin adhesive as well as ply thickness to measure strains in
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the bondline or to obtain layerwise information in the adherends. However, a qualitatively
good agreement between FEM and DIC can be observed. For the red-coloured regions of
high positive values of €,, at the adherend ends as well as the blue areas in the continuous
adherend at the same x-position, negative values can be found both in the FEM and in
the DIC data.

Fig. 7.8 shows the local DIC measurement with higher resolution as well as the corre-
sponding FEM contour plot.

(a) FEM

(b) DIC
Figure 7.8: Local ¢, strain field in the adherend of SLS-0-25 at 13.7 kN

With —0.01 to 0.01, the limits of the spectrum are chosen in a way that the strains

in the plies can be evaluated. With the higher resolution of the custom set-up, discrete
strains in each ply can be seen. At the left edge of the DIC image, in the area without
speckle pattern, the significantly brighter 0°-plies can be seen.
Overall, a fairly good agreement between DIC and FEM can be observed. In the top
adherend, both strain fields show a high positive strain region near the bondline at the
overlap edge. At the same x-position in the continuous bottom adherend, high negative
shear strains can be observed. The differently elongated plies of different fibre orientation
can also be found in both images.

In order to evaluate the strain field in the adhesive, a third comparison is made. Shear
strain fields in a different interval than previously determined with ACZ, AACZ, and DIC
are shown Fig. 7.9.
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(a) FEM - ACZ

(b) FEM - AACZ

(¢) DIC
Figure 7.9: Local €, strain field in the adhesive of SLS-0-25 at 11.8 kN

The loading for this comparison is reduced to 11.8 kN, because at higher loads cracks

start to grow to a significant extent. Furthermore, the spectrum is chosen to show shear
strains between e,, = 0.01 and €, = 0.1. As expected and seen in the previous figures,
strains in the adherends are nearly everywhere below this lower limit.
In general, there is again a good agreement between DIC and FEM. Nevertheless, it can be
seen that the area of highly-strained adhesive in the simulations is slightly larger than in the
DIC measurement. The strain peak at the overlap edge in the bondline can be seen in the
DIC measurement and in the AACZ-based simulation. However, this strain peak is shifted
to the left in the AACZ simulation since crack growth has already begun and unloaded the
first row of adhesive elements. In addition, the shear strain at the overlap edge in the ACZ
simulation is lower than in the AACZ simulation and in the DIC measurement. This is
an expected result, since no plasticity is considered in the ACZ approach, which leads to
smaller strains at the same stress level. This comparison can therefore be used to illustrate
the effect of this simplification.
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Single lap shear joints with 45°-interface ply

After analysing the results for the SLS-0 specimens with 0°-plies adjacent to the adhesive,
the focus is now on the SLS-45 specimens. Fig. 7.10 shows post-mortem pictures of
a representative experimentally tested specimen as well as the damage patterns of the
simulation. The simulation shown in Fig. 7.10 uses the modelling approach which combines
continuum shell elements for the intralaminar behaviour with cohesive surfaces for the
interlaminar behaviour. The fracture patterns of all specimens can be found in Fig. 1.2 in
Appendix 1.

(b) Intralaminar interfibre damage at Fi,qq in simulation

(¢) Delaminations at Fy,qs in simulation

(a) Experiment (d) Damage in adhesive layer at Frqz in simulation

Figure 7.10: Experimentally and numerically (ACZ) observed damage patterns for SLS-45-12

In the experiment, cf. Fig 7.10(a), a combination of cohesive and laminate failure is
observed. The 45°-plies adjacent to the adhesive layer failed due to intralaminar interfibre
damage. In addition, a large triangular shaped part of the 45°-ply has delaminated. Look-
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ing from the adhesive layer, the second and third plies orientated with 90° and —45° are
also damaged.

Furthermore, looking at the simulation results in Fig. 7.10(b) at F,4., it can be seen that
at both overlap ends, the 45°-plies adjacent to the adhesive show IFF damage. However,
the inclination of the damage in accordance with the ply orientation could not be observed.
Delaminations are predicted between first and second ply as well as between second and
third ply, cf. Fig. 7.10(c). Furthermore, some local damage in the adhesive is calculated,
but the elements are not fully damaged with a maximum value of 0.34 for the damage
variable. To summarise, all relevant failure modes from the experiment can be seen in the
simulation, but the damage patterns themselves are slightly different. This is shown in
Fig. 7.10(d).

The failure loads from the experimental tests as well as from the different simulations
are shown in bar plots in Fig. 7.11.
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Figure 7.11: Comparison of experiments and simulations of SLS-45 tests

The experimental failure mean load from the five specimens is 6.521 4+ 0.248 kN. An
overview of the corresponding values from the different simulations with deviations to the
experiments can be found in Tab. 1.2 in Appendix I.

The simulation using solid elements only for the composite parts overpredicts the exeri-
ments by +12 %, whereas the simulation using only continuum shell elements overpredicts
the failure load by far with 425 %. When combining the continuum shell elements with



196 Chapter 7 Validation of the holistic progressive damage model with experimental data

cohesive surfaces to model delaminations, the experimental failure load is well captured
with —2 %. On the contrary, the simulation with solid elements combined with cohesive
surfaces is with —24 % compared to the experiment far too conservative.

The evaluation of the different modelling techniques with respect to their deviation from
the experimental failure load is consistent with the observations of the OHT specimens in
Section 4.7.1. Yet, the difference is that the use of cohesive surfaces on the OHT specimens
resulted in nearly the same failure load regardless of whether solid or continuum shell
elements were used, cf. Subchapter 5.6. In the present case, the combination of continuum
shell elements with cohesive surfaces results in a very good accuracy, whereas the combina-
tion with solid elements yields a far too low failure load and cannot be recommended.

The force-displacement curve from the experiment is shown together with the curves
from the different simulations in Fig. 7.12.
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Figure 7.12: Force-displacement curves of SLS-45 joint coupon

Like for the simulations of the SLS-0-15 and the SLS-0-35 specimens, the stiffness between
simulation and experiment agrees well.
As previously discussed, the simulations with solid and continuum shell elements without
cohesive surfaces result in higher failure loads than observed in the experiments. However,
the curve shape is comparable to the experiment. A similar curve shape without significant
non-linearities prior to total failure results from the simulation which combines solid ele-
ments with cohesive surfaces but with a significantly too low failure load. It is noteworthy
that the simulation which uses a combination of continuum shell elements with cohesive
surfaces has a different load-displacement behaviour prior to total failure. It shows a load
drop at 5.75 kN and 0.17 mm displacement. After that load decrease, the force increases
again with a slope, comparable with the one prior to the decrease, up to a failure load
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close to the experimental mean value. However, this curve shape with the significant load
drop is not observed in experiments.

7.4 Conclusions and guideline to compile a problem-specific holisitc approach

The preceding sections show that the holistic model could be validated in combination
with material parameters using SLS joint element tests. In general, it can be said that the
findings from the previous chapters 4, 5, and 6 for the individual components hold true
when applied in the holistic method. Regardless of the varying individual components of
the simulation models, the stiffnesses of the specimens are well modelled. However, there
are differences in the predicted failure loads.

Two approaches performed well in modelling the adhesive: the ACZ modelling approach
as well as the AACZ technique combined with the exp.D.-P. plasticity model and G,f; as
ERR. It could be observed, that the AACZ technique in combination with exp.D.-P. is
significantly more accurate than if it was combined with v.M. as plasticity model. This
makes the extra effort in characterisation worthwhile. When using the original G. instead
of G, the strength is overpredicted and not conservative. Thus, also in this case, the
additional step to determine G, should be taken.

Regarding the composite adherend modelling, there are also two modelling techniques
with good performance in terms of accuracy: the sole usage of solid elements with the
three-dimensional failure model and the combination of continuum shell elements consider-
ing only in-plane damage with cohesive surfaces for delamination modelling. The other
two techniques, namely the combination of solid elements with cohesive surfaces as well as
the sole usage of continuum shell elements are significantly less accurate.

With respect to Working hypothesis 111, the computational costs of the different tech-
niques are evaluated. Tab. 7.3 shows a comparison of increments and total CPU time
needed until Fj,,; is reached. In addition, the average time per increment is given. The
simulations have been performed on a workstation with an Intel® Xeon® E5-2670 v3
processor and 48 GB RAM using eight CPU cores.

Table 7.3: Comparison of computational expense of the modelling approaches on the basis of
the SLS-0-25 and SLS-45-12 specimens using Abaqus/Explicit

Modelling No. of Total CPU  Average time per
Specimen approach increments  time in s increment in s
SLS-0-25 ACZ 131,445 13,674 0.104
SLS-0-25 AACZ eDP 128,614 13,861 0.108
SLS-45-12 Solid 60,405 2,453 0.041
SLS-45-12  Cont. Shell + Coh. Surf. 33,493 4,982 0.149

Therefore, it can be stated that the difference between the ACZ and the AACZ technique
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is not large. Attributed to the fact that the major computational expense goes into the
simulation of the behaviour of the composite adherends, the differences between ACZ and
AACZ do not come into effect like they did for the TAST specimen, cf. Section 6.9.5.
The use of continuum shell elements with cohesive surfaces is about two times more
expensive in terms of increments and total CPU time needed. In addition, the average
time needed to calculate an increment is increased by a factor of more than three.

With this additional information, it can be concluded that various holistic modelling

approaches can be compiled, depending on the specific application. As can be seen from
the analysis of computational expense of the different approaches, a trade-off between
accuracy and cost in terms of characterisation and computational effort is useful.
To provide a guideline to the reader a decision tree, with the help of which the modelling
strategy for the composite adherends can be selected in dependence of the application,
is shown in Fig. 7.13. Decision-making parameters are the need for definite information
on delamination areas and whether significant plasticity is expected. Similar to the first
decision tree, one is also provided to decide the modelling strategy for the adhesive layer, cf.
Fig. 7.14. In this case, the decision depends on whether the strain field must be accurately
represented or the effect of occuring damage is sufficient, whether significant plasticity is
expected, and whether significant hydrostatic stress is likely.

Two edge cases can be taken from the decision trees for adhesive and adherend modelling:
On the one hand, an efficient but less accurate, and on the other hand, a slower but more
accurate approach. The efficient approach uses only solid elements for the adherends and
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Figure 7.13: Decision support for composite adherend modelling strategy
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Figure 7.14: Decision support for adhesive modelling strategy

negelects intralaminar plasticity of the composite adherends. This composite modelling is
combined with the ACZ technique for the adhesive layer. This efficient holistic approach
is significantly faster and, in addition, needs less effort in characterisation as the char-
acterisation of the hydrostatic pressure-sensitive yielding of the adhesive as well as the
characterisation of fibre composite plasticity can be omitted.

By contrast, the accurate holistic approach models the adherends with continuum shell
elements and cohesive surfaces. The adhesive is modelled using the AACZ technique with
the exp.D.-P. plasticity model. The resulting holistic model is more accurate than the
efficient model as it provides additional information regarding delaminated areas as well as
plastic deformation of the adhesive and the composite adherends. However, it needs to be
mentioned that any combination of the modeling strategy shown in the decision trees is
possible and, depending on the application, reasonable.

The open questions left at the beginning of the chapter have thus been clarified and
the holistic PDA approach has been validated in different compilations. To demonstrate
the potential of the validated holistic PDA approach as a tool in the design of aircraft
structures, it will be applied to a design issue of a bonded longitudinal joint of a fibre
composite fuselage in the next chapter.






CHAPTER 8

Design of a bonded longitudinal fuselage joint using the holistic PDA
approach

How could the design process of a bonded longitudinal fuselage joint using the holistic PDA
approach look like?

This chapter introduces the application example for the proposed holistic PDA to answer
design and certification issues with virtual tests. Starting with a brief introduction on
virtual testing of aircraft structures, the MFFD, which serves as a reference structure,
is introduced. Loads on the longitudinal fuselage joint under investigation are briefly
introduced as well as the design variants to be studied. The chapter concludes with the
problem statement considered in detail in this work: The positioning accuracy of the two
fuselage half-shells and its effect on the mechanical performance of the joints.

Parts of this chapter were published in [7]. In the publication, however, the considered
materials are different. While in the present work bonded joints with thermoset-based fibre
composite adherends are analysed, in the published study, fusion bonded or welded joints
in thermoplastic-based fibre composite adherends were investigated.

8.1 Virtual testing of aircraft structures

The first applications of today’s FEM took place in the aerospace industry in the 1950s.
Turner et al’s [280], published in 1956, in which an aircraft wing structure was analysed, is
considered as a starting point of current FEM.

In the past, the use of FEA in commercial aircraft design and certification was limited to
linear analysis for initial sizing and later for more detailed simulations for certification.
Due to conservatism, both in methods and material properties this approach demonstrated
and ensured an adequate strength of aircraft structures. In the more recent past, advanced
non-linear analysis methods considering plasticity, failure, and damage allowed for actual
strength and failure mode predictions. With the increase in available computing power
and further development of methods, there is potential for virtual testing to mitigate risks
associated with physical testing or to replace it, at least in part [281].

First applications in this field have already been published: Ostergaard et al. [281] show
the virtual test of the Airbus A380 wing and point to the EU Seventh Framework Pro-
gramme (FP7) project Maaximus. This is a major project with Airbus and Dassault
Systemes SIMULIA involved making progress towards advanced virtual testing meth-
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ods. In addition, some recent publications deal with the development of virtual testing
methods. For instance, Lopes et al. [282] propose a roadmap for multiscale virtual test-
ing to efficiently design fibre composite structures. Gigliotti and Pinho [283] have also
published a paper on virtual testing of large fibre composite structures. Concepts for
a hybrid simulation-physical test pyramid for fibre composites were developed by Tijs
et al. [284]. Focusing more on larger structures, Gorskii et al. [285] show virtual test
rigs for static strength, and fatigue, as well as bird- and hailstrike investigations of air-
craft structures. All these works have also led to a certification memorandum from EASA
that addresses requirements for modelling and simulation in the context of certification [19].

In parallel, the design of aircraft has moved from metallic to fibre composite structures
with thermoset matrix materials [286]. This development continues in the change from
mechanical fasteners towards adhesive bonding as joining technology. Adhesive bonding
enables changed and more efficient production processes [287] which will be discussed in
more detail later.

Although some work on virtual testing has been pointed out, there is still little work

that addresses how to incorporate virtual testing methods into the design and certification
process. The vast majority of publications focus on the development of the numerical
methods themselves and on their validation with standard test specimens, as can be seen,
for example, in the reviews [122] and [288].
For this reason, this study focuses on answering design and certification issues using virtual
testing. Illustrated with the example of an adhesive bonded longitudinal fuselage joint, in
this chapter a design and certification process assisted by virtual testing using progressive
damage analyses is proposed.

A brief overview of the certification requirements and design methodologies for composite
bonded joints has already been given in Section 2.1.5. Therefore, the next subchapter
introduces the application example with a design issue to be answered. After that, the
development of the simulation models for virtual testing with two preliminary studies is
described. The work closes with results and conclusions from the virtual test bed as well
as a short outlook with a proposed strategy for reduced experimental testing.

8.2 Application example: longitudinal fuselage joints

This subchapter introduces the longitudinal fuselage joint as an application example for the
design with the proposed holistic progressive damage model. As reference structure, the
MFFD, which is briefly introduced in the following section, is adopted. It was originally
developed for thermoplastic composite materials and fusion bonded joints. Nonetheless,
the material choice is altered to the material under consideration in this work: The M21-
T700GC thermoset composite material and the Hysol EA9695 film adhesive for the bonds.
After the general description of the reference structure, the loads on the longitudinal joint are
briefly introduced as well as the design variants to be investigated. This section concludes
with the problem statement, which is considered in detail in this work: The positioning
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accuracy of the two fuselage half-shells and its effect on the mechanical performance of the
joints.

8.2.1 Longitudinal joint of multifunctional fuselage demonstrator

Although the material of the MFFD is altered from thermoplastic to thermoset for purpose
of consistency in this work, the motivation for the MFFD based on the thermoplastic
material choice is briefly discussed below.

The aviation sector is estimated to be responsible for 2-3 % of global CO2 emissions
with an expected doubling of emissions by 2050 [289]. As flying brings economic benefits
and connectivity, ways must be found to reduce emissions. Mass reduction is one of the
approaches since a mass reduction of 100 kg is estimated to save 600,000 litres of fuel in
an aircraft life [290].

This is already done by the aircraft manufacturers by replacing metallic alloys with fi-
bre composite materials. Most advanced fibre composite aircraft structures are made
from continuous carbon or glass fibres with a thermoset polymer matrix material. These
materials are well developed, have competitive prices, mature manufacturing processes,
and well-established supply chains. Though, they are manufactured in a long and labour-
intense manufacturing process and have only limited recycling possibilities. Due to this,
high-performance thermoplastic matrix materials are considered as an alternative. Ther-
moplastics can be processed by heating above their glass transition temperature and do
not crosslink or cure like thermoset materials [291].

However, one of the main advantages of thermoplastics is that they can be heated and
cooled down multiple times without loss of mechanical properties and therefore they can
be welded or fusion bonded [292, 293].

It is noteworthy that there are already some certified and flying components made of
thermoplastic composites [294]. However, a complete aircraft fuselage made of this class of
material does not yet exist. For this reason, the MFFD made from thermoplastic composite
material was conceived for research and technology development [287]. The possibility of
fusion bonding and a dustless joining process is important for the concept. Unlike before,
where holes had to be drilled and mechanical fasteners had to be installed to join the parts,
with fusion bonding, electrical systems can be installed prior to assembling the aircraft
structures because no conductive carbon fibre chips are produced [287]. This allows for
large pre-equipped sub-assemblies with a high cost-saving potential.

This enables the concept of a lower and upper fuselage half shell with a high-level pre-
installation of systems prior to the final assembly line. The MFFD features the asymmetrical
single-aisle fuselage of the Airbus A321 and is built from four main modules: The upper and
lower shells as well as a floor and a crown module with the main systems. The dimensions
of the demonstrator are 8,000 mm in length and a varying radius between 2,000 m and
2,500 mm [291].

The ideas of a changed manufacturing process are not only valid for a thermoplastic
fusion bonded fuselage, but also hold true for thermoset adhesively bonded variants. An
adhesively bonded longitudinal joint between the lower and upper shell of the fuselage is



204 Chapter 8 Design of a bonded longitudinal fuselage joint using the holistic PDA approach

the object of investigation in this work. More details of the MFFD and the manufacturing
concept are published in [291] and [287] and an illustration of a pre-equipped fuselage
section with adhesive joints can be seen in Fig. 8.1.

Figure 8.1: Illustration of pre-equipped fuselage section with adhesive joints (green)

8.2.2 Loads on the longitudinal joint

The main loads on aircraft fuselages are manoeuvering and gust, internal cabin pressure,
landing procedure and, ground handling [295]. However, the primary loading for the
fuselage skin and thus, for the longitudinal joint, is hoop stress caused by the difference
between the atmospheric and cabin pressure [296]. These hoop stresses, resulting in a
tensile loading of the longitudinal joint in circumferential direction, are used for the joint
design.

In this context, the decisive factor for sizing is the maximum pressure difference between
internal and external pressure. Typically, the aircraft’s internal pressure is 0.075 MPa,
which corresponds to an altitude of 8,000 ft, whereas the average maximum altitude of
commercial aircraft is 45,000 ft, which corresponds to an air pressure of 0.015 MPa. This
results in a pressure difference of 0.06 MPa [296]. According to CS 25, this maximum
expected load is referred to as the DLL. If not further specified, a safety factor sf of 1.5
has to be considered for the structure, resulting in the DUL. For pressurised components of
aircraft operating up to an altitude of 45,000 ft, an additional sf of 1.33 shall be applied:

DUL=DLL-sf=DLL-15-13=2.0-DLL (8.1)

The hoop stress o, can be calculated from the pressure p, the radius of the fuselage r,



8.2 Application example: longitudinal fuselage joints 205

and the skin thickness ¢ with:

oh=p- % (8.2)
With a skin thickness of 1.572 mm, the equation above results in a hoop stress of

o, = 95.4 MPa. Niu [295] states that, depending on the aircraft type, the hoop stress

varies between 80 MPa and 110 MPa.

A more advanced analytical solution for the hoop stress considering circumferential and

axial stiffening elements is proposed by Flugge [297]. However, the simple approximation

is sufficient for this consideration.

8.2.3 Design variants to be investigated

Three different design variants are investigated in this study. The Configuration Al, cf.
Fig. 8.2, is a simple single overlap joint. The fibre composite fuselage skin consists of two
sublaminates, each of which has the layup [45°,-45°,0°,90°,-45°,45°]. The initial overlap
length of the adhesive bond is 30 mm.

45°,-45°,0°,90°,-45°,45°
overlap = 30.0 mm [45°, ,U7,907, ,45°]

: /

[ =

fuselage skin adhesive bond

Figure 8.2: Configuration Al

The second variant under investigation is Configuration A2. Again, the fuselage skin is
made from two sublaminates, but in A2, the joint is formed as an stepped lap joint with
two steps. Each step has a length of 30 mm.

Like Configuration A2, the third variant A3 is a stepped joint. The difference is a thicker
fuselage skin. In the A3 variant, the skin consists of three sublaminates and the joint is
formed by three steps with a 30 mm length each.

The configurations A2 and A3 are illustrated in figures 8.3 and 8.4. Common to all
configurations is that by using the sublaminates, the adhesively bonded interface has a 45°
fibre orientation.

[ f 1
[ [

Figure 8.3: Configuration A2

—— f |
! f

Figure 8.4: Configuration A3

8.2.4 Positioning accuracy of the fuselage halves

As described in the section on the MFFD, cf. Section 8.2.1, the pre-equipped fuselage
half-shells shall be joined by adhesive bonding with a target overlap length of 30 mm.
One of the major challenges during joining is the positioning of the components, which
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are quite large with 8,000 mm in length and 4,000 m in diameter. Moreover, due to the
pre-equipment, they are also considerably heavy and sensitive. The positioning accuracy in
circumferential direction that can be tolerated in the design is therefore a decisive parameter
for the complexity of the joining process. A larger tolerance range for the overlap length
simplifies and speeds up the joining process, thus saving costs. As an example, Fig. 8.5
shows the Configuration A2 with the defined step length of 30 mm, but with an overlap of
only 15 mm and a gap of 15 mm.

‘15.0 mm“15.0 mm

T ]
[ 1
[ X

gap due to positioning inaccuracies

Figure 8.5: Configuration A2 with 15 mm gap

The PDA-based design process proposed in this work is used to determine the strength
and failure mode of the different configurations with varying gap lengths. It is expected
that the strength of all variants is far higher than the desired strength. Hence, the focus is
on the desired failure mode. In this way, the largest allowable tolerance will be determined
without physical testing.

8.3 Simulation model for virtual testing

This subchapter briefly describes the requirements for the simulation models, simplifications,
loads and boundary conditions, the material modelling as well as element size considerations.
The simulations in this study are performed using Abaqus/Explicit. More details on the
simulation hardware and runtimes are given in Subchapter 8.4.

8.3.1 Requirements

To be able to predict the strength and failure behaviour of the different design variants with
different gap lengths, the relevant failure mechanisms must be captured by the simulation
method used. This includes the behaviour of the fibre composite adherends up to total
failure as well as damage of the adhesive bond itself. The material model used for the
composite adherends should include failure criteria as well as damage progression models
for fibre and matrix failure. Furthermore, the latter should be captured in-plane as well
as out-of-plane (delamination failure). Whether modelling the pseudoplasticity of the
composite adherends is necessary or not is also investigated in this study.

In addition, to be able to use simulations for certification purposes in the future, the
requirements stated in the EASA certification memorandum regarding modelling and
simulation in the context of certification of CS-25 aircraft [19] have to be fulfilled. It needs
to be mentioned that the requirements are not fully met in this study as this work is
intended to be a proposal for a way in which simulations can be used in the context of
future design and certification activities.
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8.3.2 Modelling simplifications

The design of aircraft longitudinal fuselage joints is mostly based on the results of static
and dynamic tests of uniaxially loaded flat specimens [296]. With regard to the actual
conditions, not only the real (much larger) dimensions and the surrounding connections to
other structural components are neglected, but also the influence of the curved fuselage
structure. The fact that these simplifications are justified is shown by their application in
practice over many years with sufficiently good results to consider them within a design.
However, uncertainties are absorbed by large safety factors [298].

At this point, at least the effect of curvature should be briefly explained in some detail. So
far, only a few investigations on overlap joints of curved structures can be found in the
relevant literature. One example is given by Parida and Pradhan [299]. Among other things,
the influence of a variable radius of curvature on the strength of a composite lap joint is
investigated. The ERR is used as an indicator of crack growth and delamination processes.
Parida and Pradhan’s findings are that failure processes are always multiaxial and that flat
lap joints (infinite radius of curvature) generally have a higher resistance to crack growth
than curved ones. Comparable statements are also made by Liu et al. [298]. In their
study, the joint strength of curved structures is analysed using CZM. Liu et al. state that
the effect of moderate curvatures on the maximum bearable load of a joint is negligible.
More specifically, they show that, as the radius of curvature decreases, the peel stresses
at the overlap ends change from tensile to compressive. Liu et al. recommend neglecting
curvature in the joint design if the radius of curvature is greater than 2,000 mm, otherwise
the curvature should be considered. This recommendation results from a variation of radii
of curvature with a step size of 1,000 mm. It needs to be mentioned that the radius of
the MFFD considered in this work is 1,950.5 mm on average. As this is close to the limit
established by Liu et al., the recommendation of a flat modelling approach is used.

As described before, in this study, only tensile loads on the joint due to cabin pressure
are considered. By neglecting the loads in the longitudinal direction of the fuselage, the
problem can be modelled in 2D by using the plane strain assumption [249]. This state
can be used if displacements in a three-dimensional component occur only in two spatial
directions or if forces acting in one plane do not cause displacements perpendicular to
this plane. This is the case, for example, with planar components, if the expansion in
the depth direction is considerably greater than in the other directions. Thus, the mod-
elling of a cross-section (2D) is sufficient and displacements in depth direction may be
neglected. However, the single plies of the composite adherends shall be modelled for
the PDA. This is, at least for the 4 45°-plies, not possible in Abaqus using plane strain
elements, because the fibre orientation would have to be rotated out of the shell plane and,
therefore, a full three-dimensional model is necessary. In order to save computational effort
a model with small expansion in the longitudinal direction of the fuselage is used in this
study. Using advanced coupling constraints, which will be explained in detail in the next
section, by complete elimination of finite width effects a plane strain state is generated in
the model. In this way, size and calculation times of the models can be significantly reduced.
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8.3.3 Loads and boundary conditions

This section describes the loads and boundary conditions of the simulation models which
are used to eliminate finite width effects. They are illustrated using the example of Config-
uration Al, cf. Fig. 8.6.

Figure 8.6: Coordinate system used for the aircraft fuselage as well as geometry, boundary
conditions and coordinate system of the simulation model

First, the conditions at the two edges in circumferential x—direction are described. The
left side of the model (z = 0) is fully constrained (u; = uy = U, = Upy = Upy = Uy, = 0),
whereas, on the opposite side (z =), a load is applied as a displacement. In addition, at
this edge (z =), the displacements in the y- and z-directions are suppressed (u, = u. = 0).

Like described in Section 8.3.2, a stress state like in the middle of an infinitely wide
structure must be achieved in the simulation model. This requires special boundary
conditions, which rely on coupling of displacements. A simple coupling only of the free
edges of the model (z = 0 and z = b) is only sufficient if parts with isotropic materials or
composites with longitudinal and/or transverse fibre orientations are coupled. However,
if the parts also contain layers with off-axis fibre orientations, like +45°, simple coupling
results in edge effects [300]. This is the case in the present application example. Therefore,
more advanced coupling conditions have to be used. This is done by adopting the coupling
conditions described by Al-Ramanhi et al. [300]. In the following, a brief overview of the
advanced coupling conditions is given.

The first coupling involves nodes on the free edges of the model (z = 0 and z = b). The
z-displacements of nodes that have the same z-coordinate and are consequently on a
vertical line are coupled. This is illustrated in Fig. 8.7. The coupling is applied along the
length of the model on every set of nodes sharing the same z-coordinate, but on both edges
(z =0 and z = b) separately. In this way, all nodes on these vertical lines have the same
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displacement wu,:

u (xm,Y,0); ul (Zm,Y,b) (8.3)

z—coupled — z—coupled —

Figure 8.7: Front view for coupling of displacement u, applied on the nodes with the same
x—coordinate belonging to the vertical lines on the edge adopted from [300].

The index m describes the variable xz-position, Y includes all nodes of a vertical line,
and 0 or b indicate the position of the edge (z-position).
The second coupling runs through the width of model and couples the z— and y—displacements
of nodes, which lie on a line in depth direction, cf. Fig. 8.8. It needs to be noted that every
node in the model is affected by this coupling. In contrast to the first condition, the lines
of the coupled nodes are not only on one variable coordinate, but on two. Ergo, a second
position index n has to be introduced:

m,n

uzfcoupled = (xm’y”’Z); u;nf”cloupled = (xm7Y”7Z) (84)

Figure 8.8: Coupling of u, and u, on nodes belonging to lines through the width of the joint
adopted from [300]

By introducing these coupling conditions, edge effects are not completely eliminated,
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but strongly reduced. This allows reducing the width of the model to a minimum without
noticeably changing the result. A width study to prove this and to find a width for the
virtual testing of the different joint configurations is presented in Subchapter 8.4.

8.3.4 Selection of holistic modelling approach

As described in Section 8.2.4, the desired information in the present application case is,
beside the strength, in particular the occurring failure mode. The fast modelling approach
has less accuracy in terms of strength. However, it is shown in Chapter 7 that a precise
failure mode prediction is not only possible with the accurate but also with the fast mod-
elling approach, and in this case, strength is secondary. For this reason, the fast modelling
approach is utilised to save computational effort.

This means, that for adherend modelling, the user-defined material model developed in
Chapter 4 is used in combination with reduced integrated solid elements (C3D8R) and the
material properties determined in chaptera 4 and 5. Yet, delaminations are not explicitly
modelled. A summary of the composite material parameters can be found in Tab. 4.7. As
recommended in Chapter 4, the necessity for modelling pseudoplasticity is investigated for
the present application in the following subchapter.

According to the fast modelling approach described in Chapter 7, the adhesive is modelled
using the ACZ approach, and thus, by cohesive elements (COH3DS) only. The material
properties used for the adhesive are summarised in Section 6.7.1 and Tab. 6.9.

For the choice of discretisation, the findings in chapters 4 and 6 are used, resulting in an
in-plane element edge length of 0.85 mm.

8.4 Preliminary studies for modelling

In this subchapter, two preliminary studies are conducted to determine the final modelling
for the main study to find the maximum tolerable gap of the adhesive joints. Firstly,
the model width of the 2.5D model is investigated and secondly, the need to consider
pseudoplasticity is studied.

8.4.1 Investigation of the required model width

Configuration Al with the nominal overlap length of 30 mm is taken as an example for
the width study. For this purpose, four models were set up and simulated, differing only
in width. The width varies from one element to three and five, up to a maximum of ten
elements. For this variation, the element size is kept the same, so that the absolute width
of the model varies from 0.83 mm to 8.3 mm. The results in the form of a stress-strain
diagram are shown in Fig. 8.9.

It can be seen that the model with one element width results in the lowest stiffness, which
is significantly lower than the stiffness of the remaining models. This is attributed to the
fact that the coupling conditions at the two free sides of the model are applied on the
same element. Additionally, the predicted strength is also the lowest of the four models. It
is noteworthy that the difference in stiffness and strength between the models decreases
with increasing model width. The strength predicted with the three-element model is at
410.4 MPa 4.9 % lower than the strength of the ten-element model at 431.5 MPa. The
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five-element model gives a strength of 417.0 MPa, which is only 3.4 % lower than the
widest model.
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Figure 8.9: Stress-strain curves from configuration A1 with different model widths

In Tab. 8.1 the wall clock time of the simulations using one CPU core on a workstation
with an Intel® Xeon® E5-2670 v3 processor and 48 GB RAM is given.

Table 8.1: Wall clock time for the different model widths

Model width  Wall clock time in s

1 element 2,901
3 elements 7,536
5 elements 12,467
10 elements 47,934

Considering the simulation runtimes, the model with five elements is chosen as a
compromise between runtime and accuracy. It is not substantially less accurate in terms of
stiffness and is slightly conservative in terms of strength, but with 12,467 s to 47,934 s wall
clock time, it requires almost only a third of the runtime of the ten elements model.

8.4.2 Influence of pseudoplasticity of composite adherends

As described earlier in this work, the consideration of pseudoplasticity is optional in the
material model for the fibre composite. To study the influence of plasticity, simulations of
the configurations A2 and A3 are performed without a gap. The configurations are chosen
because of the high material stressing in these configurations due to reduced eccentricity
compared to Configuration A1l and consequently, a potentially high plasticity. The results
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in terms of stress-strain plots are shown in figures 8.10 and 8.11. In general, the same
findings are found for configurations A2 and A3.

The simulation of A2 with linear-elastic behaviour of the adherends up to initial damage
results in a strength of 496.7 MPa at 13,445 microstrain, while the simulation considering
plasticity predicts a strength of 506.6 MPa at 13,677 microstrain. Thus, the strength
when plasticity is neglected is 10 MPa lower. The same difference in terms of strength is
observed for the Configuration A3 with 491.7 MPa at 12,789 microstrain in case of the
elastic modelling up to failure and 500.8 MPa at 13,593 microstrain for the elastoplastic
modelling. As can be seen from the values, the failure strain is also slightly lower for the
elastic modelling. The difference in the case of the A3 configuration is a little larger.

In terms of stiffness, it can be said that without plasticity both joints, A2 and A3, are
slightly stiffer between 7,500 and 12,500 microstrain.

Nevertheless, a more significant deviation can be observed in the region of maximum
stress. The models using elastoplastic adherend modelling show a sharp load drop, whereas
the elastic modelling results in a behaviour which shows some retained load carrying
capabilities after the maximum loading and prior to the final load drop. However, the
damage pattern observed in the simulation is the same regardless of the adherend modelling.
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Figure 8.10: Influence of pseudoplasticity of composite adherends - stress-strain curves from
Configuration A2 without a gap
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Figure 8.11: Influence of pseudoplasticity of composite adherends - stress-strain curves from
Configuration A3 without a gap

Based on the above results, it has been decided to perform all further analyses with

elastoplastic modelling. This is justified by the slight differences in the structural response
described above. Nevertheless, the decision is influenced by the fact that both an elasto-
plastic material model and the material parameters for M21-T700GC are available.
As the deviations are only marginal, this application case is considered a good example for
an application specific modelling. Yet, the optional pseudoplasticity could be omitted in
this case to save computation time. The wall clock times needed for the analysis of the A2
models are given in Tab. 8.2. It can be seen that the computation time is reduced to 70 %
of the elastoplastic model when neglecting plasticity.

Table 8.2: Wall clock time in dependency of plasticity modelling (Configuration A2)

Plasticity ‘ Wall clock time in s

Yes 24,580
No 17,054

8.5 Results from virtual test bed and discussion

This subchapter covers the results from the virtual test bed with focus on strength and
failure behaviour of the different design variants. A design guideline for positioning accuracy
is derived and an outlook regarding a proposed strategy for reduced experimental testing
is given.
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8.5.1 Strength and failure behaviour of the design variants

In figures 8.12, 8.13, and 8.14 the stress-strain curves from the simulations of the configu-
rations Al, A2 and A3 are shown.
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Figure 8.12: Stress-strain curves from Configuration A1l with different gap lengths

500 +
A
27 1
<d
400 5 V
@ Z '
ol 24 :
v 1
= 7 .
=! 300 ',' :
R= # '
n 4 1
n ’
: / :
5 200 '¢' 1
7 1
v
4 —— A2, no gap, stock-break failure
100 1 —— A2, 10 mm gap, stock-break failure
z A2, 15 mm gap, stock-break failure
-=-- A2 20 mm gap, cohesive failure
T II

2500 5000 7500 10000 12500 15000
Microstrain in um/m

Figure 8.13: Stress-strain curves from Configuration A2 with different gap lengths
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Figure 8.14: Stress-strain curves from Configuration A3 with different gap lengths

All configurations are simulated with the initial overlap length of 30 mm. These results
are marked as ‘no gap’ In addition, models with gap length of 10 mm, 15 mm and 20 mm
are simulated for all three variants. These result in remaining adhesive bond lengths of
20 mm, 15 mm and 10 mm. In general, the stiffness of the variants Al, A2 and A3 as
well as strength and failure strain are very similar. The non-linearity at high loading
increases from Configuration Al through to Configuration A3, while the strength level
of Configuration A1l is slightly lower than the strength of A2 and A3. The strength of
Al without gap is lower at 417.0 MPa, compared to 506.6 MPa for configuration A2 and
500.1 MPa for Configuration A3. This is attributed to the reduced secondary bending of
the stepped joints and to the doubled or tripled bonding area for the configurations Al
and A2.

When the overlap length is reduced, configurations A2 and A3, on the one hand, behave
almost the same. Configuration Al, on the other hand, shows a significantly different
behaviour.

The reduction of the overlap length to 25 mm in Configuration Al leads to a change in
failure mode and therefore to a significant strength decrease. For this reason no simulations
with further reduced overlap length were performed for Configuration A1l. However, a
simulation with a shorter gap or positioning inaccuracy of 2.5 mm is performed. This
variant leads to a significantly lower decrease in failure load and strain compared to the
previously mentioned variant with 5 mm gap and the failure mode is still stock-break.
For the other two variants, however, the extension of the gap length from no gap at all up
to 15 mm only has a minor impact on strength and failure strain. A gap length of 20 mm,
on the other hand, which is represented with dashed curves in the above diagrams, leads to
a considerable reduction in strength. Accordingly, with 454.6 MPa for A2 and 452.6 MPa
for A3, the strengths of both configurations are significantly reduced again to nearly the
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same load level.

It must be noted that all variants withstand significantly more than the DUL of 90 -
120 MPa described in Section 8.2.2 on loads for all considered gap lengths. Nevertheless,
beside the pure load capacity, as stated before, there is also a requirement for the failure
mode. Therefore, the failure mode is considered in more detail in the following.

Configuration A2 is taken as an example to compare the failure modes between the
models with 15 mm and 20 mm gap length. Thus, between the models where there is a
significant drop in load. Though, up to 15 mm gap length, the joints fail near the adhesive
bond, the final failure is caused by breakage in the composite adherend modelled with the
intralaminar damage model from Chapter 4. This can be seen in Fig. 8.15(a).

(a) 15mm gap

(b) 20mm gap

Figure 8.15: Configuration A2: change in failure mode from a 15 mm gap (stock-break
failure) to a 20 mm gap (cohesive failure)

It can be nothed that the damage variable SDEG, which stands for stiffness degradation
of the cohesive elements representing the adhesive, reaches the value 1.0 only at the free
edges of the adhesive layer. However, the right adherend is already completely damaged,
which can be seen from the severe necking. This is not a typical behaviour of brittle
composites and must therefore be explained. The damage mainly occurs in the form of
IFF, as only a total of two plies have a fibre orientation in load direction. Since elements
are only deleted, when the damage in fibre direction dj; reaches 1.0, the fully damaged
elements transverse to the fibre are highly distorted.

With a 20 mm gap length, the composite adherends remain nearly intact, but the adhesive
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bond itself, modelled with the ACZ approach introduced in Chapter 6, fails, cf. Fig. 8.15(b).
Moreover, some elements of the left adherend below the adhesive layer are damaged and
highly distorted. Nevertheless, at this point, the adhesive layers are already completely
damaged (SDEG= 1.0). This change in failure mode between 15 mm and 20 mm gap length
can be observed in configurations A2 and A3. For the Configuration A1 the change in failure
mode already occurs between 2.5 mm and 5 mm positioning inaccuracy. The observed
failure modes are also indicated in the legend of the stress-strain plots in figures 8.12 to
8.14.

8.5.2 Design guideline for positioning accuracy

A design guideline with regard to positioning accuracy can now be derived from the virtual
test bed results. First, it can be stated that all three investigated configurations meet the
requirements in their initial definition. Regarding the specification of the required position-
ing accuracy, a distinction must be made between Configuration A1l and configurations A2
and A3.

For the configurations A2 and A3, it can be confirmed, that if a nominal overlap length
of 30 mm is designed, the strength is sufficient even with an inaccurate positioning of
20 mm. However, then, with the remaining joint length of only 10 mm of the initial
30 mm, the failure mode changes from stock-break to cohesive or debonding failure. When
considering the previously introduced design methodology from Davis and Bond [30] as well
as Hart-Smith [27], this is not tolerable. It must therefore be ensured during manufacturing
that an overlap length of at least 15 mm from the initial overlap of 30 mm is adhesively
bonded to ensure the desired failure mode.

Furthermore, it can be said that the failure mode of Configuration Al already changes
with an overlap reduction of 5 mm. A simulation with 2.5 mm overlap reduction or gap
represents a sufficient strength and stock-break failure. This shows that the positioning
accuracy for the configuration must be very high, or, in other words, that this configuration
cannot be recommended for a cost-effective production.

8.5.3 Outlook: proposed strategy for reduced experimental testing

Using the example of the longitudinal fuselage joint, a strategy for reducing physical testing
can be derived. To allow for the largest possible tolerance in the overlap at which the
joint still fails in the desired failure mode, an extensive experimental test campaign with
varying gap lengths has so far been necessary. With the capabilities of the newly-developed
holistic PDA approach, the gap length at which the failure mode changes can be found by
virtual testing. It is then only necessary to experimentally validate the region in which the
change of failure mode occurs. This is illustrated in Fig. 8.16. This significantly reduces
the amount of expensive physical testing. Of course, this requires additional validation of
the holistic PDA approach. Furthermore, as described in Section 2.1.3, it is required by
EASA [19], to not only perform a Uncertainty Quantification (UQ) for experimental tests,
but also for virtual tests.



218 Chapter 8 Design of a bonded longitudinal fuselage joint using the holistic PDA approach

Figure 8.16: Illustration of the proposed strategy to reduce physical testing

8.6 Conclusion: decisive change in failure mode

This chapter showed the potential of virtual testing in the design and certification of
bonded joints using FEM-based PDA. The design of a bonded longitudinal joint in an
aircraft fuselage made from fibre composite material serves as an example to showcase the
proposed method.

Taking advantage of the plane strain condition and limiting the main load case to the
one resulting from cabin pressure, virtual structural tests can be realised with manageable
computation times. This does not only allow to determine the behaviour of different design
variants, but also to numerically investigate further parameters such as the influence of the
overlap length on the failure behaviour. Designers thus gain not only a tool to validate
designs, but also get a deeper understanding of the effective mechanisms in the joint.

To join the two half-shells of the example into a fuselage section, two large components
must be aligned very precisely. The required positioning accuracy and the resulting over-
lap length of the bond significantly influence the assembly effort and consequently the
production costs. Based on the nominal overlap length, the proposed method is used to
find the minimum possible length at which the failure mode does not change for different
joint configurations. By doing so, it is ensured that the failure in case of an overload does
not occur in the bond itself but remains limited to the surrounding structure. Once this
overlap length is determined, it is sufficient to verify this one configuration with physi-
cal tests. In this way, in future a large share of physical tests can be replaced by virtual ones.

However, as described in detail in Section 2.1.3, there is still a lot of work to do regarding
the fulfilment of the M&S requirements from the authorities. The purpose of this chapter
was to provide a practical example of a way in which the holistic PDA approach for bonded
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joints can be used in design and certification in the future.

After applying the validated holistic PDA approach to derive a design guideline for a
representative aircraft structure in this chapter, the next chapter draws conclusions from
the results of the present thesis and discusses the hypotheses established in Chapter 3.
Finally, an outlook is given with regard to possible future applications and extensions of
the developed approach.






CHAPTER 9

Conclusions and outlook

The design of bonded joints is a complex task, as there are other requirements to be
met besides pure strength, such as a desired failure mode outside of the bond itself, cf.
Chapter 2. In addtion, it must be noted that the occurring damage depends on many
design parameters. This prevents easy prediction of strength and failure mode. Hence,
experimental testing is state-of-the-art. As the experimental determination of the required
information is time-consuming and expensive as well as limiting the scope of the variants
that can be investigated, there is a need for a numerical method to investigate bonded
joints in composite structures for design and certification. There are a few studies that
deal with the numerical determination of the failure behaviour of the entire bonded joint,
but they all have specific shortcomings. This raises the main question of this thesis:

Can Finite Element-based progressive damage analyses be used to show compliance with
design and certification requirements of bonded joints in fibre composite aircraft structures?

To pave the way towards a simulation-driven design of bonded joints, in this thesis a
holistic PDA approach was developed, the needed material parameters were experimentally
determined and its application to a design issue regarding a longitudinal aircraft fuselage
joint was investigated. The question above will be answered in the following conclusion
along one research hypothesis as well as three working hypotheses postulated in Chapter 3
to focus the research in this thesis:

Conclusions

Working hypothesis I: Using a combination of selected mesoscale models for the intra- and
interlaminar as well as the mechanical behaviour of the adhesive, each taking into account
the progressive damage up to total failure, is a suitable approach to compile a holistic tool
for analysing the strength and failure behaviour in the design process of fibre composite
bonded joints.

Modelling on the mesoscale without direct coupling of the individual model components
was chosen as compromise between numerical effort and possibility to capture the different
damage phenomena within a holistic model.

In the chapters 4, 5 and 6 mesoscale models to be used in the holistic tool were selected.
Each chapter describes the selection of models addressing individual components of the
entire bonded joint with its damage phenomena. This is accompanied in each case by an
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experimental determination of the material parameters needed, by a verification of the ap-
proaches and by a validation. In this way, mesoscale models for the intra- and interlaminar
behaviour of the composite adherends as well as for the adhesive were developed.

In Chapter 7, it could be shown, that the holistic approach established in this way, is
able to predict the stiffness, the strength as well as the failure modes of different bonded
specimens. It should be emphasised that it was also possible to predict different failure
modes without calibrating the model to the application.

With these results, it can be stated that mesoscale modelling can be used without direct
coupling of the individual model to predict strength and failure mode of bonded joints.
However, it could be shown that the interlaminar behaviour does not necessarily have to be
explicitly modelled. The three-dimensional failure criterion from Cuntze, in combination
with solid elements, also gives sufficiently accurate results without distinct interlaminar mod-
elling. Cuntze’s FMC takes interlaminar stresses into account, therefore also interlaminar
or out-of-plane failure is represented. Thus, explicit modelling of the interlaminar material
behaviour is not necessarily required and the hypothesis above could be modified in this way.

Working hypothesis II: The individual components of the holistic model, which have been
verified and validated with high accuracy at the individual level, also show high accuracy
for the entire composite bond in the holistic PDA approach.

When modelling at the mesoscale, there are different modelling approaches for both the
composite and the adhesive that can be incorporated into the holistic model. A number
of promising approaches were identified for each component. These individual model
components have been validated in the corresponding chapters 4, 5 and 6. In this process,
some favoured approaches were revealed, which were then used at the holistic level.

As a next step, in Chapter 7, the selected individual approaches were combined and used to
predict the mechanical behaviour of bonded SLS coupons for validation. With the different
approaches available at the individual level, several holistic models were derived.

In general, holistic models created from individual model components which performed
well at the individual level resulted in good accuracy at the holistic level. This verifies the
above working hypothesis.

However, it needs to be mentioned that this is not true for one case. The combination of
solid elements with cohesive surfaces as a composite modelling approach achieved similar
results in terms of stiffness and strength as the combination of cohesive surfaces with
continuum shell elements for OHT specimens. Nevertheless, the predicted delamination
areas are different. In contrast, when applied to SLS joints, the two approaches differed
strongly from each other, and the solid element-based modelling had to be considered
unsuitable for this usecase.

Working hypothesis II1: The application-specific selection of the different model compo-
nents in terms of accuracy, computational costs, and effort for parameter identification
results in a capable but pragmatic tool.

As already mentioned, there are different approaches for the individual components to
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be modelled. They differ in terms of accuracy but also with regard to effort for parameter
identification and computation costs during simulation. Working hypothesis I1II states that
a selection of these approaches for the holistic model, not only with accuracy but also with
efficiency in mind, results in a pragmatic but still capable tool.

At the individual level, for example, it could be shown that the FMC by Cuntze is at least
as accurate as Puck’s APSC but needs less simulation runtime.

At the holistic level, the combined model can be assembled in a way that results in a
considerably accurate model. On the one hand, the use of continuum shell elements in
combination with cohesive surfaces for the composite and the AACZ approach with the
exp.D.-P. yield criterion leads to a holistic model that can discretely capture delaminations
in the composite and hydrostatic, stress-state dependent plastic yielding of the adhesive. On
the other hand, it could be shown that modelling of plasticity is not absolutely necessary for
the thin film adhesive under consideration. The simple ACZ approach leads to sufficiently
good predictions, and as already mentioned, modelling based solely on solid elements may
also be sufficient for the composite adherends.

Furthermore, it could be shown that the holistic approach described first, referred to as
accurate model, gives additional and more accurate information, but needs significantly
more computation time. The second holistic model, referred to as fast approach, is still
reasonably accurate, but does not provide information regarding delamination areas and
plastic yielding of the adhesive. However, the adhesive must not be characterised for a
plasticity model, the generation of the simulation model is more straightforward, and the
computation times are significantly shorter.

Therefore, the latter holistic model is still capable but more pragmatic. Accordingly,
the Working hypothesis III can be considered proven. This leads to the main research
hypothesis:

Research hypothesis: A validated PDA approach taking into account all relevant occur-
ring damage phenomena combined with carefully determined mechanical parameters enables
the derivation of design guidelines for bonded joints in composite structures while reducing
experimental tests to an absolute minimum.

To show the implementation of the holistic PDA approach in the design process, the
fast approach developed in Chapter 7 is applied to the design of a bonded longitudinal
joint in an aircraft fuselage in Chapter 8. Using the holistic PDA approach, the necessary
positioning accuracy of the two fuselage half-shells to be bonded has been investigated.
For this purpose, a simplified simulation model using the plane strain state of the joint was
developed, which allows studying many different variants due to reasonable computation
times.

As shown in Chapter 2, not only the strength but also the failure behaviour is decisive
in the design of bonded joints. With the developed holistic approach, it could be shown
that all investigated configurations bear more than the required strength regardless of
the overlap lengths. However, it could also be revealed that above a certain positioning
inaccuracy and thus reduced overlap length, the failure mode changes from the desired
stock-break failure to an undesired cohesive failure. Furthermore, this change of failure
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mode is highly dependent on whether it is a simple overlap or a stepped joint.

With the information gained using the holistic PDA, a design or manufacturing guideline
can be established that takes this decisive failure mode change into account. To substantiate
this design guideline, only configurations near the point of failure mode change need to
be physically tested. Without the developed holistic PDA, the point at which the failure
mode changes, would first have to be found through an extensive physical test campaign.
In this way, a design guideline could be derived for the example application and physical
testing may be reduced to a minimum. This shows that the above working hypothesis
could be verified using the example of the longitudinal fuselage joint.

In summary, the question raised initially can be answered by stating that FEM-based
PDA can be used in a simulation-driven design and certification process for bonded joints in
composite aircraft structures to develop designs and reduce the physical testing to substanti-
ate them. Thus, the possibilities shown in this thesis can help to facilitate the application
of bonded joints in aircraft structures.

The holistic PDA approach developed and validated in this work provides an excellent
basis to extend it in the future in order to answer further questions in the context of bonded
joint design. Nevertheless, it should be noted that there are still many requirements to be
met by M&S in the context of certification for implementation in industry, cf. Chapter 2.
This leads to the outlook of the work.

Outlook

The outlook is divided into two parts. First, open questions are mentioned that could not
be conclusively clarified within the scope of this work:

1. For explicit modelling of delaminations by CZM, the results depend on the type of
intralaminar modelling, i.e. whether continuum shell or volume elements are used.
This is investigated in some detail in Section 5.6.2. Using the example of an OHT
test specimen, it could be shown that the delamination areas differ depending on
the intralaminar modelling. However, the comparison with the ultrasonic data from
the test is not as conclusive as to allow a quantitative assessment. Hence, further
investigations, for example with different specimen types and improved ultrasonic
testing technology, are needed to provide a conclusive explanation for the different
behaviour.

2. In the characterisation tests for the interlaminar behaviour, cf. Subchapter 5.5, it was
found that the delamination behaviour depends on the ply orientation adjacent to
the interface. When applying the interface-orientation-dependent values determined
in this work to OHT test specimens, no clear trend towards more accurate results
could be established. This needs to be further investigated using more OHT variants
and additional specimen types.
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3. Additional characterisation tests for the considered film adhesive under tensile and
combined tensile-shear loading should be carried out and accompanied with DIC
measurements, as strain data are needed for verification of the adhesive modelling as
well as for calibration of the mode I cERR for the AACZ approach. In this work, cf.
Section 6.6.2, the information required from these tests is taken from literature with
limited measurement data scope.

4. The mixed-mode characterisation of the adhesive in Section 6.8.4 should be investi-
gated and repeated if necessary. Unlike the interlaminar MMB tests, the MMB tests
for adhesive characterisation could not be successfully simulated with the derived
values. With the test standard beeing based on linear elastic fracture mechanics, this
may be attributed to the ductile behaviour of the adhesive compared to the more
brittle behaviour of the composite material. In this context, it would be beneficial to
compare the application of the test and evaluation methods as well as the results
of the fracture mechanical characterisation for the two applications, adhesive and
interlaminar characterisation, in more detail.

Second, to give an outlook for future applications for which the developed holistic PDA
approach represents the necessary basis, a number of features to be implemented in sub-
sequent studies is mentioned below. These additional features are also illustrated in Fig. 9.1.

1. In this work, a direct coupling of the various mesoscale models was omitted and fairly
accurate results were achieved with this simplification. Nevertheless, it should be
checked in the future whether an information exchange between the models through
direct coupling significantly improves the accuracy.

2. The possibility to include multifunctional elements in the joint, such as a hybrid
bondline or surface toughening, for disbond arresting [26], strength improvement [34]
or sensing [301] should be implemented. As explained in Section 2.1.4 such features,
especially DAF's, are necessary for certification of primary bonded joints.

3. To use the holistic PDA approach to design for damage tolerance, the possibility of
importing pre-damages from impact and fatigue simulations or experiments should
be provided in order to be able to assess the residual strength of the damaged
joint. In addition, an assessment of strength with a pre-defined maximum disbond is
necessary for certification and can also be performed using the holsitic PDA approach.

4. The approach in the present work can be used to investigate the influence of advanced
laminate designs, like the double-double concept from Tsai [302], on the strength and
failure behaviour of the bonded joint.



226 Chapter 9 Conclusions and outlook

5. Further adhesives should be characterised for the method to be able to investigate
structures with other adhesive materials using the holistic approach. In particular,
paste adhesives with thicker adhesive layers could lead to a more pronounced advan-
tage of the AACZ approach.

6. To pave the way for more M&S in certification, as outlined in Section 2.1.3, there are
still some points to be addressed. In addition to an extensive validation, UQ should
be carried out for the determined material parameters and the results achieved using
the PDA approach. Furthermore, processes that ensure the credibility of the PDA
simulations have to be implemented.

Figure 9.1: Graphical overview of future enhancements and applications
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