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Abstract

In solar tower power plants, aim point optimization is suitable to find aim point distributions resulting in intercept powers close to the theoretical maximum. However, the application in real time operation often faces the problem of long optimization duration. To counteract this issue, the convergence of an existing strategy, the ant colony optimization meta-heuristic, is enhanced. The raytracing is already replaced by pre-calculated flux maps of the individual heliostats in previous works to increase the optimization speed. In this work, the optimization is merged with a grouping strategy and implemented on a GPU to achieve further time reductions. Here, a k-means clustering algorithm performs the heliostats grouping. The use of groups reduces the solution space for the optimizer and additionally the amount of pre-calculated flux maps, so that the data fits in the global memory of the GPU. Over 100 billion flux values can be evaluated per second using this adapted approach. In this way, the algorithm finds suitable aim point distributions within a few seconds up to a minute. The achieved intercepts are 1% to 4% higher then those found by Vant-Hull aiming for the evaluated central receiver reference power plant. Moreover, the approach has proved its applicability in clouded environments that lead to spatially fluctuating solar radiation. There, a spillage reduction compared to Vant-Hull aiming of 35% is reached.
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1. Introduction

Solar tower power systems have to reach higher efficiencies and need to overcome durability issues to be competitive for energy generation. The highest efficiency is usually reached, when all heliostats of a solar tower power plant aim at the receiver’s center. However, the receiver as one of the critical components of the system is then exposed to high peak fluxes leading to material corrosion and thermal stresses (Sánchez-González et al., 2020). Hence, well suited aiming strategies are necessary to observe temperature and stress limits and to operate at high efficiencies simultaneously (Maldonado et al., 2018). These strategies are especially challenged by high variability in the solar radiation. In particular, cloud passages complicate the safe operation, as transient incident flux distributions on the receiver increase the thermal stresses (Chu and Coimbra, 2017; García et al., 2018). Early approaches like Vant-Hull aiming (Vant-Hull, 2002) coupled with a dynamic aim point processing system applied at the Solar Two plant (Lipps and Vant-Hull, 1978) observe flux constraints during operation at varying environmental conditions. According to Vant-Hull (2002), the aim points are spread vertically from the edges of a cylindrical receiver dependent on the heliostats’ beam radii multiplied by a factor $k$. Moreover, the dynamic aim point processing system of Solar Two identifies flux densities exceeding the allowable flux density. It determines the heliostats causing the highest flux at this location and removes them from tracking. Finally, their fluxes are subtracted from the measured flux until it complies with the constraints to protect the receiver (Lipps and Vant-Hull, 1978). This approach is suited for the control of solar tower power plants as it is safe, but it does not optimize the intercept or receiver power.

On the one hand, Collado and Guallar (2019) extended the Vant-Hull (2002) strategy by introducing an additional factor $k_3$ for the heliostats located further away from the tower. Selecting $k_3 \geq k$ smooths the flux profile, which usually exhibits two peaks. Thus, the maximal flux density is reduced and simultaneously the efficiency increases slightly. On the other hand, Astolfi et al. (2017) as well as Sánchez-González et al. (2018) also expanded the Vant-Hull (2002) strategy by segmenting the field in azimuthal sectors. For each sector, an individual factor $k$ is determined leading to lower spillage. Moreover, Sánchez-González et al. (2017) added an receiver model that calculates the Allowable Flux Density (AFD) based on thermal stresses and corrosion limits. This strategy finds solutions that observe the AFD within 2 min for a Gemasolar like plant. For the same plant model, García et al. (2017) merged both extensions of the Vant-Hull (2002) strategy as they divided the field in 18 azimuthal sections, each with three groups.
Further, they applied a multi-input multi-output (MIMO) closed control loop based on Proportional Integral Derivative (PID) controllers. Subsequently, García et al. (2018) analyzes the dynamic performance of the method under transient conditions caused by clouds. In this case, the control of the MIMO system is supported by a Model Predictive Control (MPC) technique, called Dynamic Matrix Control (DMC). For this method, Soo Too et al. (2019) especially concerns the arising material corrosion and thermal stresses.

Transient conditions were also studied by Ashley et al. (2017) as they solved the knapsack problem of assigning heliostats to aim points by Binary Integer Linear Programming (BILP) in a time of 30 s using the PS10 as reference power plant. On this basis, Richter et al. (2019) developed a robust Mixed Integer Linear Programming (MILP) aimed at reducing the solution space and increase in consequence the convergence rate. Moreover, it downsizes the amount of data, which in turn allows to shift the data into the device memory of a Graphics Processing Unit (GPU). As Izogyon et al. (2011) demonstrated by implementing a raytracer on a GPU first, significant speed ups are achieved. Thus, GPU based raytracing was especially used for heliostat field layout design (Zhou and Zhao, 2014; Gebreiter et al., 2019). Moreover, analytical models based on elliptical Gaussian distributions became GPU-based (He et al., 2017, 2019). Due to the promised speed up, this work focuses on implementing an optimizer for heliostat-aim-point-assignment in solar tower power plants on a GPU. The ACO is especially suited as it offers a great parallelization potential. Besides, an adaption of the Vant-Hull (2002) strategy is applied as initial solution to increase robustness and reproducibility of the ACO. Finally, some test under realistic cloud conditions show the applicability of the method in reality.

### 2. Methods

This section introduces the ACO first. Afterwards, the pre-calculated flux maps are described before the grouping techniques to react on changes in the sun position as well as on cloud passages.

In this literature review, two main drawbacks are noticeable:

- Solutions based on meta-heuristics or MILP are computationally expensive. Hence, the computational time is often too long for the application in dynamic environments with highly fluctuating solar radiation. Especially, if the plant size increases further e.g. more heliostats and more aim points, most of the algorithms reach their limits.
- Solutions based on parameter-based aiming show significantly higher spillage. Even though, the losses are reduced by multi-parameter strategies, most of the strategies are prone to cloud passages in particular.

The downside of ACO (Belhomme et al., 2013) is clearly the first point e.g. the long optimization time. However, high intercepts are achieved according to Flesch et al. (2017). Hence, this work focuses on reducing considerably the running time of the ACO, while preserving the advantage of high intercepts.

The ACO is already based on pre-calculated flux maps as it clearly reduces the optimization time compared to raytracing. In this paper, the ACO is coupled with a grouping strategy to reduce the solution space and increase in consequence the convergence rate further. Moreover, it downsizes the amount of data, which in turn allows to shift the data into the device memory of a Graphics Processing Unit (GPU). As Izogyon et al. (2011) demonstrated by implementing a raytracer on a GPU first, significant speed ups are achieved. Thus, GPU based raytracing was especially used for heliostat field layout design (Zhou and Zhao, 2014; Gebreiter et al., 2019). Moreover, analytical models based on elliptical Gaussian distributions became GPU-based (He et al., 2017, 2019). Due to the promised speed up, this work focuses on implementing an optimizer for heliostat-aim-point-assignment in solar tower power plants on a GPU. The ACO is especially suited as it offers a great parallelization potential. Besides, an adaption of the Vant-Hull (2002) strategy is applied as initial solution to increase robustness and reproducibility of the ACO. Finally, some test under realistic cloud conditions show the applicability of the method in reality.

### 2.1. Ant-colony optimization meta-heuristic

The ACO is a multi-agent method inspired by the pheromone-based communication of ants during foraging. In nature, ants randomly walk around until they find food. On the way back to their colony, they emit pheromones. If other ants discover this pheromone path, they are more likely to stay on this path and they will enhance the pheromone concentration, if they find food once again. Moreover, the pheromones evaporate with time. Hence, the concentration rises on highly frequented paths, but also on shorter paths as less ants are necessary to create the same pheromone concentration since they walk denser. In the analogy, the evaporation prevents the algorithm to converge to local optima. According to Belhomme et al. (2013), the probability $p_{ij}$ of an ant following path $i$ to $j$ is calculated as defined in
It is based on the local pheromone concentration $\tau_{ij}$, the attractiveness $\eta_{ij}$ and the parameter $\beta$. Here, $\beta$ states the relevance of attractiveness to pheromone concentration and $N$ the number of reachable destinations from $i$.

During optimization several ants are used in parallel to form an ant generation. The paths $ij$ of each ant or rather the combination of heliostat-aim-point-combinations represents one constellation, where each heliostat points to a certain aim point. The pheromone concentrations are stored in a pheromone matrix, which operates as a collective memory that is regularly updated during optimization. Similarly, the attractiveness e.g. the intercept factor of a heliostat assigned to an aim point is stored in an attractiveness matrix.

During optimization several ants are used in parallel to form an ant generation. The paths $ij$ of each ant or rather the combination of heliostat-aim-point-combinations is determined based on the probability and a random factor, set by a Monte-Carlo-Method, that differs for each ant. Finally, each combination of heliostat-aim-point-combinations is evaluated and the best one is selected to form the subsequent ant generation.

2.2. Pre-calculated flux maps

An advantage of the ACO is that the number of heliostats and aim points, which are usually defined on the receiver’s surface in advance, is finite. Thus, the ray tracing can be performed prior to the optimization for each heliostat-aim-point-combination. The emerging flux on the receiver’s surface when assigning a single heliostat to a single aim point is in the following referred to as flux map. The flux distribution is different for each sun angle, heliostat and aim point. Additionally, the flux differs according to the Direct Normal Irradiance (DNI) onto the heliostat. However, the flux distribution remains constant and is just scaled by the DNI as a factor.

The raytracer STRAL can calculate 10 million rays per CPU core per second. Assuming a large plant with 1 million square meter heliostat surface, an accuracy of 600 rays per square meter and 400 aim points, the pre-calulation of one sun angle would require 40 min on 10 cores.

Even though the number of possible sun angles is infinite, the sun angle chart 1 shows that only sun angles between winter and summer solstice are relevant. With a grid of 2° lattice spacing in azimuth and elevation direction roughly 1830 sun angles are necessary for southern Spain requiring 50 days of computational time. This grid size leads to errors below 1%. However, interpolation gives sufficiently accurate results even with a sparser grid.

The algorithm can use these pre-calculated flux maps and only has to superpose them during optimization.

This significantly reduces the computation time. The attractiveness e.g. the intercept of a heliostat-aim-point-combination is constant for one sun angle. Hence, it is also part of the pre-calculation. Belhomme et al. (2013) states that compared to ray tracing the computational time is reduced by a factor of $10^2 - 10^4$ depending on the complexity of the receiver model as well as the resolution of the flux on the receiver surface. At the same time, a slight accuracy loss emerges due to errors in shading and blocking calculation as the neighboring heliostats are assigned to a central aim point during pre-calculation instead of the actual one. However, if the field becomes larger, this error is negligible.

The main drawback of the ACO of Belhomme et al. (2013) was the long optimization duration leading to good optimization results only in periodic intervals of roughly one hour. This impedes the application in real plants under highly fluctuating conditions of reality like cloud shading. Thus, the interval for optimization results has to be considerably reduced. The use of pre-calculated flux maps for the optimization is already a good approach as it reduced significantly the optimization duration. Hence, they are also used in this work and generated by means of the ray tracing software STRAL for various sun angles to cover the application at different times of the day.

2.3. Grouping

For the optimization in the GPU, all pre-calculated flux maps of one sun angle have to fit in the global memory of the GPU. However, 40 GB would be required to store the pre-calculated flux maps as 4-byte float values assuming a large field with 10.000 heliostats and 400 aim points and 50x50 receiver bins. Hence, the amount of data needs to be reduced, which can be achieved by grouping. For example, grouping the heliostats in 500 representative groups would already result in only 2 GB that have to fit in the GPU memory.

In this work, the grouping is performed by means of the

Footnote 1: STRAL is a ray tracing software tool developed at the German Aerospace Center (Belhomme et al., 2009).
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Another advantage of the clustering is that the pos-
group. Another constellation is determined, the pre-calculated flux maps
are superposed and stored in an overall flux map for each group.

After the clustering, it decreases to the number of aim points to the power of the number of groups $n_G$:

$$|S| = n_A^{n_G}. \quad (3)$$

In this way, the optimizer finds better solutions in less optimization steps. Indeed, the theoretical maximum is
also reduced due to the restricted solution space. Though, this drawback is acceptable for an adequate number of groups.

2.4. GPU implementation

Initially, the purpose of Graphics Processing Units
(GPUs) was the acceleration of computer graphics and vi-
sion related tasks. By now, great computing performance
has been identified in other fields and with CUDA from
NVIDIA (NVIDIA Corporation, 2019) and OpenCL, the
GPU programmability has been significantly improved.

In this way, the domain General-Purpose computation on
GPU (GPGPU) emerged (Liu, 2018).

A typical CUDA program comprises kernel code, executed
by the GPU device, and host code, executed by the CPU.
A kernel consists of thousands of threads, which are or-
ganized in thread blocks. The kernel in turn is a grid of
thread blocks. On NVIDIA hardware, groups of 32 threads
within a thread block are scheduled as a unit and called
warps (NVIDIA Corporation, 2019). When a kernel is
called, the thread blocks are arranged to Streaming Multi-
processors (SM). Each SM has its own shared memory and
L1 data cache. In parallel algorithms, the threads often
need to share data. Therefore, the syncthreads-function
allows to synchronize all threads of a thread block. The
synchronization between threads of different thread blocks
is not possible within the kernel. Thus, the different thread
blocks can run parallel without waiting for the others to
finish (Liu, 2018).

The ACO has to achieve good convergence in short opt-
imization time to be applicable in reality. Hence, the
ACO is implemented on the GPU as significantly higher
throughput than on the CPU is promised. Due to the high
degree of parallelization, the ACO is well suited. The flow
chart, figure 3, sketches the workflow of the GPU implement-
ment.

Initially, the pre-calculation maps for the current sun an-

![Figure 2: 6482 heliostats of a reference power plant are clustered exemplary in 50 groups by the k-means clustering algorithm. Each group is highlighted by a different color.](image)

![Figure 3: Flow chart illustrating the optimization workflow implemented on the GPU.](image)
Subsequently, the ant colony optimization can start. The combination of group-aim-point-combinations for each ant is computed similarly to the model of Belhomme et al. (2013). The pseudorandom number generator for cuda applications Curand replaces the Monte-Carlo-Method to create slightly different combinations of group-aim-point-combinations for each ant of one generation. The superposition of the pre-calculated flux maps is the time-sensitive step. Per computed combination of group-aim-point-combinations, the flux maps of all groups are added to the final flux map. This means one addition per group, per ant and per receiver bin. Especially, the autonomous ants of each generation and the individual bins can be computed simultaneously and thus, provide a great potential for the parallelization in a GPU.

A memory instruction for global GPU memory requires 400-600 clock cycles. Consequently, the bottleneck of the GPU implementation of the ACO is the access of global memory and not the number of Floating Point Operations Per Second (FLOPS). Thus, the usage of shared memory, which requires only 2 clock cycles, is indispensable. (Prisacariu et al., 2009). However, shared memory has not the size to store all pre-calculation maps. Hence, it is used to store the total flux map, on which each individual flux maps is added as well as a quality value for each thread. Hence, only the pre-calculation data is in global memory, but the receiver model is in shared memory. This allows the receiver model to be more complex without increasing the computational time.

Moreover, the speed of global memory access can be maximized by accessing it coalesced. Coalesced means that the 32 threads in a warp access consecutive 4-byte memory locations. This is the most efficient case as L1 cache always fetches 128-byte cache line even when only one 4-byte value is required. Thus, per memory instruction, which costs 400-600 clock cycles, 32 4-byte values can be maximally loaded (Liu, 2018).

In the superposition kernel, an individual thread is created for each bin of the receiver surface. The thread sums up the fluxes of all groups in this bin. The fluxes of one flux map are stored in consecutive memory. Moreover, the threads of one thread block deal with neighboring bins. Thus, the 128-byte sequence and full coalescence is achieved, which maximizes the speed of the memory access. As the memory access is the bottleneck of the kernel, it also maximizes the speed of the kernel itself. Finally, the find best ant kernel is called that evaluates the quality values determined by each parallelized ant and returns the best one. If the best ant is better than the current solution, it is applied as initial solution for the next loop e.g. the next ant generation is generated based on this ant.

\begin{equation}
    k_r = k + \epsilon \cdot r.
\end{equation}

This adaption results in two determinable factors \( k \) and \( \epsilon \) for a good initial guess. The additional factor supports the Vant-Hull strategy by providing further flexibility. In the following, this strategy is referred to as Flesch-Vant-Hull strategy.

To apply the Flesch-Vant-Hull strategy as initial guess for the ACO two adaptions are required. First, the ACO allows only specific aim points and has the condition that all heliostats of one group have to aim towards the same aim point. Hence, the mean aim point for all heliostats in a group is computed. Second, determining the flux distribution by raytracing always requires some seconds. Hence, the computational time is reduced by using the already pre-calculated flux maps. Therefore, the previously defined aim point grid is used and for each group, the closest existing aim point is selected. When referring to these strategies in this work, the word grouped is added. This results in the respective names grouped Vant-Hull strategy and grouped Flesch-Vant-Hull strategy.

Finally, the ACO is applied in dynamic environments, which are exposed to cloud passages. All Sky Imager (ASI) based nowcasting systems can determine and predict the local DNI (Nouri et al., 2018, 2019, 2020; Schroedter-Homscheidt et al., 2018). This DNI information can be mapped onto the individual heliostats or groups of heliostats. Prior to each optimization call, the pre-calculation results can be scaled by this DNI information before they are loaded into the GPU memory.

\section{Results}

In this section, the reference power plant used for the evaluation is introduced first. Subsequently, the speed of the GPU implementation is evaluated before a group study is performed. Then, the grouped Flesch-Vant-Hull algorithm is tested before it is used in the ACO. Finally, the ACO is compared to the Vant-Hull algorithm both for an even DNI situation as well as for a clouded case.

\subsection{Reference power plant}

The methods that improve the convergence rate of the ACO are tested at a reference power plant with a designed thermal power of 450 MW that is also used by Flesch et al.
This is accomplished by figure 5 as it shows the intercept over optimization duration for various group numbers. Here, 800 kW m$^{-2}$ is used as AFD as the results differ stronger for lower AFDs and valid solutions are harder to find.

On the one hand, low group numbers lead to strong convergence in the first seconds. Thus, the results are initially ordered contrary to the group size. On the other hand, higher group numbers result in greater intercepts if optimizing longer. 350 groups even reach an intercept beyond 0.948 in less than two minutes. The figure also exhibits that a group number of 450 is too large as the curve converges significantly slower, so that no better solution is found in an acceptable time frame. Moreover, lower group numbers lead to better results, if the AFD restrictions are less challenging, whereas higher group numbers find better results for stronger restrictions.

3.4. Vant-Hull results

Before evaluating the ACO algorithm, the results of the Vant-Hull strategy are presented as it will be used as reference for the ACO in the following. Figure 6 shows the maximal flux density of the Flesch-Vant-Hull strategy with respect to the applied factors $k$ and $\epsilon$. According to equation 4, the curve for $\epsilon = 0$ represents the original Vant-Hull strategy. Furthermore, the color gradient illustrates the intercept. The figure demonstrates that raising $k$ and $\epsilon$ results in enhanced intercepts, but also in higher maximal flux densities.

Moreover, a valley is formed in the curve of the maximal flux density. The bottom of the valley is highlighted by the black dashed line. It starts at $k = 2.6$ for the original Vant-Hull strategy with a maximal flux density of 771 kW m$^{-2}$ and decreases further to $k = 0$ and $\epsilon = 4$ with 659 kW m$^{-2}$. Simultaneously, the intercept decreases from 0.91 to 0.85.

Additionally, the black dotted line describes a curve with constant maximal flux density of 771 kW m$^{-2}$. Initially, the intercept remains also constant, but for $\epsilon \geq 3$ a slight
b) 200 groups.

Figure 7: The maximal flux density and the intercept of the grouped Flesch-Vant-Hull strategy are shown for two different group numbers.

As soon as, the grouped Flesch-Vant-Hull strategy is applied as initial solution for the ACO, the groups and the fixed grid of aim points are used. Thus, the pre-calculated flux maps can be applied and many $k - \epsilon - combinations$ can be tested in less than a second. As a result of the limited flexibility, the curves obtain a more ruffled shape as pictured in 7. However, the general shape remains unchanged, but is shifted towards higher maximal flux densities, when lowering the number of groups. Likewise, the minima increase significantly to 794 kW m$^{-2}$ and 880 kW m$^{-2}$ for 500 and 200 groups as outlined in figure 7a and 7b.

3.5. ACO evaluation

For a comparison, the Vant-Hull (2002) strategy is applied as this basic approach for cylindrical receivers is already introduced in this paper. Figure 8 presents the flux density distributions for an AFD of 800 kW m$^{-2}$ for both strategies, the ACO and the Vant-Hull strategy. The intercept of the Vant-Hull solution is 93.2 %, whereas the one of the ACO is 94.5 %. This results in a performance enhancement of 1.4 % and a spillage reduction of 19 %.

The solution of the Vant-Hull strategy exhibits the typical two peak regions, one on the upper receiver half and one on the lower half, as pictured in figure 8a. Noticeable is the poor focus around bin 30 since only flux densities of maximal 470 kW m$^{-2}$ are achieved. Consequently, the Vant-Hull strategy reaches lower intercepts than possible. The flux density distribution of the ACO has a better focus as illustrated in figure 8b. Here, 200 groups are used due to its strong convergence in the first seconds despite higher group numbers result in slightly better results according to section 3.3. As recognizable in the figure, the maximal flux density slightly exceeds the AFD in 7 of 1500 bins due to soft constraints in the optimizer. There, overshoots of the flux density are penalized by a factor and not strictly forbidden to support the convergence.

Figure 9 presents the convergence of the ACO for 200 groups. There, the intercept is plotted over time for AFDs between 500 kW m$^{-2}$ to 1100 kW m$^{-2}$.

As initial solution a combination of group-aim-point-combinations found by the grouped Flesch-Vant-Hull strategy is applied. This solution is found within a second as the pre-calculated flux maps are used. The grouped Flesch-Vant-Hull strategy does not find valid solutions with AFDs below 880 kW m$^{-2}$ as shown in figure 7b. However, even for stricter requirements regarding the AFD, this combination of group-aim-point-combinations is still a good first guess and the ACO is able to converge from there.

For the reference power plant, the ACO finds solutions starting with an AFD of 500 kW m$^{-2}$ when using the result of the grouped Flesch-Vant-Hull strategy as initial solution. If only the result of the grouped Vant-Hull strategy is used as initial solution, results are found starting with an AFD of 650 kW m$^{-2}$.

Moreover, the best solutions of the original Vant-Hull strategy for the reference power plant are outlined by dashed horizontal lines in figure 9b. As for 700 kW m$^{-2}$
by the ASI based nowcasting system described by Nouri et al. (2020). Here, a prediction with one minute lead time of the 19th of September 2015 at 13:00 h is used as an example. The shaded field is pictured in figure 10. The DNI of the heliostats in the southern part of the field is significantly reduced, due to a predicted cloud in this area. Here, the maximal DNI is only 882 W m\(^{-2}\) instead of 1000 W m\(^{-2}\) used previously. Likewise, the AFD is reduced to 700 kW m\(^{-2}\) for the following evaluation.

For the partially shaded heliostat field, Vant-Hull strat-

gy and ACO lead to flux density distributions that are presented in figure 10. The circumferential bin 0 accounts for the south side of the receiver and the vertical bin 0 for the lower receiver edge.

For this uneven distribution, the factor \(k\) of the Vant-Hull strategy is limited by the flux irradiating from the southeast part of the field. There, 700 kW m\(^{-2}\) are reached as shown in figure 11a around the circumferential bins ten to fifteen. All other parts of the receiver do not reach this AFD. Thus, the intercept is lower than possible and consequently, more energy than necessary is lost due to spillage. The ACO results in a flux density distribution visualized in figure 11b. Here, the flux density distribution is a bit bulkier around the circumferential bins eight to twelve. However, in all parts of the receiver still the 700 kW m\(^{-2}\) and a good focus around the receiver’s equator are achieved. This results in an intercept improvement of 1.9\% compared to the Vant-Hull solution. The intercept of the ACO solution is 0.967, whereas the result of the Vant-Hull strategy reaches an intercept of 0.949. Consequently, the spillage is reduced by 35\%.

4. Discussion

The main aim of this study was the reduction of the optimization time required by the ACO, while preserving
5. Conclusion

In this paper, the ACO is adopted by a grouping strategy and supported by starting from a good initial solution found by a modified Vant-Hull strategy, which was already used by Flesch et al. (2017). Moreover, the ACO is implemented in CUDA. Thus, the optimization can be performed on a GPU. As a result, the optimization duration is significantly reduced. Within a few seconds up to a minute, the AFD interception clearly the intercept of the Vant-Hull strategy is achieved. At least, 1% to 2% greater intercepts or rather 19% to 28% less spillage are achieved for the reference power plant for all tested AFDs. Moreover, solutions are achieved even when the Vant-Hull strategy is not applicable anymore due to too strict constraints regarding the AFD.

In future, a control approach will be developed that is able to handle further measurement data like temperature and flux density distributions on the receivers' surface. Using this feedback, the errors between simulation and reality should be reduced, which cannot be modeled by raytracing and consequently, cannot be represented within the ACO. In addition, the time gap during optimization should be filled by this control approach as the optimization still requires several seconds up to a minute for greater plants. Furthermore, an aim point management system should be developed that is able to handle uneven DNI distributions since the spillage reduction in comparison to the parameter-based technique rises clearly compared to the even DNI distribution.

In general, the ACO solves the problem for any distribution of allowable flux density and is usable for receivers of any form. Hence, all kinds of thermal receiver models or even chemical reactor models for e.g. the production of hydrogen could be connected. Besides, the k-means clustering technique that is applicable to any kind of heliostat field proved its applicability in this study.

Figure 11: The flux density distribution of the results of the Vant-Hull strategy and the ACO are pictured for a desired AFD of 700 kW m\(^{-2}\). The results are based on the DNI information illustrated in figure 10.
that will include the ACO and the control approach should be tested in the solar tower power plant in Jülich.
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