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Abstract—The bistatic interferometric coherence is affected by
different sources of error, among which volume decorrelation,
which quantifies the amount of noise caused by volume scat-
tering mechanisms. This represents a key quantity not only for
the performance assessment of interferometric synthetic aperture
radar (SAR) products, but also for a large variety of scientific
applications, ranging from land cover classification to physical
parameters estimation, such as ice structure, forest height, and
biomass retrieval. The magnitude of volume decorrelation can
be derived from the total interferometric coherence by properly
compensating for all other decorrelation sources. Considering that
temporal decorrelation can be neglected for a bistatic system such
as TanDEM-X, the remaining decorrelation components can be
estimated from the SAR scene characteristics and the system pa-
rameters. In the scientific community, it is a common practice to
approximate the volume decorrelation with the coherence or to
compute it by compensating for the signal-to-noise ratio (SNR)
decorrelation only, which typically represents the predominant
decorrelation component. The aim of this work is to assess the
impact of different decorrelation sources in detail and to provide
the readers with a practical procedure for a precise computation
of the volume decorrelation from TanDEM-X bistatic data. In
particular, we concentrate on the two most relevant decorrelation
components: the SNR and the quantization components. Regard-
ing the former, we estimate the noise equivalent sigma naught
directly from real SAR data and we provide the users with a set
of polynomial coefficients for the retrieval of the system noise
floor for each operational TanDEM-X StripMap beam used for
the generation of the global digital elevation model. These values
are then combined with the backscatter for the retrieval of the
scene-based SNR and of the corresponding decorrelation. Con-
cerning the latter, we analyze its dependence on the backscatter
local statistics and quantization rate and we provide the reader
with a set of empirical lookup tables for quantifying its impact
on the coherence. Finally, we provide reasonable assumptions for
all other remaining decorrelation sources, discussing two appli-
cation scenarios in the fields of forest mapping and forest height
estimation, which demonstrate the added value of the proposed
methodology.

Index Terms—Bistatic coherence, SAR interferometry, synthetic
aperture radar (SAR), TanDEM-X, volume decorrelation.
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I. INTRODUCTION

HE total interferometric coherence ~r.. represents the key

quantity for assessing the quality of a synthetic aperture
radar (SAR) interferogram [1], [2]. Itis defined as the normalized
cross-correlation coefficient between the interferometric image
pair as
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where E[] represents the statistical expectation, * the complex
conjugate operator, and | - | the absolute value. u; and us identify
the master and slave images, respectively. «y, varies between 0
and 1 and itis typically estimated from real SAR data by applying
asliding boxcar window W centered around the considered pixel
of indices [z, j] as
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Please note that the hat symbol”will be utilized throughout this
article to identify decorrelation components that contribute to
the total estimated coherence 9, and that the indices [, j] will
be omitted for the sake of brevity.
We now consider the coherence factorization presented in [3]

and extended in [4], having

YTot = YAmb - VRg * YAz - VTemp - YQuant * YSNR * Yol ~ (3)

where the terms on the right-hand side are, hereby, called decor-
relation factors. They account for different error contributions
related to SAR ambiguities (yamp), coregistration errors in range
and baseline decorrelation (yrg), misregistration in azimuth and
relative shift of the Doppler spectra (ya,), temporal decorrelation
(YTemp)» quantization ("YqQuant), thermal noise (ysnr), and volume
decorrelation (yvor). The first three terms (Yamb, Yrg> and ya,)
are mainly related to the specific sensor parameters and acqui-
sition geometry [5], while Yremp, YQuant» Ysnr and v show
a dependence on the specific characteristics of the illuminated
scene on the ground, and consequently, on the kind of underlying
backscattering mechanism.

In particular, vyrmp identifies the coherence loss caused by
changes in the illuminated scene occurred between the two SAR
acquisitions forming the interferometric pair [6]. In the specific
case of bistatic InSAR data, such as TanDEM-X, Y1emp = 1since
both master and slave images are simultaneously acquired [4].
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Youant quantifies the decorrelation caused by quantization of
the raw data signal. Typically, quantization errors are nonlinear
and signal-dependent distortions. They are often approximated
as additive white Gaussian noise, but it has been demonstrated
that their impact is strongly influenced by backscatter local
statistics [7].

~vsnr depends on the signal-to-noise ratio S of both master
(Sm) and slave (Ss) acquisitions as [4]

1
YSNR = .
VA5 (1+ 551

The last decorrelation factor, vy, quantifies the coherence
loss in the presence of volumetric scattering. This phenomenon
occurs, e.g., when radar waves penetrate into forest canopies
or ice and snow-covered regions. The amount of penetration,
and therefore, of decorrelation depends on several factors such
as the radar frequency, the acquisition geometry, and the tar-
get characteristics. Regarding the bistatic acquisition geometric
parameters, o is closely related to the height of ambiguity
hamb, Which depends on the orthogonal baseline B, between
the master and slave sensors. For the bistatic case, it is defined
as

“)

A-r-siné
hamp = ——— 5
amb BL ()

being A the wavelength, r the slant range, and 6 the incidence
angle [8]. The volume decorrelation factor can finally be directly
derived from the interferometric coherence by inverting (3) as

PYTot ( 6)
YAmb * YRg * YAz * YTemp * YQuant * YSNR

YVol =

Yvol 18 clearly linked to the intrinsic structure of the illuminated
volumetric target and represents a valuable input for a large
variety of practical applications. For example, its approximation
through the interferometric coherence has been used for model-
based inversion of forest parameters, such as tree height [9]-[12]
and forest structure [13], [14], or for the estimation of the radar
penetration bias into volumetric targets [15].

Between 1995 and 2000, the ERS-1/2 mission [16] of the
European Space Agency provided repeat-pass InSAR data at
only one-day revisit-time, by utilizing two C-band satellites
(ERS-1 and ERS-2) flying on the same orbital plane. Since it
allowed for a significant reduction of temporal decorrelation
phenomena, this was for years the reference spaceborne mission
for the development of InSAR coherence-based applications,
related, e.g., to forest biomass retrieval [17] or to the estimation
of radar penetration into snow-covered regions [18] and snow
depth [19]. The first spaceborne bistatic images were acquired
in 2000 at C and X band by the Shuttle Radar Topography
Mission [20] and allowed for the computation of the bistatic
coherence at a fixed physical baseline of 60 m, corresponding to
the length of the mast between the main antenna (transmit and
receive), mounted on the NASA Space Shuttle, and the outboard
antenna (receive only) mounted at the extremity of the mast
itself.

Currently, the TanDEM-X mission is the only spaceborne
bistatic SAR mission, which operationally provides single-pass
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InSAR acquisitions at X band with variable baselines, polariza-
tions, and acquisition modes [4], [21]. It comprises two twin
satellites, namely TerraSAR-X (TSX) and TanDEM-X (TDX)
launched in 2007 and 2010, respectively, which fly in a close
orbit configuration. Throughout the entire mission duration,
the bistatic coherence has represented the key parameter for
monitoring the global interferometric performance and it has
been exhaustively investigated [22]-[24]. Since the TanDEM-X
coherence is unaffected by temporal decorrelation, it is, there-
fore, possible to isolate the volume decorrelation factor from
all other sources of coherence loss. In this scenario, many
scientific works have been developed and published thanks to
the available TanDEM-X bistatic datasets. For example, in the
field of biosphere-related applications, it is widely used for tree
height [25]-[32] and above-ground biomass estimation [33]-
[37]. It represents a useful input feature for the retrieval of
vegetation height in agricultural areas [38], [39] as well as for
crop type mapping [40]. Moreover, the added value of the bistatic
coherence has been demonstrated for extended land cover clas-
sification and forest mapping purposes as well [41]-[44]. Simi-
larly, in the field of cryosphere-related applications, TanDEM-X
bistatic datasets have been used for the estimation of the radar
penetration depth and for the classification of diagenetic snow
facies [45]-[438].

To our knowledge, most of the scientific works published in
the literature, which make use of the TanDEM-X volume decor-
relation factor, simply rely on the interferometric coherence or
compute Yy, by compensating for the 4sng component only, i.e.,
Avol = YTot/Ysnr (€.8., [25], [27], [31], and [32]). This is quite
a rough approximation, since other factors, and in particular,
AQuant» play a nonnegligible role, risking to significantly bias the
estimation of 4y, [7]. Moreover, the estimation of the system
noise floor for computing the signal-to-noise ratio in TanDEM-X
products needs some additional remarks as well, which are
detailed further on in this article. Out of all the previously men-
tioned works, we found that only the ones presented in [8], [40],
and [42]-[45] rely on an estimate of the volume decorrelation
factor 4vo, derived by compensating for all other decorrelation
terms under some practical assumptions, such as the utilization
of the theoretical system noise floor and a rough estimation of
’A}/Quanl-

In the following sections, we concentrate on the two most
relevant aspects for retrieving the estimate of the volume decor-
relation factor 4y, from the estimated coherence A, i.€., the
computation of 4snr and Aquant, and we provide practical proce-
dures for the use of operational TanDEM-X single-polarization
(HH) StripMap data. Particularly, in Section II, we concentrate
on the estimation of the noise equivalent sigma naught for all
considered beams through distributed target analyses on real
data. This parameter is required for the computation of the image
SNR, and subsequently, of Asnr. In Section III, we analyze the
impact of block-adaptive quantization (BAQ) [49], which is the
quantization scheme applied to TanDEM-X raw data, on the
coherence degradation depending on local backscatter statistics
and we derive and validate a series of lookup tables (LUTs)
for the estimation of 4quani. Section IV briefly reports on all
other decorrelation sources, while Section V presents the output
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product, discussing two possible application scenarios in the
fields of forest mapping and forest height estimation, which
aim at confirming the utility of the proposed method. Finally,
Section VI concludes this article.

II. SNR DECORRELATION FACTOR

The SNR decorrelation factor Asng is computed as in (4). The
ratio S is evaluated for the master (Syr) and slave (Sg) images,
separately, as

Bo0) — B"(9)
p(0)
being 3°(0) and 3" (0) the radar brightness and the noise
equivalent beta naught of either the master or the slave image,
respectively. We choose to express this ratio in terms of radar
brightness instead of backscattering coefficient in order to avoid
the practical calculation of the local incidence angle, as shown
in the following, which might introduce further uncertainties in
case of a limited knowledge of the underlying topography [50].

To evaluate (7), we consider the radar brightness 5°(6) of
either the master or the slave image, which is retrieved through
the absolute calibration of the focused data as

B°(6) = w ®)

being DN the recorded digital number and K the absolute
calibration constant.!

One should notice that the radar brightness 3°(6) and the
backscattering coefficient o (6) are directly related as [52]

a°(0)

sin 0,

S = 7

B(0) = ©)
where 6; is the local incidence angle, while 8 is the slant range-
dependent incidence angle of the image pixel, which shows a
monotonic increase from near to far range. The local incidence
angle is computed as §; = 0 — «, where « represents the terrain
local slope and it can be derived from an underlying DEM and
the satellite orbit position.

The system noise floor is typically evaluated in terms of noise
equivalent sigma naught o™ (6) by the scientific community. It
identifies the scattering coefficient for which the clutter-to-noise
ratio (CNR) is equal to one. Given its wide use, we decided to
keep this formulation for the estimation of the noise floor profiles
from real TanDEM-X data, in order to make them directly
comparable to noise profiles from the product annotation as well
as from the theoretical mission performance, but we then rely
on the noise equivalent beta naught for the computation of the
SNR as in (7). To this aim, we follow the same principle of (9)
so that 8™ (6) can be derived from o™ (0) as

a"(0)

sin 6,

B (0) = (10)

Tn order to avoid confusion, please consider that this is the theoretical
formulation of the SAR absolute calibration, while the specific TSX/TDX
calibration factor included in the product annotation has to be applied through
a multiplication operator [51].
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Fig. 1. Example of noise equivalent sigma naught estimation for the
tandem_al_080 beam using TerraSAR-X satellite data. (a) Exemplary backscat-
ter image and detected water surfaces, subdivided into neighbor segments in the
slant-range dimension (blue). (b) Measured minimum backscatter for all the
considered segments from the five acquisitions with lowest backscatter levels
(blue) and second-order polynomial fitting (orange).

where, in practice, it is reasonable to assume 6 ~ 6; since the
estimation of the noise equivalent sigma naught from real SAR
data is typically performed over flat areas leading to a = 0, as
explained in the following.

The noise equivalent sigma naught depends on the instrument
parameters and shows a slant-range, beam-dependent profile that
is inversely proportional to the shape of the antenna pattern. As
mentioned previously, it can be either theoretically computed
as in [4], retrieved from dedicated noise pulses or directly
estimated from focused data, by extracting the mean backscat-
tering coefficient of distributed targets characterized by low
reflectivity. This is the case, e.g., of calm water surfaces, where
a specular reflection of the radar wave occurs and a negligible
backscattered signal is recorded by the sensor. We utilize this last
approach to estimate the noise floor of all considered TanDEM-X
beams used for the generation of the global DEM, acquired in
single-polarization (HH) with 100-MHz range bandwidth. To do
so, we consider different test areas located in Brazil, where all
overlapping TanDEM-X beams are crossed in the slant-range
direction by the Amazon river. Fig. 1 shows an example of
o™ (0) estimation for the tandem_al_080 beam, corresponding
to an incidence angle interval between 45.2° and 47.2°. Here, the
measured 6™ (6) profile is evaluated by first dividing the o ()
backscatter image into adjacent sectors along the slant-range
dimension, and then, by selecting only those pixels classified
as water. In order to properly detect water surfaces, we applied
a watershed-based segmentation algorithm, as already done for
the generation of the global TanDEM-X water body layer [53],
[54]. The result is shown in Fig. 1(a). Then, we repeated the
procedure over at least 15 acquisitions (not necessarily acquired
over the same area on ground), and for each sector, we considered
the minimum recorded value of backscatter, in order to obtain
a reliable estimate of the system noise floor. Afterwards, a
second-order polynomial is fitted to such values of o°(6) (in
decibel unit), and the estimated noise equivalent sigma naught
6™ (0) is retrieved as

6"(0) =cy-0*+c1-0+co (11)
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TABLE I
SECOND-ORDER POLYNOMIAL FITTING COEFFICIENTS FOR THE COMPUTATION OF 6" (0) PROFILES AS IN (11) FOR ALL CONSIDERED TANDEM-X
SINGLE-POLARIZATION (HH) STRIPMAP BEAMS OF THE TERRASAR-X (TOP) AND TANDEM-X (BOTTOM) SATELLITES (WHERE, FOR THE SAKE OF BREVITY, THE
PREFIX TANDEM__ IS OMITTED FROM THE BEAM IDENTIFIER)

TerraSAR-X
Beam al_000 al_010 al_020 al_030 al_040 al_050 al_060 al_070 al_080 al_090
co 2.5029 2.4096 2.5404 2.8325 1.692 29125 2.2981 1.1263 1.5713 2.0185
1 -143.0223  -150.0801 -171.4327 -204.1159 -129.4081 -236.1618 -195.0404 -99.525 -144.9082  -191.973
Co 2018.9713 2313.0669 2867.2076  3652.619 2451.0182 4763.4114 4114.1361 2174.0878 3316.7479 4540.4044
Beam a2_005 a2_015 a2_025 a2_035 a2_045 a2_055 a2_065 a2_075 a2_085 a2_095
Co 1.9048 2.8891 2.5407 2.0786 2.1742 2.8553 1.7467 2.4929 2.491 1.5663
c1 -113.6816  -187.3507 -176.1178 -154.4814  -170.5357 -236.1952 -151.1212 -223.9492  -233.7805 -150.4794
co 16722722 3011.9486  3027.527 2846911  3320.6003 4860.9355 3245.5738 5006.4705 5461.1267 3592.1568
TanDEM-X
Beam al_000 al_010 al_020 al_030 al_040 al_050 al_060 al_070 al_080 al_090
Co 2.3448 2.3491 2.0412 2.8201 1.6822 2.9532 1.2598 2.8248 1.3674 1.5649
1 -134.1576  -146.4362 -138.1778 -203.0806  -129.2035 -239.4561 -107.1426 -250.1493 -125.9624  -148.885
co 1894.3855 2258.5491 2313.3569 3631.8774 2457.2604 4829.7854 22553207 5512.9854  2876.938  3517.3485
Beam a2_005 a2_015 a2_025 a2_035 a2_045 a2_055 a2_065 a2_075 a2_085 a2_095
co 2.0632 2.9575 2.6225 1.656 1.9947 3.1489 2.1367 2.4686 3.5245 1.4406
c1 -123.1558  -191.8098  -181.7323  -123.0632 -156.6188  -260.4474 -184.9317 -221.8082 -328.9897 -138.1868
Co 1813.7252 3084.8753 3123.6768 2263.5058 3051.1742 5361.6985 3978.3812 4958.6954 7653.7796 3291.2971

where 6 is expressed in degrees of arc and [co, ¢1, ¢2] are the
fitting coefficients. The result is presented in Fig. 1(b). Please
note that the fitting procedure is directly performed in decibel.

For the analysis, the incidence angle has been derived from
the satellite look angle with respect to the WGS84 Ellipsoid and
no local topography has been considered. This choice does not
bias the results since flat terrain regions only are considered, as
already commented for the computation of (10). Moreover, it is
worth mentioning that a second-order polynomial is sufficient
for a reliable fitting of the considered TanDEM-X beams, since
no specific tapering of the antenna pattern in range is applied.
The polynomial order might have to be increased otherwise,
in order to properly follow the shape of the antenna pattern in
the presence of multiple ripples, as in the case, e.g., of near-
range beams of the TerraSAR-X mission (from Strip_001 to
Strip_007).

In addition, one has to be aware that the noise equivalent
sigma naught measured from the distributed target analysis can
be biased by a noise contribution caused by the lossy quanti-
zation of the SAR raw data. The data-takes considered in this
investigation were all compressed using BAQ at a rate of 3
bits/sample, which is the compression rate selected for nominal
TanDEM-X acquisitions. In [7], it has been demonstrated that
the use of such a quantization setting implies a noise floor
increase of about 0.3 dB with respect to the BAQ-bypass case
for all TanDEM-X beams (i.e., raw data are compressed using
8-bits analog-digital-converter (ADC), for which, in turn, the
increase of noise can be reasonably neglected). According to
these findings, we compensated for this effect by consistently
subtracting 0.3 dB from the measured noise equivalent sigma
naught profiles (i.e., from the ¢( coefficient).

Overall, we considered all 20 TanDEM-X single-polarization
StripMap operational beams used for the generation

of the global DEM. These beams are identified as:
[tandem_al_000,...,tandem_al_090] for the overlapping
acquisitions of the first global coverage (from near to far
range) and [tandem_a2_005,...,tandem_a2_095] for the
second one [55]. These two sets of beams were designed to
be mutually displaced of about half beam width, in order to
keep a homogeneous performance in the final DEM after the
combination of multiple overlapping acquisitions.

We derived the fitting coefficients for the TSX and TDX satel-
lites, separately, as presented in Table I. The estimated 6" (6) are
depicted in Fig. 2, together with the corresponding theoretical
noise profiles (dashed black curves) and the averaged noise
profiles, derived from the annotated noise fitting coefficients
(dashed blue curves) for all considered acquisitions.

The theoretical noise profiles i, (¢) are derived as [4]

Tiheo (V)

4w 3w sing - k-T- By F- Ly Ly - Ly, (12)
- Pry -Gy - Gry - A3 ¢ -1 - PRF

where v is the satellite velocity, & is the Boltzmann constant, 7" is
the receiver temperature, By, is the bandwidth of the radar pulse,
F is the noise figure, Ly, denotes the system losses, L, denotes
the atmospheric losses, Pry is the transmit power, Gty and Grx
are the gains of the transmit and receive antennas, respectively, ¢
is the velocity of light, 7, is the chirp pulse duration, and PRF
is the pulse repetition frequency. For the practical evaluation of
Ofreo(0), we utilized theoretical values and antenna patterns as
defined during the mission design phase [4].

Regarding the noise profiles o, (0) derived from the
TanDEM-X product annotation, a set of polynomial coefficients
is estimated from receive-only data, which is directly converted
to noise power within the processing chain by the operational
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TanDEM-X
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[dB]

27 31 35

tandem al XXX

Fig. 2.

39 43 47
Incidence angle [deg]

tandem a2 XXX ---- theoretical - --- annotated

Estimated noise equivalent sigma naught (6™ (6)) range profiles for all TanDEM-X operational StripMap beams used for the generation of the global

DEM, acquired in single-polarization (HH) and with 100-MHz range bandwidth, derived from the second-order polynomial fitting in (11). The profiles are estimated

for the TerraSAR-X (top) and the TanDEM-X (bottom) satellites, separately. From left to right: [tandem_al_000, tandem_al_- -
-, tandem_a2_095] (green). Corresponding theoretical (dashed black) and annotated (dashed blue) noise equivalent sigma naught

[tandem_a2_005, tandem_a2_- -
profiles.

TanDEM-X processor. These coefficients are included in the
Level-1b product annotation and they can be used for retrieving
a noise profile in range as presented in [51]. From Fig. 2, one
can notice an overall good agreement between the estimated
&™(0) and the theoretical off,(6) profiles, with 6™ () showing
a better performance at far range between 2 and 4 dB. On the
other hand, considerable offsets in the order of several decibel
are visible with respect to the annotated o7, (), especially
at near range, where offsets of up to about 8 dB are observed.
Their origin was unfortunately not adequately investigated at the
beginning of the mission, given other more urgent priorities so
that these offsets have not been operationally compensated in
the distributed CoSSCs products. Moreover, a good agreement
can be seen between both TSX and TDX satellites, which show a
similar performance for all beams. On the basis of these findings,
we strongly suggest the users to rely on the polynomial profiles

- ,tandem_al_090] (red) and

that we directly derived from the real data for the computation
of 6™(0) profiles.

Finally, by properly sampling the estimated 5™ (#) profiles in
the slant-range direction and by replicating them in the azimuth
one, we can obtain a 2-D image of the noise equivalent sigma
naught with the same size of the original SAR image for both
the master and slave acquisitions, which can be used according
to (7) and (10) for the estimation of the SNR decorrelation factor
AsNR as in (4).

For the present analysis, we considered TanDEM-X images
acquired in bistatic StripMap single-polarization mode (HH
channel), since, on the one hand, this is the operational acqui-
sition mode, and on the other hand, the quantization analysis
presented later on in Section III could be performed on this
kind of data only. In addition, only few TanDEM-X StripMap
single-polarization acquisitions in VV channel, as well as
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TABLE I
MAXIMUM (MAX), MINIMUM (MIN), AND AVERAGE (MEAN) VALUES OF ¢
(IN DB) RECORDED OVER CALM WATER SURFACES FOR TANDEM-X
STRIPMAP DUAL-POLARIZATION DATA, ACQUIRED AT NEAR, MID, AND FAR
RANGE, RESPECTIVELY

StripMap dual-polarization (HH/VV) - HH channel

Range Near Mid Far
Beam StripNear_003 StripNear_008 StripFar_014
Incidence [19.87° - 21.66°] [31.89° - 33.38°]  [44.28° - 45.41°]
Sensor TSX TDX TSX TDX TSX TDX
Max -2148 2122 -20.06 -1949 -18.67 -18.67
Min -2497 2493 -2230 -21.72  -20.75  -20.60
Mean -23.19 23,13 2147  -2094  -20.06 -19.96
StripMap dual-polarization (HH/VV) - VV channel
Range Near Mid Far
Beam StripNear_003 StripNear_008 StripFar_014
Incidence [19.87° - 21.66°] [31.89° - 33.38°] [44.28° - 45.41°]
Sensor TSX TDX TSX TDX TSX TDX
Max -20.09 -19.86  -20.35 -19.73  -18.86  -18.72
Min -2346  -2329 2287 -2193 -20.51  -20.13
Mean -21.53 2135  -21.84  -21.16  -20.05 -19.67

HH (top) and VV (bottom) channels are separately analyzed, as well as TSX and TDX
satellites.

dual-polarization (HH-VV) data-takes, are available so that an
assessment of the system noise floor for all dual-polarization
beams would not be feasible. Nevertheless, since many users
utilize dual-polarization (HH/VV) TanDEM-X data for scientific
applications, we performed a dedicated analysis that could help
extending this work in such a case. We analyzed three bistatic
StripMap dual-polarization data-takes, acquired with beams at
near, mid, and far range, respectively. For each polarization
channel and satellite, we computed the maximum, minimum,
and average 0¥ over calm water surfaces. The results are reported
in Table II. These values could be useful to eventually adjust the
annotated noise profiles to a more correct absolute level.

III. QUANTIZATION DECORRELATION FACTOR

SAR raw data quantization is performed on board of both
TSX and TDX satellites through a lossy BAQ [49]. After
digitization of the recorded analog signal (i.e., sampling and
quantization using 8 bits/sample), the input signal is quantized
utilizing a lower number of bits (typically 2—4 bits/sample).
The quantization decision levels are defined depending on the
statistics of a considered block of samples. The quantization
decorrelation factor «yquan: represents the coherence loss caused
by the quantization of the raw data signal and its magnitude
strongly depends on the local statistics of the radar backscatter,
as well as on the BAQ quantization rate [7].

To estimate 4quant, We first consider a bistatic TanDEM-X ac-
quisition where the signals acquired by both the master and slave
sensors are commanded with maximum quantization resolution
at 8 bits/sample (BAQ bypass). We then requantize the same
raw data on ground with the available BAQ rates at 2, 3, and 4
bits/sample. By comparing the coherence map derived from the
bypass data Agypass With the one computed for a certain BAQ
rate YpaQ, it is possible to precisely retrieve yquanc With respect
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to the scene characteristics and the quantization rate itself as

. ABAQ
YQuant = % .
“YBypass

(13)

It has been previously demonstrated in [7] and [56] that the co-
herence loss due to quantization is highly correlated to the local
statistics of SAR backscatter, resulting in a larger coherence loss
for heterogeneous areas, like urban settlements or mountainous
terrain, and in a lower one for more homogeneous areas such
as forests, deserts, flat ice, and snow-covered surfaces. Addi-
tionally, for a given backscatter distribution, stronger targets are
less affected by quantization errors than weaker ones because of
a well-known masking effect caused by the adaptive quantizer
itself [7]. Therefore, both the local mean backscatter 30, and its
spatial standard deviation oo, represent key parameters for the
evaluation of the coherence loss for different BAQ rates and they
need to be properly estimated from the data. To do so, for each
pixel coordinate in the considered single-look complex image,
B .. is evaluated as the expected value of the measured radar
brightness, computed within a boxcar window centered around
the considered pixel. This allows for mitigating the impact of
speckle noise. In this article, we utilize a window of 11 x 11
pixels, which is the same one used for the coherence estimation
in TanDEM-X operational products. Moreover, as presented
in [56], each sample in the raw data signal is influenced by all
the surrounding scatterers located within an area A of size

A= [Lchirp X Ls] (14)

in range and azimuth dimensions, respectively, where Lcpyp 1S
the chirp length and Ly is the radar synthetic aperture. These are
defined as

c- D,
Faiw = 5 PRE >
A hsat
Lo= % 16
L, -cosf (16)

where D, is the duty cycle, hg, the satellite orbit height, and
L, the physical antenna length in azimuth. Given all these
considerations, for each pixel oy, is computed as the radar
brightness standard deviation in linear unit within a surrounding
window of area A (it is then converted in decibel units for
visualization purposes). In a nominal StripMap TanDEM-X
scenario, A extends by about [4 x 7] km?, corresponding to
about [2100 x 5400] pixels in range and azimuth dimensions,
respectively.> An example of local backscatter statistics is pre-
sented in Fig. 3, which depicts the maps of the local backscatter
B{gcal [see Fig. 3(a)] and the local standard deviation ey [S€€
Fig. 3(b)], respectively, for an area characterized by the pres-
ence of urban settlements, mountainous terrain, and vegetated
areas. The effects of using a wide window such as A for the
computation of oo, are clearly visible in the corresponding

2We assume D, = 0.18, 1 = 3.1 cm for X band, hy ~ 511 km at the equa-
tor, and L, = 4.8 m. The resulting pixel spacing is Dyy = 1.36 m in slant range
(given a range bandwidth of 100 MHz) and D,, ~ 2 m in azimuth. D,, might
slightly vary depending on the specific acquisition since Dy, = vg/PRF,
being vg ~ 7.6 km/s the sensor velocity, while the P RF’ changes depending
on the specific data-take (exemplary values are shown in Table III).
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Fig. 3.  Example of local backscatter statistics. (a) Local mean backscatter
B]%cal. (b) Local standard deviation ojocq.

image, which appears strongly smoothed. As expected, a higher
variability is measured in correspondence of the urban area at
the top of the image and in the surrounding regions. This effect
is also visible at the bottom of the image, in the presence of
high-relief topography.

To model the coherence degradation caused by quantization,
we first divide the overall dynamic range of oo, into intervals of
5-dB span, which can be associated with a specific heterogeneity
degree of the underlying scene. The 5-dB span was empirically
selected as a good compromise between estimation accuracy and
overall availability of TanDEM-X data. Afterwards, for each
Olocal interval, we sample the corresponding Bl?)ca] total span
into N subintervals of 0.005 dB, and for each subinterval, we
compute the mean value of all available coherence degradation
measurements, derived as

’?Degr = (1 - '?Quam) - 100. (17

‘We then model the coherence loss (in percentage unit) caused
by quantization as an exponential function, which depends on
BL..; (expressed in decibel units)

Yeie = po - exp (—p1 - Bloea) + P2 (18)

where p = [po, p1, p2] is a vector of fitting coefficients, which
is estimated through a weighted least-squares optimization as

p = arg min ||t - (Fpegr — Fr) I (19)
P
Here, w is a vector of weights that are directly proportional to the
number of Ypegr measurements for each 3, subinterval and are
normalized to the total number of available 32, measurements.
Finally, the estimate of the quantization decorrelation factor
AQuant 1 derived as

_dm

100
For the current analysis, we have analyzed ten experimental
TanDEM-X acquisitions specifically commanded with BAQ

&Quant =1 (20)
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TABLE III
TEST SITES USED FOR THE QUANTIZATION ANALYSIS, TOGETHER WITH THE
CORRESPONDING PREDOMINANT LAND COVER, THE INCIDENCE ANGLE 6, AND
THE COMMANDED PRF

Test site Land cover 6 [°] PRF [Hz]
Amazon Forest (BRA) Homogeneous rainforest 44.5 3562
Antarctica Snow and i e with topography 36.2 3356
Greenland Snow and ice, flat 40.6 3724
Death Valley (USA) Soil and rocks, mountainous 40.6 3752
Mexico City Urban area, mountainous 33.6 3854
Malaysia Tropical forest, mountainous 47.6 3807
Las Vegas (USA) Urban area, flat 36.1 3724
Rondonia (BRA) Rainforest with clear-cuts 29.8 3688
Towa (USA) Agricultural area, flat 33.8 3554
Naples (ITA) Urban/agricultural area with topography — 36.9 3461

bypass (i.e., 8 bits/sample) over selected test sites, character-
ized by different land cover types, and therefore, various local
backscatter statistics. All test sites and the corresponding main
acquisition parameters (¢ and PRF') are listed in Table III. For
each image, we utilize an area corresponding to 60% of the total
extension for the derivation of the coherence loss models for
different BAQ rates and the remaining 40% for the verification
of the proposed method.?

An example of resulting fitting curves is depicted in Fig. 4
for a BAQ setting of 2 bits/sample for both the master
and slave acquisitions, considering the following 0o, inter-
vals: ojpca € [—15 dB, —10 dB], 0jocar € [—10 dB, —5 dB], and
Olocal € [ dB, 10 dB]. The resulting fitting curves for all ojocq
intervals are depicted in Fig. 5. BAQ settings of 4, 3, and 2
bits/sample, applied to both the master and slave acquisitions,
are considered. One can clearly notice a lower degradation in the
presence of homogeneous areas, characterized by lower gjocal,
as well as for higher 8, levels. As expected, the coherence
degradation significantly increases with a higher BAQ quanti-
zation rate (e.g., 2 bits/sample). For example, for homogeneous
areas (0jocal < —10dB), one can expect a coherence degradation
below 3% for a BAQ rate of 4 bits/sample, while this can increase
up to about 20% if 2 bits/sample are used. The degradation
remains below 20% over highly heterogeneous areas (0joca1 > 5
dB) for 4 bits/sample, while, when considering 2 bits/sample,
it reaches considerable values especially for low backscatter
levels. As previously mentioned, for highly heterogeneous areas,
ahigher coherence loss is also caused by a sort of masking effect,
also called low-scatterer suppression effect, which degrades the
reconstruction quality of low-amplitude targets, as extensively
discussed in work presented in [7].

The resulting set of exponential fitting coefficients for all
the considered BAQ quantization rates is listed in Table IV,
separately derived for different ranges of oyo,. The reader
should be aware that the fitted models are typically considered
to be reliable only within the backscatter statistics intervals
where real TanDEM-X measurements were available. This in-
formation is also provided in Table IV for both 3P ., and oiocal
(validity intervals). Moreover, for the practical application of
the proposed fitting coefficients in the rare cases in which the
measured oo, Values are outside the considered intervals, we

3For the acquisition over Naples, Italy, we considered only the portion of the
image acquired over land (about 50%), avoiding the Mediterranean Sea.
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TABLE IV
EXPONENTIAL FITTING COEFFICIENTS USED FOR THE COMPUTATION OF gy WITH RESPECT TO THE BYPASS CASE, REFERRING TO THE EXPONENTIAL MODEL IN
(19) AND CORRESPONDING TO BAQ SETTINGS OF 2, 3, AND 4 BITS/SAMPLE FOR BOTH THE MASTER AND SLAVE SENSORS

Validity Olocal [dB]  [-15, -10] [-10, -5] [-5, 0] [0, 5] [5, 10]
Intervals ﬁﬁ)cal [dB] [-21,-3] [-21.3,2.6] [-21.5,3.7] [-18.5,9.3] [-18.9,9.4]
0 16.9139 0.784 1.6957 4.6866 10.4185
BAQ: 2 bits/sample P1 0.0443 0.186 0.1695 0.1311 0.116
P2 -20.9125 3.3794 3.4641 3.1782 0.0844
00 6.7994 0.1787 0.3926 0.8698 2.3587
BAQ: 3 bits/sample P1 0.0392 0.2093 0.2018 0.1815 0.1677
P2 -8.4396 1.1697 1.1607 1.8951 1.1276
P0 1.2327 0.0513 0.1334 0.2214 0.6027
BAQ: 4 bits/sample 1 0.056 0.2174 0.2021 0.1945 0.1941
P2 -1.6657 0.3816 0.3233 0.6696 0.531
100 _ 100
§ 90 —— exponential fitting § 90 —— Ojocas = [-15 dB, -10 dB]
2 80 Olocar = [-15 dB, -10 dB] 2 80 ~—— Olocar = [-10 dB, -5 dB]
& 70 & 70 —— Olocar = [-5 dB, 0 dB]
& 60 60 —— Olocar = [0 dB, 5 dB]
% 50 % 50 —— Olocar = [5 dB, 10 dB]
2 40 % a0
g S 30
£ 30 z 20
g2 $ 10 \
S 10 : 2 ===
0 2 22 18 14 -10 6 2 2 6 10
-22 -18 -14 -10 -6 2 2 6 10 Local backscatter B,"m, [dB]
Local backscatter B2, [dB]
100 (@)
S 90 —— exponential fitting _ 100
% 80 Olocar = [-10 dB, -5 dB] ® 90 —— Olocar = [-15 dB, -10 dB]
E 70 2 80 - Ojocar = [-10 dB, -5 dB]
8 60 & 70 —— Olocar = [-5 dB, 0 dB]
i 60 —— Olocar = [0 dB, 5 dB]
g 90 # 50 —— Olocar = [5 dB, 10 dB]
g, :g 35 40
BN 3 30
§ 20 E 20
s 10 o E 10
%2 -18 14 -10 5 2 2 6 10 05 18 5T a0 5 ) 3 3 7o
Local backscatter Bjoc, [dB] Local backscatter B2, [dB]
100
§ 90 —— exponential fitting (b)
3 80 Olocar = [5 dB, 10 dB] _ 100
8 £ 90 Olocar = [-15 dB, -10 dB]
"%: o 2 80 Olocar = [-10 dB, -5 dB]
I & 70 Olocar = -5 dB, 0 dB]
; 50 2 6o Olocal = [0 dB, 5 dB]
5 40 2 50 Olocar = [5 dB, 10 dB]
£ 30 % a0f
§ 20 £ O
5 10 | : g 20
%2 -18 14 -10 6 2 2 6 10 $ 10 — =
Local backscatter B2, [dB] 05 18 14 70 5 3 3 5 10
Local backscatter B2, [dB]
Fig.4. Measured coherence degradation 4peg; With respect to the bypass case ©

as afunction of Bgcal and for exemplary ojocq1 intervals (from top to bottom: (blue
dots) olocal € [—15 dB, —10 dB], (orange dots) gjocar € [—10 dB, —5 dB], and
(violet dots) ojocal € [5 dB, 10 dB]). Exponential fitting curves 4gi; (red). All
plot correspond to a BAQ setting of 2 bits/sample for both the master and slave
channels.

assume that, if 0ocy < 15 dB, then the coherence degradation is
negligible, while if gjocq; > 10 dB, it can be approximated using
the ojocal € [5 dB, 10 dB] curves.

Finally, the reliability of the derived fitting coefficients has
been evaluated over the remaining portions of all the considered
images (40% of the pixels), which were not utilized for the

Fig. 5. Exponential fitting curves used for estimating 4pegr With respect to the
BAQ bypass case as a function of ,B]%cal and for different ooy intervals. Each
plot corresponds to a different BAQ setting for both the master and slave sensors.
(a) 4 bits/sample. (b) 3 bits/sample. (c) 2 bits/sample.

derivation of the fitting coefficients in Table IV. An example
of validation over the Rond 0 nia, Brazil, test site is depicted
in Fig. 6, where three different BAQ rates are considered (2, 3,
and 4 bits/sample). The red curves represent the ratio between
ABAQ and YBypass [1-€., YQuant> as in (13)], while the blue curves
identify the ratio Ycomp/¥Bypass» Where Jcomp is the reconstructed
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Fig. 6. Verification of the derived exponential fitting curves, considering the
Rond 6 nia (BRA) test site, quantized using, from top to bottom: (a) 2, (b)
3, and (c) 4 bits/sample. The distributions represent Yquant (red), and the ratio
between the reconstructed coherence 4comp and the original 4gypass (blue). p
and o indicate the distribution mean value and standard deviation, respectively.

coherence after compensating for the estimated 4quanc as

~ 'A)/Tot
YComp = % .
"YQuant

@n

w1 and o represent the mean value and standard deviation of
the 4quane distribution (before compensation) and of the ratio
between the reconstructed 4comp and the original 4pypass (after
compensation), respectively. For the validation, we considered
input pixels characterized by a coherence higher than 0.3 only,
in order to avoid the use of measurements with no informa-
tive content since already completely decorrelated. If an ideal
compensation for 7yquan: could be applied, the blue curve would
shrink to a constant value equal to one, meaning that the original
bypass coherence would be perfectly reconstructed from the
quantized one. In a real case scenario, a remaining dispersion of
the error is expected. Nevertheless, the validity of the proposed
methodology is confirmed by the mean values o of the blue
curves. They approximate the unit for all different test sites,
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which means that, on average, the bypass coherence is correctly
reconstructed by compensating for the estimated “quanc. It is
worth noting thatthe different impact of the BAQ rate on Yquant
which reaches about 10% on average (~ 0.9) for 2 bits/sample,
while it is almost negligible for 4 bits/sample (about 1%).

The overall performance for all considered test sites is summa-
rized in Table V, which presents the mean values 1 and standard
deviations o before and after 4guanc cOmpensation. As it can be
seen, in all cases, u after compensation well approximates the
unit for all different types of land cover and BAQ quantization
rates. This confirms the validity of the proposed exponential
models [i.e., A in (19)].

Moreover, some additional aspects have to be considered
regarding the practical estimation of 0j,c,1. As mentioned before,
it is computed within a boxcar window of area A as in (14).
Clearly, the full estimation window around pixels located in
the vicinity of the image borders is not available. This could
result in the selection of a wrong fitting function in Table IV,
due to an imprecise estimation of e, We have assessed this
effect in a worst case scenario, where #quan; 18 estimated at the
corners of the image, considering, therefore, a boxcar window
of size Aworst = [Lehirp/2 % Ls/2]. When applying this modified
window to the ten images used for the analysis (in order to be as
much scene-independent as possible), and considering a BAQ
rate of 3 bits/sample, a wrong fitting function has been selected
in about 17.8% of the cases, resulting in an overall expected error
in the coherence loss estimation of less than 1%. Therefore, it
can be reasonably assumed that a reduced window size can be
utilized for pixels close to the image borders without a significant
decrease of the estimation performance.

Finally, as already mentioned for the estimation of the SNR
decorrelation factor in Section II, the reader should be aware that
the present results were obtained by considering TanDEM-X
data acquired in single horizontal (HH) polarization only. A
similar analysis could not be performed on either single ver-
tical (VV) polarization channel or dual-polarization (HH-VV)
data-takes since only very few of them have been acquired up to
now using BAQ bypass (8 bits/sample). Nevertheless, we expect
the derived fitting coefficients in Table IV to be valid also for
other polarization channels, since in principle, the same BAQ
compression algorithm is applied. Clearly, different backscatter
statistics could be observed at different polarizations, depending
on the type of the specific backscattering mechanism. This might
lead to the use of different fitting coefficients for the same
illuminated area on ground. Moreover, the size A of the window
required for the computation of g also varies depending on
the acquisition parameters, as described in (15) and (16).

IV. OTHER SOURCES OF DECORRELATION

Regarding all other decorrelation sources to be compensated
for the estimation of 4y, which are expressed through the
remaining decorrelation factors in (6), we assume that the theo-
retical computations and assumptions on the TanDEM-X system
presented in [4] still hold. Therefore, for TanDEM-X StripMap
acquisitions, range and azimuth ambiguities can be expected to
contribute to a decorrelation factor yamp > 0.97, which varies
depending on the specific beam. Common-bandwidth range



RIZZOLI et al.: ON THE DERIVATION OF VOLUME DECORRELATION FROM TANDEM-X BISTATIC COHERENCE

3513

TABLE V
ACCURACY ANALYSIS OF THE DERIVED EXPONENTIAL FITTING COEFFICIENTS FOR THE ESTIMATION OF 4, APPLIED TO DIFFERENT TYPES OF LAND COVERS

Test site ‘ ‘ Before compensation

| After compensation

BAQ: 2 bits/sample | BAQ: 3 bits/sample | BAQ: 4 bits/sample || BAQ: 2 bits/sample | BAQ: 3 bits/sample | BAQ: 4 bits/sample
1 o I o i o 1% o 1 o 1 o
Amazon Forest (BRA) || 0.916 0.1184 0.9739  0.0229 0.992 0.0118 0.9934  0.1288 0.998 0.0236 0.9996  0.0119
Antarctica 0.8846  0.1043 0.9585 0.0542 0.9864  0.0288 1.0073 0.1731 1.0003 0.0543 1 0.0284
Greenland 0.9293 0.0293 0.9779  0.0152 0.993 0.0083 1.0024  0.0313 1.0005 0.0155 1.0002  0.0084
Death Valley (USA) 0.8779  0.0994 0.9583 0.0429 0.9864  0.0216 0.9957  0.1283 0.9986  0.0406 0.999 0.0208
Mexico City 0.8433 0.1088 0.9411 0.056 0.9802  0.0253 1.0089  0.1237 1.001 0.053 0.9998 0.0235
Malaysia 0.8652 0.123 0.9495 0.0619 0.9833 0.0326 1.0167  0.1709 1.0026  0.0642 1.0007 0.0326
Las Vegas (USA) 0.848 0.1425 0.9457  0.0872 0.9854  0.0721 1.0185 0.1857 1.0075 0.093 1.0052  0.0746
Rondonia (BRA) 0.9171 0.0476 0.9743 0.0215 0.9919  0.0106 0.9942  0.0445 0.998 0.0201 0.9993 0.0102
Towa (USA) 0.9103 0.0457 0.9727  0.0206 0.991 0.0096 1.0309  0.0592 1.0108  0.0222 1.0031 0.0098
Naples (ITA) 0.8301 0.0903 0.9403 0.0423 0.9801 0.0184 0.9872 0.139 0.994 0.0534 0.9967  0.0205

v and o represent the mean value and standard deviation of the 4quan: (before compensation) and of the ratio between the reconstructed Ycomp and the original
ABypass (after compensation), respectively. An example of such distributions for different BAQ rates is presented in Fig. 6.
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Example of 4y, estimation. (a) Estimated total interferometric coherence 41o;. The estimated (b) SNR decorrelation factor 4snr, (€) quantization

decorrelation factor Quant, and (d) volume decorrelation factor 4y, for a nominal TanDEM-X bistatic data-take acquired with beam tanDEM_al_070 and a
height of ambiguity of 87 m, using a BAQ quantization rate of 2 bits/sample. The corresponding normalized histograms are depicted below each image.

filtering is operationally performed during focusing and resid-
ual misregistration errors in range might result in gy > 0.98.
A similar decorrelation is expected for residual misregistrations
in azimuth and relative shift of the Doppler spectra, leading
to yaz > 0.98. The considered values represent a worst-case
scenario and will not impact all coherence pixels in the same
way. Overall, it is reasonable to quantify all these contributions
in a conservative decorrelation factor of about 0.98 all over the
image, corresponding to an additional 2% of decorrelation.

V. FINAL PRODUCT AND APPLICATION SCENARIOS

An example of Ay, estimation is presented in Fig. 7, which
depicts an area characterized by the presence of both densely

vegetated and sparsely or nonvegetated areas. Together with
the initial coherence A1, YsNR» YQuant> and the derived Ay
are depicted. For each quantity, the corresponding normalized
histograms are depicted as well. The considered data-take was
acquired using a BAQ quantization rate of 2 bits/sample. In
this example, one can notice the slant range dependence of the
Asnr shown in Fig. 7(b), which is inversely proportional to the
curvature of the noise equivalent sigma naught profiles depicted
in Fig. 2. Indeed, the higher level of system noise at the swath’s
borders (near and far range), mainly caused by a lower antenna
pattern gain, results in a more severe SNR decorrelation, while
a better coherence is maintained at the beam’s center. An overall
nonnegligible decorrelation contribution of about 10% is clearly
visible in the derived yquan: as well [see Fig. 7(c)]. Moreover,
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Example of forest mapping over the Amazon rainforest. (a) TanDEM-X interferometric coherence 410 image. (b) Derived volume decorrelation factor

Avol- (¢) Landsat-derived reference forest map as in [42] (Forest (FOR) in green and Non-Forest (NFR) in white). (d) Binary Forest/Non-Forest map derived from
(a) by applying the red threshold in (f). (e) Forest/Non-Forest map derived from (b) by applying the red threshold in (g). (f) and (g) Normalized histograms of the
coherence (a) and volume decorrelation factor (b), respectively, for the classes Forest and Non-Forest, derived by applying the reference map in (c). The vertical

red lines identify the crossing value between the two distributions.

it can be seen how the distribution of 4y, is skewed toward the
unit and characterized by a clearer bimodal shape, with respect
to the initial 4. This clearly identifies the presence of two
main kinds of scattering mechanisms characterizing vegetated
ares, which appear darker in the 4y, image, and nonvegetated,
highly coherent ones.

Finally, as practical application examples of the difference
between using the newly derived Ay, and the total interfero-
metric coherence 4y, we consider now two different scenarios,
concerning forest mapping and forest height estimation.

A. Forest Mapping

We consider an area located in the Amazon rainforest, as
depicted in Fig. 8. Fig. 8(a) and (b) depicts the TanDEM-X
interferometric coherence 41 and the derived volume decorre-
lation factor 4yy, respectively, while Fig. 8(c)—(e) shows three
binary Forest/Non-Forest maps over the same area, derived
from Landsat optical data as in [42] [see Fig. 8(c)] and by
applying a decision threshold to the interferometric coherence
[see Fig. 8(d)] and to the volume decorrelation factor [see
Fig. 8(e)], respectively. The considered thresholds correspond to
the vertical red lines in Fig. 8(f) and (g) and identify the crossing
value between the distributions of both Forest and Non-Forest
classes, derived from the interferometric coherence and volume
decorrelation factor, respectively. Such histograms have been
derived using as reference the binary forest map derived from
Landsat [see Fig. 8(c)]. One can notice how the distribution of

TABLE VI
CONFUSION MATRICES FOR THE FOREST MAPPING EXAMPLE INTRODUCED IN
FIG. 8 (FOR = FOREST, NFR = NON-FOREST)

True class True class
§ FOR NFR E FOR NFR
S FOR | 35.41% | 10.38% S FOR | 39.42% | 9.09%
T NFR | 748% | 46.13% T NFR | 347% | 48.02%
~ ~
(a) (b)

(a) Classification based on the interferometric coherence in Fig. 8(d). (b) Classification
based on the volume decorrelation factor in Fig. 8(e). The prediction performance is
evaluated with respect to the Landsat-derived forest map (true class) in Fig. 8(c).

the Non-Forest class from the volume decorrelation factor is
significantly skewed to the right with respect to the one derived
from the coherence. This is expected, since negligible volume
scattering effects occur in the presence of bare soil. Moreover,
this also allows for a better separation between the distributions
of the two land cover classes, resulting in an improved clas-
sification performance, which is documented in the confusion
matrices in Table VI (a) and (b). In particular, the occurrence of
misclassifications significantly decreases, going from 17.86%
down to 12.56%.

B. Forest Height Estimation

We now consider an application scenario for the retrieval
of forest canopy height from single-polarization TanDEM-X
StripMap data. A state-of-the-art algorithm for the estimation
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Example of forest height estimation from TanDEM-X single-polarization data from the inversion of the simplified RVoG model in (24). (a) Reference

Lidar CHM model. (Top) Estimated forest height and (bottom) height error derived using as (b) input Jror, (¢) J1ot/¥snr, and (d) Avor. Invalid pixels and values
lower than 1 m in the Lidar data are displayed in white in the forest height maps and are set to zero in the height error maps.
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Fig. 10.  Histograms of the forest height estimation error with respect to the

reference Lidar CHM, derived using as input Yo (green), Yot /4sNr (orange),
and Ao (blue).

of tree height using polarimetric SAR interferometry relies on
the inversion of the random volume over ground (RVoG) model,
presented in [9]. It describes a two-layer model composed by
a volumetric layer with randomly oriented scatterers superim-
posed on a ground layer, which accounts for a direct dihedral
scattering contribution

W+ m
14+m
Here, 7y, represents the volume decorrelation contribution at a
certain polarization, k, = (2m)/hump 18 the vertical wavenum-
ber, 2 is the reference height at the bottom of the volume, and m
represents the ground-to-volume ratio. v+, identifies the decorre-
lation generated by the volume only and it is typically expressed
as an exponential decay, which depends on the canopy height /.,
and the extinction rate o,, characterizing the attenuation through
the volume. The canopy height can then be retrieved by inverting

ol = exp (ik,z0) (22)

the model under the assumption that one polarization channel
coherence has no ground contribution (i.e., m = 0) [10]. Since
such a procedure requires the use of full-polarimetric data, the
model was simplified for single-polarization data in [12], assum-
ing aknown underlying topography derived from a digital terrain
model. Since such an information is only seldom available, the
work in [28] assumed a fix o, = 0, which holds in case of short
wavelengths. If, additionally to the last condition, it is assumed
that X-band waves do not penetrate till the ground, the model
can be approximated with a sinc function as in [27]-[29]

hh’;b> ’ (23)

Finally, assuming that h, < h,yp, the sinc function can be
approximated with a simple linear model as [28]

hy
ha.mb .

|Fvor | =~ ’sinc <7r

(24)

|§/Vo]| = ‘1 -

This last formulation has already been used in several works in
the literature for the estimation of forest height from TanDEM-
X single-polarization data (e.g., [28], [31], and [34]). We now
consider the simplified model in (24) and its inversion to retrieve
h from a single-polarization TanDEM-X StripMap acquisition
in the following three different cases:
1) the total coherence is used as input, having |[Jvoi| = “rot;
2) the volume decorrelation component is approximated as
[Fvol| = Aot/ SR
3) the estimated volume decorrelation factor is used as input
so that [Yvol| = Fvol-
For this purpose, we selected a test site located in Norway and
a TanDEM-X bistatic single-polarization data-take, acquired
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TABLE VII
FOREST HEIGHT ESTIMATION PERFORMANCE: ROOT MEAN SQUARE ERROR
(RMSE), MEAN ABSOLUTE ERROR (MAE), MEAN ERROR (ME), AND ERROR
STANDARD DEVIATION (STD)

Input RMSE MAE ME  STD
Aot 8.62m 7.14m 69m 5.17m
Y1ot/Fsnr  6.87m  535m  4.66m  5.05m
Aol 594m 4.32m 2.78m 5.25m

with the tandem_al_030 beam and characterized by ham, =
55 m. Here, a reference canopy height model (CHM) derived
from Lidar data is available for the evaluation of the estimation
performance. This reference, depicted in Fig. 9(a), is charac-
terized by an original spatial resolution of about 1 m, which
was then multilooked to 12 m for matching the resolution of
TanDEM-X data [57]. The resulting forest height maps, obtained
from the inversion of (24), for the three considered cases are
presented in Fig. 9(b) and (d), together with the corresponding
height error maps, computed with respect to the reference Lidar
CHM. Invalid pixels and values lower than 1 m in the Lidar data
are displayed in white in the forest height maps and set to zero
in the height error maps. They are no further considered for the
present analysis. The histograms of the estimation height error
for the three considered cases are depicted in Fig. 10, while
standard performance metrics are summarized in Table VII.
The following metrics are considered: root mean square error
(RMSE), mean absolute error (MAE), mean error (ME), and
error standard deviation (STD). As it can be seen, all models tend
to overestimate the height of the forest. The best performance
is achieved when the estimated Ay, is used as input to the
simplified RVoG model, resulting in the lower offsets, while
all three considered input configurations show a comparable
behavior in terms of standard deviation of the error.

VI. CONCLUSION

In this article, we presented a detailed analysis of decorrela-
tion sources in TanDEM-X bistatic single-polarization StripMap
data, which impact the estimation of the volume decorrelation
factor Aye). In particular, we focused on the estimation of the
two predominant decorrelation factors: the SNR decorrelation
factor 4snr and the quantization decorrelation factor Yquan.

Regarding Asnr, for each operational TanDEM-X single-
polarization (HH) StripMap beam used for the generation of the
global DEM, we estimated the corresponding noise equivalent
sigma naught profile directly from real SAR data. From this,
we derived a set of polynomial coefficients that can be utilized
for the precise computation of the image SNR, and conse-
quently, of the SNR decorrelation factor. Moreover, concerning
Youan, We performed an extended analysis of the impact of
local backscatter statistics and of the quantization rate on the
estimated coherence degradation. We then derived a series of
LUTs for the retrieval of the quantization decorrelation factor,
with respect to the aforementioned parameters. We validated
the proposed method and LUTs by considering different land
cover scenarios and quantization rates, achieving a satisfactory
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average performance. Following the procedure proposed in this
article, TanDEM-X data users should be able to derive the
volume decorrelation factor from the bistatic coherence in a
more precise way with respect to current state-of-the-art ap-
proximations used in the literature.

In order to confirm these findings, we investigated two basic
application scenarios that require the use of 4y,;: forest mapping
and forest height estimation. Here, we implemented two basic
approaches, based on a simple thresholding method for the
former and on a simplified linear version of the random volume
over the ground model for the latter. In both cases, the best
performance was achieved when using the estimated v, with
respect to the total coherence, confirming the necessity for a
better estimation of noise sources in TanDEM-X interferometric
data. The reader should be aware that the final performance could
surely be improved by utilizing more sophisticated techniques
rather than the proposed ones also when relying on the coherence
only. For example, machine learning-based classifiers or a pos-
teriori calibration of the random volume over the ground model
would improve the overall results. Nevertheless, this lies beyond
the scope of this article and the aim of this basic exercise was
to highlight how a better estimation of 4y, surely represents an
advantage for many different scenarios. We are convinced that a
variety of scientific and technical applications will benefit from
a more precise estimation of the volume decorrelation factor,
allowing for an accurate modeling of the physics behind volume
scattering mechanisms using TanDEM-X bistatic data.
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