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Whencharacterizing spatial coherence properties of turbulent boundary-layer surface pressure fluctuationdata, it

is important to determine the local flowdirection first.Without flowdirection, it is very easy to introduce errors due to

misalignment between sensors and the flow. For cases with two-dimensional microphone distributions, a method of

determining flowdirection from the orientation of the coherent pressure in spatial domainwas introduced recently. If

the data are analyzed inwavenumber domain, flow information can be obtained by the position and orientation of the

convective ridge. In this publication, flow directions determined from a revised spatial domain approach and from

two wavenumber domain approaches are considered. It was found that the result from the spatial domain approach

and the result from the orientation of the convective ridge are similar for most frequencies, while the result based on

the position of the convective ridgediffers in the lower frequency range. Tilted convection of coherent structures in the

turbulent boundary layer is discussed as a possible cause of these observations. Amodification of the analyticalmodel

for surface pressure coherence is derived that takes the findings into account.

Nomenclature

b = wavenumber dirty map
e = steering vector
f = frequency
H = Hermitian transpose
i = imaginary unit
K = steering grid in wavenumber domain
kcenter = center of convective ridge
kc = convective wavenumber based on convective velocity
kx, ky = wavenumber

kφ = convective wavenumber based on phase velocity

L = window size
lx, ly = coherence lengths

M = arithmetic mean
M = number of signal averages
N = number of transducers
R = cross-spectral matrix
s, ŝ = slope
⊤ = transpose
uc = convective velocity
uφ = phase velocity

w = weighting function
x, y = transducer position
x 0, y 0 = transducer position in flow coordinates
α = tilt angle of convective ridge
α̂ = tilt angle of coherence pattern
β = angle to center of the convective ridge
γ = coherence
λ = wavelength
ξ, η = transducer separation
ξ 0, η 0 = rotated transducer separation
ϕ = spectrum

ω = angular frequency

Subscripts

k = averaging window index
n, m = transducer indices
x = length direction
y = cross direction

I. Introduction

K NOWLEDGE of the characteristics of pressure fluctuations is
important for predicting the aerovibro acoustic excitation of

surface panels exposed to a boundary-layer flow. One of these
characteristic features is the direction in which the flow is propagat-
ing locally on the surface. There are two reasons for the importance:
firstly, an erroneous assumption on flow direction may introduce an
error when trying to determine the coherence length in the direction
of flow [1]; secondly, a similar error can be introduced when predict-
ing structural vibration by matching the convective ridge of the
turbulent boundary-layer pressure fluctuations with themodal accep-
tance of the underlying structure. An error in the position of the
convective ridge can lead to the wrong structural modes to be excited
in the prediction. It will be shown that the position and orientation of
the convective ridge in the wavenumber domain in part differ greatly
from expected values. This was found when three methods for
determining the local flow angle from the surface pressure fluctua-
tions were compared. The shift in position is traced back to an
oblique/tilted convection of coherent structures in the turbulent
boundary layer as sketched in Fig. 1.
For most scenarios in experimental aeroacoustics, determining the

local flow direction is not the predominant question to be answered.
In wind tunnel measurements for instance, the main flow direction is
known as it is aligned with the test section orientation. Experimental
[2–4] and numerical [5] investigations have therefore focused on the
magnitude of the determined flow velocity rather than its direction.
Reasonably, the sensor arrays were implicitly assumed to align with
the flow. In flight testing some effort has to be taken in order to
determine the local flowdirection as the flowfield is in part influenced
by large pressure gradients. Regions on the fuselage where adverse
and favorable pressure gradients are to be expectedwere sketched out
by Gyorgyfalvy [6].
Panton et al. [7] performed flight tests on a Schweizer 2-32 sail-

plane for determining characteristics of pressure fluctuations during
flight. Before the flight test, a study was conducted to find both a
region of constant pressure on the sailplane fuselage as well as the
local flow direction. The latter was found by a tuft study conducted at
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different speeds, taking external pictures of the airplane in flight to
see whether some tufts attached to the fuselage would align with
an array.
Similarly, Rizzi et al. [8] used an agile conemounted on the outside

of the airplane to indicate the local flow direction, which was then
recorded by a video camera from the inside of the cabin for further
analysis. Palumbo [9] used a similar technique where the pitch of the
aircraft was varied in flight so that the flow direction—indicated by a
string attached to the outside of a window—would align with a line
imprinted on the window. The angle at which this line was imprinted
matched the angle of a transducer array in an adjacent window of the
airplane. Thus, the flow angle was roughly aligned with the trans-
ducer array. Haxter and Spehr [1] used the signal coherence plotted
over the transducer spacing from an in-flight array to determine the
average flow direction.
Surface pressure fluctuations are commonly evaluated either in the

spatial domain (Palumbo [9] and Haxter [1]) or in the wavenumber
domain (Abraham [10], Haxter [11], Bull [12], and Panda [13]).
Conclusions about the flow angle can be drawn from either of the
two representations.
In the spatial domain the orientation of a “coherent patch”—the

cluster of transducer separations with relatively large coherence
values—contains information about the flow direction [1]. The
dimensions of this coherent patch resemble the characteristic lengths
of surface pressure coherence or “coherence length,”which has been
measured frequently [9,14–17] and is used to predict both signal
attenuation [18] and structural vibration [19].
In the wavenumber domain the turbulent boundary-layer pressure

fluctuations are represented by the “convective ridge.” Both its
inclination and its center position can yield information about the
flow direction.
The three methods for obtaining information about the flow direc-

tion—orientation of the coherent patch in the spatial domain as well
as convective ridge orientation and center position in the wavenum-
ber domain—are applied to the same flight test dataset and the results
are compared. Not onlywill this yield information about the potential
for structural excitation, but also this will give a comparison between
the results from the three methods.
It is foreclosed that differences between the results from the three

methods will occur. These differences will be used to hypothesize a
skewed convection of turbulent structures in the boundary layer over
the array as shown in Fig. 1. It will be differentiated between the terms
“phase velocity” and “convective velocity” in order to accommodate
for the differences found.

II. Experiment

The considered experimental dataweremeasured on theAdvanced
Technology Research Aircraft “ATRA” (Fig. 2) flight test carrier of
the Deutsches Zentrum für Luft- und Raumfahrt (DLR/German
Aerospace Center) during a flight test campaign conducted in
2011/2012. The aim of this measurement campaign was to gain
further insight into the transfer paths of vibrational energy into the

cabin [20]. More than 350 accelerometers, microphones, and pres-
sure transducers were placed in the section of the aircraft sketched in
Fig. 3. Of all those transducers, 30 differential pressure transducers
were installed in three dummywindows in the vicinity of thewing as
an array. A sketch of the array projected onto a two-dimensional
plane is shown in Fig. 4a. The maximum distance between the
assumed flat sensor plane and the actual curved position was
2.5 mm. A reference pressure port on the center dummy window
provided the reference pressure for all the transducers. The overall
orientation of the array is aligned with the aircraft length axis.
The spatial separations between each transducer combinations are

referred to as the “co-array” (see Fig. 4b) and are defined by

ξnm � xn − xm

ηnm � yn − ym (1)

Using threewindows for the array leads to three clusters of transducers
in the array. Therefore, the co-array consists of five clusters with the
center cluster representing all transducer separations spanning one
window, the intermediate clusters spanning two windows, and the
outer clusters spanning three windows. The pressure transducers were
of type Kulite XCL-093 with a full-scale pressure range of 5 PSI.
The signals from the Kulites were pre-amplified and then routed to the
data recording device of type Dewetron DEWE-818 data acquisition

y

x

y

x

a) b)

Fig. 1 Schematic diagram of regular convection of a coherent structure (a) vs tilted convection (b).

Fig. 2 Test carrier D-ATRA (Advanced Technology Research Air-
craft). Source: DLR CC-BY 3.0.

region of measurement

Fig. 3 Sketch of the installation region of the in-flight array in the
vicinity of the wing.
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system with DEWETRON DEWE-51-PCI-128 A/D-frontends. A
sensor distribution was chosen in which each transducer had a
neighbor element in both aircraft length and cross direction. In both
directions, the spacings were chosen so that the distances would
increase logarithmically when sorted. The initial assumption had
been that this would provide a reasonable array under homogeneous
and ergodic conditions. Because the Kulite sensors were mounted in
pinholes, conducting a meaningful calibration procedure under real-
istic flight conditions is extremely challenging. Therefore, a calibra-
tion of the Kulite sensors was not conducted. For a deeper discussion
of this aspect we refer to Sec. 3.1 of [1]. The absolute pressure of the
reference pressure port was measured using a SETRA model ASM1
transducer with a pressure range of 0–16 PSI. Data were recorded at a
sampling rate of 50 kHz and a bit depth of 24 bit. Electrical noise from
the airborne power supply systemat a frequency of 400Hzwas present
on the Kulite signals.Wewill refer later to the disturbance by electrical
noise in the Results section. The flight condition was chosen at a
typical cruise flight scenario [1] (Mach number � 0.78), and a total
time of 600 s was recorded. Further details about the flight conditions
and the position of the array on the aircraft unfortunately cannot be
disclosed.
At flight conditions the Helmholtz frequency of the pinholes in

which the pressure transducers were mounted was estimated at
3.75 kHz. Only frequencies below will be evaluated. The reason
for the sampling rate being substantially higher than the highest
frequency utilizable due to Helmholtz resonator effects was that
many other sensors were installed on test carrier during the campaign
with all signals being recorded synchronously.

III. Signal Processing

All three data analysis methods employ the cross-spectral matrix
(CSM) R of the data, which was estimated using Welch’s method
[21]:

Rnm � 1

M

XM
k�1

�
w ⋅ ϕk

n

�
⋅
�
w ⋅ ϕk

m

�
H

(2)

Here w indicates the Hann weighting function, H indicates the

Hermitian, and ϕk
n is the Fourier transform of the kth window of

the signal of transducer n and of transducer m, respectively. A
window size of L � 4096 samples was used in order to ensure both

a complete propagation of turbulent structures over the entire length

of the array and a large number of averages. The total number ofM �
14582 overlapping averages was achieved using an overlap factor of
r � 0.5. Note that the expected root mean square error introduced by

the finite number of averages is of the order CWelch ⋅M−�1∕2�, with a
constant CWelch, which is close to one and depends on the window

function and the overlap factor [21]. The procedure results in amatrix

R for every bin center frequency of the Welch estimation, so

R ≡ R�f�. In the following, threemethods are proposed for determin-

ing the flow direction:
1) Spatial domain approach—For the first method, the coherence

pattern of R is analyzed. This is done entirely in the spatial domain.
2) Wavenumber domain approach: center—For the second

method, the center position of the convective ridge is analyzed. This
is done in the wavenumber domain.
3) Wavenumber domain approach: inclination—In the third

method, the inclination of the convective ridge is analyzed. This is
done in the wavenumber domain as well.

A. Spatial Domain Approach

For the spatial domain approach, each element Rnm of the cross-

spectral matrix is normalized with the diagonal elements Rnn and

Rmm to obtain the square of the coherence γ2:

γ2nm � jRnmj2
Rnn ⋅ Rmm

(3)

Note that the magnitude of the cross-spectral entry is taken in the

numerator of Eq. (3), thus discarding any phase information con-

tained inRnm. The spatial domain approach uses a coherencemodelΓ
given by

Γ�lx; ly; α̂;ξ;η� � exp

�
−
jξ cos α̂� η sin α̂j

lx
−
j− ξ sin α̂� ηcos α̂j

ly

�

(4)

This model produces a dominant ellipsoidal pattern (coherence pat-

tern), which is tilted by an angle α̂ (cf. Fig. 5a). Now the coherence

model is fitted to the measured coherence in a least-squares sense

using the coherence lengths lx and ly and the angle α̂ as parameters:

a) b)

Fig. 4 a) Sketch of the array positions installed on the test carrier. The x axis coincides with the aircraft length axis. b) Sketch of the array spacings
(“co-array”).

ˆ

coherence
pattern

a)

convective
ridge

b) 

Fig. 5 a) Sketch of the coherence pattern inclination in the spatial domain. b) Sketch of a wavenumber spectrum with an inclined convective ridge.
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l⋆x ; l
⋆
y ; α̂

⋆ � argmin
lx;ly;α̂

XN
n;m�1

��γ2nm − Γ2�lx; ly; α̂; ξnm; ηnm�
��2
2

(5)

The minimization problem (5) can be solved by a suitable nonlinear
least-squares solver (e.g., the scipy curve_fit routine, which was used
for this paper).
Note that the following symmetry relation holds:

Γ�l1; l2; α̂; ξ; η� � Γ
�
l2; l1; α̂� π

2
; ξ; η

�
(6)

This has to be taken into account for the implementation of the
minimization problem (5). Note further that the method presented
here differs from the method used in reference [1], where thresh-
olding was applied to the coherence data. In this work, the entire
coherence structure of the CSM is used because the former method is
rather sensitive to the choice of the threshold value.

B. Wavenumber Domain Approach: Center

For the next approach a wavenumber analysis is applied on the
data. The transformation is performed using a beamforming
approach with planar waves (cf. [22]):

b�kx; ky; f� �
e�kx; ky�HR�f�e�kx; ky�

N2
(7)

Here the steering vector e is given by a planar wave propagation
model:

e�kx; ky� � exp
�
−2πi ⋅ �kxx� kyy�

�
(8)

where x and y are vectors containing all instances of xn and yn and

i � ������
−1

p
. The resulting beamforming map b is a wavenumber

representation of the surface pressure fluctuations over the array.
The wavenumber positions kx and ky are chosen from a steering grid

K to fit the desired range of wavenumbers to evaluate. The beamform
map b is yet contaminated with array properties impressed on the
result: the resulting map is convolved with the array’s point spread
function p, i.e.,

b � p �Φ (9)

A deconvolution procedure is required to remove the array’s inher-
ent point spread function p from b in order to obtain the desired
underlying source map Φ. For this work this was carried out by the
DAMAS2.1 [23] algorithm. Basic characteristics such as the shape
of the convective ridge are, however, already visible in the “dirty”
map b although they are usually strongly blurred and perturbed
by noise effects. As these characteristics apply to both the one-
dimensional and the two-dimensional cases, the short overview of
the characteristics by Bull [12] summarizes both cases well. In
boundary-layer flows, the convective ridge is a very dominant
feature of the wavenumber spectrum [22,24]. It appears as a shape
elongated in cross-stream direction with an offset in inflow direc-
tion (see Fig. 5b). Its center position will be denoted by kcenter. For
subsonic flows, kkcenterk2 > k0 applies, where k0 is the acoustic
wavenumber. For the analysis, the convective ridge was defined as
follows. Firstly, the source map Φ was divided by its global maxi-
mum to have maximum value 1 (the result is again denoted by Φ).
Secondly, the convective ridge is defined as the largest connected
component of the set

n
�kx; ky�⊤ ∈ K:10 ⋅ log10�Φ�kx; ky�� > −3

o

Essentially, this is the largest connected region of a contour plot of
the source map with a contour level of 3 dB below the global peak.
The center of the convective ridge is determined by using the

arithmetic mean M of the set of points �kx;j; ky;j�⊤ attributed to

the convective ridge as this has proven to be a robust approach:

kcenter � M
n
�kx;j; ky;j�⊤

o
(10)

Alternatively one may determine the center by taking, e.g., the
location of the maximum of the DAMAS2.1 solution or by taking
a weighted mean. The location of the center of the convective ridge
results from the propagation of pressure fluctuations over the array
leaving phase differences between the signals at different transduc-
ers. The velocity uφ resulting from kcenter

uφ � 2πf

kkcenterk2
(11)

will therefore be called phase velocity in the following. The propa-
gation direction angle β of the phase of pressure fluctuations on the
surface is obtained by

β � arctan

�
kcenterx

kcentery

�
(12)

C. Wavenumber Domain Approach: Inclination

The third approach utilizes the inclination of the convective ridge
in the wavenumber domain. This is shown by the angle α in Fig. 5b.
This inclination is determined from the wavenumber map after
subsequent deconvolution (see Sec. III.B above). For the set of points

�kx;j; ky;j�⊤ being part of the convective ridge, one solves a linear

regression problem:

�ŝ; a� � argmin
~s; ~a

X
j

��ky;j − ~s ⋅ kx;j − ~a
��2
2

(13)

Again, the arc tangent function is used to determine the angle from
the inclination ŝ, as in Sec. III.A before. For the wavenumber incli-
nation, however, the dominant axis of the convective ridge is inclined
relative to the flow direction by π∕2. This value is therefore added to
the angle resulting from the angle of line inclination ŝ; i.e., the angle α
is obtained by

α � arctan�ŝ� � π∕2 (14)

The coherence pattern is associated with the flow direction of the
boundary layer [1]. It is tilted by an angle α̂ relative to the array
coordinate system. This angle α̂will also be directly connected to the
inclination of the convective ridge in thewavenumber domain, α, due
to the rotation property of the two-dimensional Fourier transform
(cf. [25] p. 168). More precisely, if a function is rotated in spatial
domain, its Fourier transform will also be rotated in the same way.
The direction retrieved from the spatial coherence pattern and the
inclination of the convective ridge therefore describes the direction
of what will be called convective velocity (denoted by uc) in the
following.

D. Error Estimation

The estimation results of all three presented methods are affected
by measurement errors, i.e., noisy transducer data. To quantify the
resulting uncertainty for the flow angle determination, an error
estimation on simulated noisy data was carried out. The exact pro-
cedure of this Monte Carlo approach and the results of the error
estimation can be found in Appendix B.

IV. Results

In the following, results on the experimental dataset will be shown
for the three methods introduced above: flow direction determination
in the spatial domain, angle to the convective ridge center in the
wavenumber domain, and convective ridge inclination in the wave-
number domain. Two exemplary bin frequencies will be chosen at
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which to perform all three evaluation methods. At the higher one of

the two frequencies all three analysis methods will yield similar

results, while at the lower frequency the result from one of the

methods differs. The choice of frequency was made to provide a

good example of the difference.

A. Angle Estimation

1. Spatial Domain

In Fig. 6, the coherence levels γ2 of all transducer pairs are

displayed for frequencies of 769 and 2490 Hz, respectively. To

highlight the coherence patches, the size of each plotted point is

scaled according to its coherence level. At 769 Hz (Fig. 6a), more

transducer pairs have a large value than at 2490 Hz (Fig. 6b). The

larger the coherence value of a specific pair, the larger is its impact on

theminimization problem inEq. (5). The dominant coherence pattern

orientation can be determined from the data and is shown as a dashed

line in both figures. It is inclined relative to the x axis by 13.2° at

769 Hz and by approximately 13.6° at 2490 Hz. Such a deviation of

the flow relative to the aircraft length axis has already been observed

in previous flight tests (cf. [9]). We refer to Haxter [1] for a more

detailed representation. Note also that the difference between those

two angles is of the order of magnitude of the standard error (approx-

imately 0.1°) that was predicted from the Monte Carlo simulation in

Appendix B for the spatial method.

2. Wavenumber Domain

The two wavenumber domain analysis methods will be shown in

parallel in the passage below. A wavenumber analysis with sub-

sequent application of deconvolution using 104 iterations was per-

formed on an equidistant wavenumber grid with 512 × 512
wavenumber focus points and

kx
k0

;
ky
k0

∈ �−7; 7�

The characteristics of the convective ridge were evaluated using the
two wavenumber domain methods. The results for the same two

frequencies as in the previous section are shown in Fig. 7. Both
spectra exhibit a convective ridge at positive wavenumber in the

region of kx∕k0 ≈ 1.5. The convective ridge at 2490 Hz in Fig. 7b
shows expected behavior. Its inclination angle crosses the line from
the center of the ridge to the origin at roughly 90° as shown in the

sketch in Fig. 5b in Sec. III.B. Both angles α � 13.6° and β � 14.2°
are considerably close, and therefore the orientation of the convective
ridge is approximately perpendicular to the line from its center to the

origin of the plot. Note that the deviation between α and β is of the
order ofmagnitude of the standard error predicted by theMonteCarlo
simulation (approximately 1°) in Appendix B.
The spectrum at the lower frequency of 769 Hz, however, exhibits

some different features: while the inclination of the convective ridge

at α � 12.6° is similar to the higher frequency case, the entire
convective ridge appears to be shifted downward. A line drawn from

the origin of the spectrum to the center of the convective ridge reveals
an angle of β � −5.1° and therefore is not aligned perpendicular to
the ridge orientation.

3. Comparison of Results

Figure 8 shows the results of all three estimation methods plotted

against frequency: α̂ determined by the spatial method [cf. Eq. (5)], α
determined by thewavenumber inclinationmethod [cf. Eq. (14)], and
β determined by the wavenumber center method [cf. Eq. (12)].
For all three methods, strong outliers appear mainly at the har-

monics of the electrical noise fundamental frequency (i.e., 800, 1200,

1600 Hz, etc.). Apart from those outliers, the results of the spatial
method vary very slightly. The wavenumber domain method based
on the inclination of the convective ridge shows good agreement with

the spatial method in the frequency range above 800 Hz. Again, the
deviation between those two methods is of the order of magnitude of
the standard error (approximately 1°) predicted by the Monte Carlo

simulation (Appendix B). However, the results of the wavenumber
method based on the center of the convective ridge differ more

a) f = 769 Hz b) f = 2490 Hz

Fig. 6 Coherence patches from experimental data and angles determined from spatial coherence fit.

a) f = 769 Hz b) f = 2490 Hz

Fig. 7 Wavenumber spectrum from experimental data.
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significantly from the other two methods. For frequencies above

2000 Hz, the results of method the center approach are in the same

range as those of the other two methods, but the variations are much

larger. Moreover, for frequencies below 2000 Hz the estimated angle

according to the center approach deviates strongly from the other two

methods. This effect increases with decreasing frequency.

The observed phenomenon of a displacement of the convective

ridge in the wavenumber domain will be discussed in more detail in

the following Sec. IV.B.

B. Tilted Coherent Structures Leading to Shifted Convective Ridges

Considering the observations so far, the question arises which

properties of the flow cause a deviation of the signals’ convective

phase properties from the coherence properties. In the following, a

comprehensive model will be derived that accounts for the observed

phenomena. A simple model of a coherent turbulent structure inter-

acting with a simple two-transducer array is shown in Fig. 9.

The simplified array consists of just two transducers n1 and n2,
which are separated by distance ξ 0 in flow direction and by distance

η 0 in crossflow direction, respectively. The turbulent structure is

represented by a straight line inclined at an angle β relative to the

array y axis and moves according to the convective velocity uc. The
orientation of the flow directionwith the array is represented by angle

α. Hence, the inclination of the coherent turbulent structure relative to
the crossflow direction is β − α. It is assumed that the turbulent

structure locally imprints a similar pressure footprint onto the trans-

ducers, once they are directly underneath the turbulent structure. This

implies that the dispersion of pressure is only due to convection and

not due to other effects that may propagate ahead of the structure or

sideways. Using this simple model, the time difference Δt between
the pressure signals at transducers n1 and n2 can be derived as a

function of transducer separations ξ 0 and η 0 and the angle of incli-

nation of the turbulent structure, β − α. It is

Δt�ξ 0; η 0; α; β; uc� �
1

uc
�ξ 0 � η 0 tan�β − α�� (15)

which reduces to the regular model with Δt � ξ 0∕uc for β � α.
Using the relationship Δt � Δx∕uc with Δx � θλ∕2π and λ being
the wavelength of pressure fluctuations, the time difference Δt
between the two transducers can be depicted as a phase shift θ in
the spatial domain

θ�ξ 0; η 0; α; β; λ� � 2π

λ
⋅ �ξ 0 � η 0 tan�β − α�� (16)

The wavelength λ is a function of frequency: λ � uc∕f; thus

θ�ξ 0; η 0; α; β; f; uc� �
2πf

uc
⋅ �ξ 0 � η 0 tan�β − α�� (17)

A synthetic cross-spectral matrix is set up and evaluated to demon-
strate the effects of the introduced model. As each entry of a cross-
spectral matrix represents a transducer combination separated by ξ
and η, Eq. (17) can be used to determine the phase shift for each entry
at a given frequency f. For the transducer positions that lead to the
transducer separations ξ and η, the same positions as were used in the
flight test are applied (cf. Sec. II). The setup of the cross-spectral
matrix is given by

R�ξ 0; η 0; lx; ly; α; β; f� � γ�lx; ly; α� ⋅ φ�θ�ξ 0; η 0; α; β; f; uc�� (18)

In Eq. (18), α is again the tilt of the coherence patch in the spatial
domain resulting from the coherence levels γ between the signals of
different transducer pairs:

γ�lx; ly; α� � exp

�
−
jξ 0�α�j
lx

−
jη 0�α�j
ly

�
(19)

The rotated separation coordinates ξ 0 and η 0 are defined by

ξ 0�α� � cos�α�ξ� sin�α�η
η 0�α� � − sin�α�ξ� cos�α�η (20)

The phase propagation φ�θ� is set by using θ from Eq. (17):

φ�θ� � exp�i ⋅ θ� (21)

For simplicity, the amplitude of R is set to 1 for all frequencies. For
coherence length and convective velocitymagnitudevalues of similar
magnitude as the ones expected from the flight testwere used to set up
the synthetic data. The evaluation was performed using the beam-
forming approach in Eq. (7), and the resulting dirty maps were
postprocessed using DAMAS2.1 [23] to remove influence of the
point-spread function. The resulting wavenumber spectra from the
synthetically produced cross-spectral matrices for the frequency f �
769 Hz are shown in Fig. 10. The case shown in Fig. 10a represents
an eventwhere the flow is alignedwith the x axis and no inclination of
the turbulent structures occurs. The convective ridge is centered on

turbulent
structure

1

2

Fig. 9 Model of a tilted coherent turbulent structure passing over a two-
transducer array. Here, uc is inclined by angle α relative to the array
coordinates x and y to yield the flow coordinate system x 0 and y 0.

Fig. 8 Angle estimation results for all frequencies below 3750 Hz.
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the x axis, and its orientation is perpendicular to the x axis. The
modeled cross-spectral matrix was set up with both α and β set to
0.0°. The output of the data analysis returns α � 0.1° and β � 0.0°.
When the input values are set to α � 20.0° and β � 20.0°, the

entire convective ridge is rotated about the origin of the wavenumber
spectrum. This can easily be conceived as the previous case, but
rotating the entire transducer array underneath the turbulent boun-
dary layer by an angle of 20.0°. The turbulent structures are not tilted
relative to the flow direction. Processing the dataset returns values of
α � 18.6° and β � 20.5°.
When α and β are chosen to differ, e.g., α � 20.0° and β � 0.0°, a

result as shown in Fig. 10c occurs. The convective ridge is still inclined
at α, but its center is now located at ky∕k0 � 0, which results from β.
The analysis after processing returns α � 18.6° and β � 0.4°.
Taking this further and choosing α � 20.0° and β � −20.0°

results in the wavenumber spectrum shown Fig. 10d. Again, the
convective ridge is tilted by α, but its center is now located at ky∕k0 <

0 at an angle of β relative to the origin of the spectrum. Analyzing this
dataset returns α � 18.7° and β � −19.7°.
All the values ofα and β that were used to set up themodeled cross-

spectral matrix data were retrieved back from the data by analysis

within an error range of 1.5°. This demonstrates that a tilted propa-

gation of turbulent structures in the boundary layer causes a shift of

the convective ridge in the wavenumber spectrum. Note that this

requires that the tilt angle of the turbulent structures that pass over the

array do have a nonzero mean. Otherwise, this effect would not be

visible after the averaging procedure during Welch’s method.

C. Extending the Exponential Wavenumber Spectrum Model

To insert the phase angle into the existing models for wavenumber

representation of turbulent boundary-layer pressure fluctuations, a

modification is proposed in the following. The modified model for

wavenumber spectrum Φ will utilize separate angles for the coher-

ence pattern and the phase propagation. The model is retrieved by

separately applying a Fourier transform to the coherence patch and to

the propagation term.

Φ�kx; ky; α; β; f� �
1

�2π�2
Z

∞

−∞

Z
∞

−∞
γ�ξ; η;α; f� ⋅ φ�ξ; η; α; β; f�

⋅ exp�−i�kxξ� kyη�� dξ dη (22)

a) Input values: = 0.0°, = 0.0° b) Input values: = 20.0°, = 20.0°

c) Input values: = 20.0°, = 0.0° d) Input values: = 20.0°, = −20.0°

Fig. 10 Wavenumber spectrum from processed synthetic data (f � 769 Hz).
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Here, γ�ξ; η; α; f� is the coherence pattern used by Corcos [18] and

Efimtsov [16], which is expanded by the angle α [cf. Eq. (19)]. The

propagation proposed by the same authors is modeled using

φ�ξ; η; α; β; f�, which has been expanded by the angles α and β:

φ�ξ; η; α; β; f� (23)

The integral in Eq. (22) solves to

Φ�kx; ky; α; β; f�

� lx�f�ly�f�
π2

⋅
1

1� l2x�f��kx cos�α� � ky sin�α� − kc�2

⋅
1

1� l2y�f��−kx sin�α� � ky cos�α� − kc tan�β − α��2 (24)

and can be scaled by an amplitude A�f�. Here kc is the convective
wavenumber (based on the convective velocity), which can be

obtained via the convectivevelocity uc frommodels like Smol’yakov

[17]:

kc�f� �
2πf

uc
(25)

A detailed derivation of Eq. (24) can be found in Appendix A.

V. Discussion

Tilted turbulent structures may affect the determination of propa-

gation velocity. The next section discusses how this affects the

analysis of wavenumber spectra. Additionally, a short discussion

on the predominant direction of tilting in the present case will be

discussed as well as the cases in which the tilted propagation may

affect surface excitation prediction. For most parts of the section we

assume for simplicity that the array is alignedwith the flow direction,

i.e., α � 0°.

A. Effects on Determination of Propagation Velocity

A shift in the convective ridge can have an effect on the propaga-
tionvelocity determined from the position of the convective ridge. As
summarized by, for instance, Bull [12], the center of the convective
ridge is associated with the convective velocity uc � 2πf∕kkcenterk2.
Bull only describes the one-dimensional case with ky � 0. In the

two-dimensional case, the wavenumber spectrum is extended in
crossflow direction (as used throughout the present investigation).
Similar to the one-dimensional case, the convective velocity is deter-
mined from the displacement of the center of the convective from the
origin uc � 2πf∕kkcenterk2. This applies as well for a mere change in
flow direction, which can be viewed as a simple rotation of the array
underneath a constant flow. The question arises whether or not this
still holds for tilted propagation of turbulent structures. It will be
discussed in the following using Figs. 11a–11c and 12a–12c.
In a simple example in Fig. 11a, a nontilted structure is sketched to

pass in x direction over a linear array. When analyzed in the wave-
number domain, sketched in Fig. 11c, this will lead to a convective
ridge centered at position kkcenterk2 � 2πf∕uc with uc � a∕Δt. Due
to the single dimension of the array, the resulting wavenumber
spectrum will be one-dimensional as well because no information
is available on the characteristic of the turbulent structure in y
direction. If the coherent structure is tilted by β as shown in Fig. 11b,
the linear arraywill gather the same information as in the casewith the
nontilted structure. The position of the convective ridge in the wave-
number spectrum will therefore not change.
Using a two-dimensional array as shown in Fig. 12a yields addi-

tional information in y direction and allows for the wavenumber
spectrum to extend in ky direction. A nontilted turbulent structure

passing over such an array would lead to a two-dimensional con-
vective ridge. A slice through this two-dimensional wavenumber
spectrum at ky � 0 rad∕m would yield the convective ridge at a

similar position kkcenterk2 as in the one-dimensional case.
A tilted structure passing over the array causes the convective ridge

to be shifted downward by an angle β as shown in Fig. 12c. Its
amplitude at the intersection point with the kx axis is lowered relative
to its center. However, the position of the intersection with the kx axis
remains unchanged compared to the nontilted case, as each one-
dimensional line in the arraywill still produce the same result as in the

a) Regular turbulent structure passing
over a one-dimensional array

b) Tilted turbulent structure passing
over a one-dimensional array

| | �� center ��2

c) One-dimensional wavenumber spec-
trum and the position of the convective
ridge at convective wavenumber

Fig. 11 Scenarios with turbulent structures and a one-dimensional array.

a) Regular turbulent structure
passing over a two-dimensional
array

b) Tilted turbulent structure
passing over a two-dimensional
array

�� center ��2

convective
ridge� center �

c) Wavenumber spectrum with a
shifted convective ridge and two 
possible values for the convective 
wavenumber

Fig. 12 Scenarios with turbulent structures and a two-dimensional array.
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solely one-dimensional case. The intersection of the convective ridge

with the kx axis therefore represents the value of jkcenterx j. The down-
ward shift of the center of the convective ridge results in an increased

value of kkcenterk2 compared to jkcenterx j, which represents a lower

propagation velocity.

In Fig. 12b, the passing of the inclined structure over the array is

sketched. In the timeperiodΔt it takes the structure tocover thedistance
a, the array “observes” the structure to pass in the direction of uφ at an
angle β. To the array, the distance apparently covered in the time Δt
appears to be only ~a � a cos�β�. Therefore, the apparent convective
velocity is reduced to uφ � ~a∕Δt � uc cos�β�. In the wavenumber

domain, the center of the convective ridge is shifted away from the

origin with increasing β by kφ � 2πf∕uφ � 2πf∕�uc cos�β��.
This virtual decrease in propagation velocity has to be consid-

ered when modeling wavenumber spectra with tilted convective

ridges for the use in structural vibration excitation.Whenmodeling

the position of the convective ridge, a convective velocity model

such as the one from Smol’yakov [17] is consulted. The design of

the experiment used by Smol’yakov was most likely tailored to

determining the convective velocity uc and no tilt of the turbulent

structures will have occurred. (In the case of Smol’yakov, the data

were taken from a water tunnel experiment with known flow

direction and a flow-aligned array). When these data are used to

model wavenumber spectra with tilted convective ridges, their

position will be erroneously close to the origin of the spectrum,

as the shift of the convective ridge comes with a virtual decrease of

uc to uφ.
On the other hand, when a wavenumber spectrum is used to

derive information about the propagation velocity of turbulent

structures in the boundary layer, it has to be considered that the

position of the convective ridge only resembles the “virtual” propa-

gation velocity and not the physical passing of turbulent structures

over the array.

B. Predominant Orientation of Tilted Turbulent Structures

In the present case the shifting of the convective ridge is observed

downward in the wavenumber spectrum, toward smaller values of ky
(as sketched in Fig. 12c). The orientation of the convective ridge

remains constant. When looking at Figs. 13 and 14 it can be seen that

the phase response between the two transducers will be opposite

when the sign of β changes.

Adownward shift toward smaller values of ky present in the current
experimental data (cf. Figs. 7a and 7b) indicates that the turbulent

structures are tilted as shown in Fig. 14: the upper part of the

structures appears to precede the lower part.

C. Summary of Formulas

For the general case of an array that is not necessarily aligned with
the flow (i.e., α ≠ 0), the proportions discussed in the last section
generalize to

uφ � uc cos�β − α� (26)

kφ cos�β − α� � kc (27)

Moreover, substituting kc � kφ cos�β − α� in Eq. (24) we get the

equivalent representation of the wavenumber spectrum model in
terms of kφ:

Φ�kx; ky; α; β; f�

� lx�f�ly�f�
π2

⋅
1

1� l2x�f��kx cos�α� � ky sin�α� − kφ cos�β − α��2

⋅
1

1� l2y�f��−kx sin�α� � ky cos�α� − kφ sin�β − α��2 (28)

D. Past Considerations in Vibroacoustic Prediction

The prediction of cabin noise through structural vibration has been
used in the frequency range from 500 Hz and 5 kHz by Graham [19].
In his prediction method the flow is assumed to be aligned with the
length axis of the structure. Graham states that the key to a good
prediction is to have an accurate description of the convective peak in
case of hydrodynamic coincidence at high aircraft speeds. The
accurate description in his terms is the knowledge about its position
as well as its shape. While the shape of the convective ridge is more
important at higher frequencies, its position becomesmore important
at lower frequencies. The long coherence lengths of the turbulent
structures in the flow at lower frequencies lead to a sharper but higher
peak of the convective ridge. When a sharp convective ridge occurs,
its position relative to the dominant modes becomes important. It is
due to this characteristic that both the rotation and the shift of the
convective ridge at low frequencies are important to consider in
prediction.

VI. Conclusions

Flight test data were analyzed to obtain both spatial coherence
patterns and wavenumber spectra of surface pressure fluctuations.
These two representations of fluctuations were analyzed for charac-
teristic features connected to the flow direction deviating from the
array orientation.Mainly, these features can be described for both the

2

1

Fig. 13 Tilted turbulent structure with β < 0. The coherent signal will
arrive at transducer n2 before transducer n1, thus implying propagation
in positive y direction.

2

1

Fig. 14 Tilted turbulent structure with β > 0. The coherent signal will
arrive at transducer n1 before transducer n2, thus implying propagation
in negative y direction.
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spatial coherence pattern and the wavenumber spectra as a rotation
about the origin. However, in some cases observed in the present
investigation, thewavenumber domain representation of the pressure
fluctuations deviated from the solely rotational behavior about the
origin and an additional shift of the convective ridgewas observed. A
tilted convection of turbulent structures was discussed as a possible
cause for the observed behavior and incorporated in an analytical
model for the wavenumber representation of the data. Due to the
specific measurement setup, a meaningful calibration of the pressure
sensors could not be carried out. This leads to uncertainties regarding
the amplitudes of the CSM entries. However, an erroneous level of
amplitudes in the CSM does mainly affect the magnitude of the
frequency-wavenumber spectrum. For the present analysis, only
the center and orientation of the convective ridge were used. These
features are not expected to be strongly affected by a variation in the
magnitude of the amplitudes in the CSM.
In a subsequent discussion, a dominant tilt direction of the turbu-

lent structures in the flow was specified. Besides the insight into the
events within the turbulent boundary layer, the importance of the
topic lies in the prediction of fuselage structural vibration. The phase
characteristic of convection and therefore the position of the con-
vective ridge in thewavenumber domain are crucial for the excitation
characteristic of the boundary-layer pressure fluctuations.
We want to emphasize here that this paper primarily wants to

present the phenomenon of shifted convective ridges that was
observed in the flight test dataset. Tilted convection is suggested by
the authors as a possible cause of this phenomenon along with a
suitable analytical model. However, we do not claim that this is
actually the reason for the observed shift of the convective ridge in
this measurement but only state this as a conjecture. Moreover, the
possible mechanisms that may cause such a tilted convection are not
discussed here as this is far beyond the scope of this work.

Appendix A: Fourier Transform of the
Tilted Coherence Pattern

The Fourier transform of the tilted coherence pattern with the
shifted propagation angle will be derived in the following. Starting
point is the functions γ�ξ; η; α; f� (representing the coherence decay)
and φ�ξ; η; β; f� (representing the propagation), as introduced in
Sec. IV.B:

γ�ξ;η;α;f�� exp

�
−
jξcos�α��ηsin�α�j

lx�f�
−
j−ξsin�α��ηcos�α�j

ly�f�
�

(A1)

φ�ξ; η; β; f� � exp�i ⋅ kc�ξ cos�α� � η sin�α�
� tan�β − α��−ξ sin�α� � η cos�α���� (A2)

Here ξ and η are the transducer separations in x and y direction,
respectively; α is the tilt angle of the coherence pattern (and thus
similarly the inclination angle of the convective ridge); and β is the
angle from the origin of thewavenumber spectrum to the center of the
convective ridge. Taking the spatial Fourier transform of γ ⋅ φ yields

Φ�kx; ky; α; β; f� �
1

�2π�2
Z

∞

−∞

Z
∞

−∞
γ�ξ; η; α; f� ⋅ φ�ξ; η; β; f�

⋅ exp�−i�kxξ� kyη�� dξ dη (A3)

Equation (A3) is written in terms of the aircraft coordinate system.
It is related to the coordinate system of the tilted coherence pattern
(denoted by u, v) via

�
cos�α� − sin�α�
sin�α� cos�α�

��
u
v

�
�

�
ξ
η

�
(A4)

The Jacobian determinant of the transformation in Eq. (A4) is 1, so
that

dξ dη �
���� det ∂�ξ; η�∂�u; v�

����du dv � du dv (A5)

The Fourier transform is then written as

Φ�kx; ky; α; β; f� �
1

�2π�2
Z

∞

−∞

Z
∞

−∞
exp

�
−

juj
lx�f�

−
jvj
ly�f�

�

⋅ exp�−i�kx�u cos�α� − v sin�α�� � ky�u sin�α� � v cos�α����
⋅ exp�ikc�u� v tan�β − α��� du dv (A6)

This can be split into separate integrals:

Φ�kx;ky;α;β;f�

� 1

�2π�2
Z

∞

−∞
exp

�
−

juj
lx�f�

− iu�kx cos�α��ky sin�α�−kc�
�
du

⋅
Z

∞

−∞
exp

�
−

jvj
ly�f�

− iv�−kx sin�α��ky cos�α�−kc tan�β−α��
�
dv

(A7)

which can be reduced to

Φ�kx; ky; α; β; f� �
1

�2π�2
Z

∞

−∞
exp

�
−

juj
lx�f�

− iup

�
du

⋅
Z

∞

−∞
exp

�
−

jvj
ly�f�

− ivq

�
dv (A8)

by using

p � kx cos�α� � ky sin�α� − kc (A9)

and

q � −kx sin�α� � ky cos�α� − kc tan�β − α� (A10)

This can be evaluated by splitting up the ranges of integration:

Φ�kx; ky; α; β; f� �
1

4π2
⋅
Z

∞

0

exp

�
−u

�
1

lx�f�
� ip

��
du

�
Z

0

−∞
exp

�
u

�
1

lx�f�
− ip

��
du

⋅
Z

∞

0

exp

�
−v

�
1

ly�f�
� iq

��
dv

�
Z

0

−∞
exp

�
v

�
1

ly�f�
− iq

��
dv (A11)

This yields the Fourier transform

Φ�kx; ky; α; β; f� �
4lx�f�ly�f�

4π2�1� l2x�f�p2��1� l2y�f�q2�
(A12)

Substituting for p and q again yields

Φ�kx; ky; α; β; f�

� lx�f�ly�f�
π2

⋅
1

1� l2x�f��kx cos�α� � ky sin�α� − kc�2

⋅
1

1� l2y�f��−kx sin�α� � ky cos�α� − kc tan�β − α��2 (A13)

Note that α and β may be dependent on frequency as well, so that

α � α�f� and β � β�f�.
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Appendix B: Error Estimation

To estimate the error in determining the flow angle for each of the

three presented methods, a Monte Carlo simulation was performed

by simulating noisy cross-spectral data with a noise variance corre-

sponding to the variance in the measured cross-spectral matrix R:

σ̂2nm ≔ Var�Rnm� (B1)

The values σ̂2nm were estimated by sample variances on the set of

block samples during the computation of Welch’s method. We refer

to [26] for a deeper investigation of this statistical quantity. The noise-

free synthetic CSM entries are given by

Rexact
nm � A�f� ⋅ exp

�
iξ 0

nm

2πf

uc

�
⋅ exp

�
−
jξ 0

nmj
lx

−
jη 0

nmj
ly

�
(B2)

To perform the simulation on a physically meaningful parameter

setup, the following considerations were made:

1) The amplitude value A�f� was estimated by the CSM of the
flight test data by

A�f� � 1

N

XN
n�1

Rnn�f�

2) uc � 0.8 ⋅ 210 m∕s, where 210 m∕s is in the range of the
freestream velocity during the flight test, and the factor 0.8 is moti-
vated by the empirical investigations in [17].
3) lx � uc∕0.1 ⋅ 2πf and ly � uc∕2πf, where the factor 0.1 and

the ratio ly∕lx are chosen in the range of the empirical investigations

in [16,27].
The entire set of selected parameters is summarized in Table B1.
The uncertainty can now be estimated by a simulation approach

for a sufficiently large sample of cross spectrum. This is possible,
because we know the empirical variances of the experimental cross-
spectrum estimates [cf. Eq. (B1)]. The generic procedure given in
Algorithm 1 works for any method F that maps an (empirical) cross-
spectral matrix R to an estimation of the angle α̂. The results of the
Monte Carlo simulation are summarized in Table B1. We observe that
all three methods provide reasonably good angle estimations with a
standard error that is strictly less than 2.5°. However, the spatial method
is by far the most accurate onewith a standard error in the order of 0.1°.
This low level of variation of the results was also observed in the
evaluation of the experimental dataset. Both wavenumber domain
methods have a standard error in the order of 1°. For most frequencies,
the method based on the inclination of the convective ridge performs
better than the one based on the center estimation. Only at 1500 Hz
the inclination method has a significantly larger error than the center
method.
Concerning the two wavenumber domain methods, it seems that

the center approach is a bit more robust against noise effects in the
DAMAS 2.1 result, while the inclination approach provides a more
accurate angle estimate in most cases. Note further that the wave-
number domainmethods depend on the specific setup of theDAMAS

Table B1 Parameter settings for the Monte Carlo simulation

Parameter Value

Angle, α̂ 13°

Convective velocity, uc 168 m∕s

Frequencies, f
f � 500–3500 Hz; increments of

500 Hz

Coherence length, lx lx � uc
0.1⋅2πf m

Coherence length, ly ly � uc
2πf m

Amplitudes, A From flight test data

Number of Monte Carlo samples,
nmax

500

CSM variances, σ̂2mn From flight test data [cf. Eq. (B1)]

Algorithm 1: Generic method for uncertainty estimation

input :F angle estimation method, nmax, σ̂
2
mn, α̂, lx, ly, f, uc, A

output errstd approximation of standard deviation of the angle estimation error

:
initialize Rexact � Rexact�A; f; uc; lx; ly; α̂� // exact CSM cf. Eq. (B2)
errstd ≔ 0

for n � 1; : : : ; nmax do

sample X, Y from �N �0; 1��N×N // real Gaussian white noise matrices
define Z ∈ CN×N by // Hermitian noise matrix with correct scaling

Znm ≔
������
σ̂2nm
2

q
⋅ �Xnm � Xmn � iYnm − iYmn�

Rnoisy ≔ Rexact � Z // noisy CSM
αest ≔ F �Rnoisy� // angle estimation
errstd � errstd � 1

nmax
jαest − α̂j2 // sample average of squared error

end
errstd � �����������

errstd
p

Fig. B1 Estimated standard error from the Monte Carlo simulation for all three considered methods.
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2.1 method, especially the number of iterations. For the results
presented here the number of iterations was set to 1000. Hence,
increasing the number of DAMAS 2.1 iterations may also help to
improve the accuracy of the wavenumber domain methods.
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