
Experimental validation of a CFD model to simulate the heat transfer in 1 

shell-and-tube, moving packed-bed heat exchangers 2 

Julian D. Hertel*, Stefan Zunft 3 

Institute of Engineering Thermodynamics, German Aerospace Center, Pfaffenwaldring 38-40, Stuttgart, 4 

Germany 5 

 6 

Abstract 7 

Shell-and-tube, moving-bed heat exchangers could offer a promising solution to generate steam in 8 

particle-based solar towers, where they need to withstand high pressure and a wide temperature spread. 9 

To provide guidance during the design stage, accurate and time-efficient simulation tools are required 10 

that are capable of capturing the complex heat transfer characteristics of this type of heat exchanger. 11 

In this article, we present a comprehensive set of thermal models to simulate the heat transfer in a moving 12 

bed heat exchanger with horizontal tubes. The model builds upon previous works in which we proposed 13 

a 2D multiphase continuum approach for more time-efficient computation. Simulations were 14 

experimentally validated by using specially prepared measuring probes that allowed us to resolve and 15 

compare the local heat transfer coefficients around the tube circumference. 16 

The comparison showed that simulated heat transfer coefficients match the experimental data in general, 17 

but also suggest that the implemented thermal models slightly overestimate the influence of the 18 

stagnation and the void zone. 19 
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1 Introduction 26 

Concentrating solar power (CSP) could play an important role during the global transition towards a 27 

more renewable and sustainable energy supply. One promising prospect for next generation CSP plants 28 

are solar towers that operate with ceramic particles in the primary circuit. Using granular material as a 29 
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working fluid comes with two major advantages over conventional systems. First, the exceptional 30 

thermal stability of the bulk allows the plant to be operated at unprecedented temperature levels 31 

potentially exceeding 1000 °C; thereby increasing the overall efficiency and reducing the levelized cost 32 

of energy of the system. Second, particles can simultaneously be used as a storage material. By 33 

integrating an adequately sized bin, from which bulk can be drawn on demand, the plant is effectively 34 

made suitable for covering baseload demand. 35 

One key component of particle-based solar towers is the heat exchanger, in which heat is transferred 36 

from the primary to the secondary loop. Extracting heat from the bulk is a challenging task due to its 37 

extremely low thermal diffusivity. In recent years, different designs of gravity-driven moving bed heat 38 

exchangers (MBHE) have been proposed as an alternative to more mature but costly fluidized bed 39 

technologies. For example, Albrecht and Ho published multiple studies on the development of the 40 

MBHE that is to be installed in the G3P3 project [1-3]. They opted for a shell-and-plate design to transfer 41 

heat from the particles into highly pressurized CO2-microchannels. Other studies looked into designs 42 

with horizontal tubes as, e.g., in [4, 5] and [6]. One benefit of this more traditional tube bundle design 43 

is that it is relatively mature and robust, which made it the primary choice for the steam generator in the 44 

HIFLEX pilot-plant project, in which very demanding temperature drops across the heat exchanger of 45 

more than 600°C (300°C–950°C) are targeted [7]. 46 

MBHEs, in general, show flow and heat transfer characteristics that differ notably from conventional 47 

technologies. This is why accurate simulation tools are needed to provide guidance during the design 48 

phase. In a shell-and-plate heat exchanger, it is safe to assume plug flow allowing the application of 49 

more simplified, straight-forward numerical models such as explored in [8]. The particle flow field in 50 

MBHEs with horizontal tubes, on the other hand, is comparatively more complex. There has been one 51 

attempt by Niegsch et al. [6] to capture this complexity in a fully analytical model, however, the model 52 

does not take into consideration neither the temperature dependence of the thermophysical properties of 53 

the bulk nor the continuously changing tube wall temperatures across the MBHE. Note that in [9] and 54 

[10] the thermal conductivity of granular media was reported to depend strongly on its temperature. 55 

Therefore, in the case of large temperature drops between the inlet and the outlet, Niegsch’ model 56 

presents too much of an over-simplification to be considered for the real case application, and it is 57 



eventually necessary to resort to more accurate models based on computational fluid dynamics (CFD) 58 

or the discrete element method (DEM). 59 

DEM simulations have been applied in various occasions to gain a better understanding of the flow field 60 

and heat transfer in MBHEs. Mentionable examples are Guo et al. [11], who studied the impact of 61 

oscillating horizontal tubes; Guo et al. [12], who tried to identify certain characteristics of the granular 62 

flow around a single tube; and Tian et al. [13], who calculate the heat transfer coefficients around tubes 63 

of different shape. All of these studies were restricted to analysing the flow around a single tube. The 64 

reason for this is that, despite today’s computing capacity, DEM simulations still take up a significant 65 

amount of CPU time. This means that, although DEM simulations are useful to analyse and optimize 66 

certain isolated design features, they are still too time consuming to simulate the MBHE as a whole. 67 

Contrary to DEM, CFD simulations do not numerically integrate the equations of motion for every 68 

single particle, but instead treat granular media as a continuum, this way translating the soil mechanics 69 

into an Eulerian context. As a result, CFD simulations can be more time efficient and offer an interesting 70 

alternative for solving the energy balance of the MBHE system as a whole within a reasonable time 71 

frame and without losing much of the accuracy of DEM simulations. This led us to believe that a 72 

multiphase continuum model could fill an important gap in the portfolio of simulation tools, which are 73 

necessary to reduce design costs and ultimately help to pave the way towards commercialized particle-74 

based solar towers. 75 

A first foundation for such a model has been laid in our previous works [14] and [15]. There, the authors 76 

set up a 2D-multiphase continuum model of the particle flow inside a MBHE with horizontal tubes and 77 

compared the simulated flow field with DEM simulations to validate the underlying rheological models. 78 

With the validity of the momentum equations established, it is the purpose of this study to take it one 79 

step further and validate the implemented heat transfer models (Section 2) by comparing simulations 80 

with experimental results (Section 3 and 4). 81 

2 Heat transfer models 82 

The simulation model discussed in this article is based on the Eulerian multiphase approach, in which 83 

the gas phase (dry air) and the solid phase (particles) of the bulk are treated as interpenetrating continua. 84 



This means that for each phase a separate set of momentum and energy equations with their respective 85 

material properties is solved. 86 

As the rheological models, which are part of the momentum equations, have already been presented and 87 

validated in previous works [14, 15], only the underlying thermal models will be discussed herein. All 88 

models have been implemented in ANSYS FLUENT 2019 R3. 89 

We begin with the thermal energy transport equation, which constitutes the basis of all following 90 

models. As an example, Eq. (1) shows an essential extract from the ANSYS FLUENT manual [16] for 91 

the solid phase — whereas the correlation for the gas phase follows the same pattern. 92 

𝛿

𝛿𝑡
(𝜀𝑠𝜌𝑠ℎ𝑠) + ∇(𝜀𝑠𝜌𝑠𝒖𝑠) = ∇ ∙ (𝜆𝑒𝑓𝑓,𝑠∇𝑇) + 𝛼𝑠𝑔𝐴𝑖(𝑇𝑠 − 𝑇𝑔) (1) 

In our case, energy transport is dominated by convection, diffusion (first term on the RHS), and heat 93 

transfer between the phases (second term on the RHS). To characterize these terms, meaningful 94 

assumptions need to be made about the effective thermal conductivity of the bulk, 𝜆𝑒𝑓𝑓, and the 95 

interphase exchange coefficient, 𝛼𝑠𝑔, respectively. 96 

To describe the effective thermal conductivity of the bulk, we opted for the model of Zehner, Bauer and 97 

Schluender, often referred to as the ZBS model. This model was first published in [17, 18] and works 98 

on the presumption that the complexity of the bulk can be reduced to the heat transfer mechanisms taking 99 

place in a single representative unit cell. The model has been validated and implemented in many studies 100 

such as [2, 19, 20] and has proven its usefulness to this day. While for the exact correlation the interested 101 

reader is directed to the original publications or to [21], Eq. (2) only focuses on the key input parameters 102 

of the effective thermal conductivity. 103 

𝜆𝑒𝑓𝑓 = 𝑓( 𝜀𝑔, 𝑝, 𝑇, 𝑑𝑠, 𝜑𝑠, 𝐶𝑓,𝑠, 𝜀𝑠, 𝜌𝑠, 𝜆𝑠, 𝑐𝑝,𝑔, 𝜌𝑔, 𝜆𝑔, 𝜀𝑏
′ ) (2) 

𝜀𝑔 is the voidage of the packed bed, 𝑝 is the gas pressure, and 𝑇 is the temperature. The remaining 104 

parameters in Eq. (2) are more closely described in Table 1, along with their corresponding values as 105 

implemented in this study.  106 



The ZBS model was originally developed to describe the heat transfer in fixed packed beds and does 107 

not include convective heat transfer from one phase to another at the presence of slip velocity. To 108 

account for convection, a term 𝛼𝑠𝑔 must be defined describing the heat transfer between the phases. A 109 

definition for 𝛼𝑠𝑔 between a fluid and spherical particles was given by Gunn [22] (see Eq. (3)). 110 

𝑁𝑢𝑠𝑔 =
𝛼𝑠𝑔𝑑𝑠

𝜆𝑔
= (7 − 10𝜀𝑔 + 5𝜀𝑔

2)(1 + 0.7𝑅𝑒0.2𝑃𝑟1/3) + (1.33 − 2.4𝜀𝑔 + 1.2𝜀𝑔)𝑅𝑒
0.7𝑃𝑟1/3 (3) 

where 𝑅𝑒 and 𝑃𝑟 are the Reynolds and Prandtl number of the gas phase and 𝑑𝑠 is the mean particle 111 

diameter. 112 

Regarding the tube walls, considerable effort has been put into the modelling of the boundary conditions. 113 

Previous research has shown that heat transfer between a surface and the bulk involves a thermal contact 114 

resistance, 𝛼𝑐
−1, due to a reduced packing fraction near the wall. This contact resistance leads to a 115 

temperature drop proportional to 𝛼𝑐 according to Eq. (4) and Fig. 1. 116 

𝑞̇ = 𝛼𝑐(𝑇)(𝑇𝑤 − 𝑇𝑤
𝑚𝑜𝑑) (4) 

The modelling of the experiment in Section 3 requires a constant heat flux, 𝑞̇, from the surface into the 117 

bulk. It is then possible to derive the wall temperature of the tubes if the contact resistance 𝛼𝑐 is known. 118 

Different formulations of the contact resistance have been proposed in the past, for example, Albrecht 119 

and Ho [8] used the model of Botterill and Denoyle [23]. In this case, we implemented the contact 120 

resistance model of Tsotsas [24] (see Eq. (5)). 121 

𝛼𝑐 = 𝜑𝛼𝑊𝑃⏟  
𝑤𝑎𝑙𝑙−𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

− (1 − 𝜑)𝛼𝑔⏟      
𝑣𝑜𝑖𝑑𝑎𝑔𝑒 (𝑔𝑎𝑠)

+ 𝛼𝑟𝑎𝑑⏟
𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛

 
(5) 

where 𝜑 is the particle coverage at the wall. It represents the ratio of the projected area of particles in 122 

contact with the wall to the overall area of the wall. According to Tsotsas, heat transfer directly from 123 

the surface can be divided into three parts: 1) direct heat transfer from the wall to contacting particles, 124 

𝛼𝑊𝑃, 2) convective heat transfer through gaps in the adjacent particle layer, 𝛼𝑔, and 3) heat transfer by 125 

radiation, 𝛼𝑟𝑎𝑑. 126 



 127 

Fig. 1 Different regions along the tube wall to model the temperature drop (𝑇𝑤 − 𝑇𝑤
𝑚𝑜𝑑) in Eq. (5). 128 

Initially, Eq. (5) was proposed to model the temperature drop observed in bulk flow along a plane 129 

surface. However, gravity-driven bulk flow around the profile of a horizontal tube exhibits some unique 130 

phenomena that had to be accommodated in simulations. In principle, the tube boundary can be divided 131 

into the three different regions depicted in Fig. 1. Each region includes a different set of modifications 132 

to Eq. (5). 133 

Region I (𝝎 < 𝝎𝒔𝒆𝒑): Full contact 134 

At the upper part of the tube (𝜔 < 𝜔𝑠𝑒𝑝) particles are in full contact with the wall. In this region it is 135 

assumed that the coverage factor is at a constant value 𝜑0 = 0.65. This value is based on an educated 136 

guess. 137 

Region II (𝝎𝒔𝒆𝒑 < 𝝎 < 𝝎𝑽𝒁): Detachment 138 

When approaching a critical angle 𝜔𝑠𝑒𝑝 in the converging part of the flow channel, particles quickly 139 

start to separate from the wall. It is important to include this phenomenon in the form of a steeply 140 

decreasing coverage factor 𝜑(𝜔). In doing so, the contact resistance in Eq. (5) is increasingly dominated 141 

by heat transfer through gaps, while direct heat transfer between particles and the wall is diminished. 142 

Bartsch performed a series of DEM simulations to derive the empiric expression in Eq. (6) giving the 143 

coverage factor in the transition region 𝜔𝑠𝑒𝑝 < 𝜔 < 𝜔𝑉𝑍 [25]: 144 

𝜑(𝜔) = 0.5𝜑0 {tanh [
4(𝜔 − 0.5𝜔𝑠𝑒𝑝 − 0.5𝜔𝑉𝑍)

𝜔𝑉𝑍 − 𝜔𝑠𝑒𝑝
] − 1} (6) 



According to this function, the coverage factor decreases from 𝜑0 to 0 within the interval 𝜔𝑠𝑒𝑝 < 𝜔 <145 

𝜔𝑉𝑍. 146 

Region III (𝝎 > 𝝎𝑽𝒁): Void zone 147 

At the angular position 𝜔𝑉𝑍, particles will have separated completely and will create some space 148 

between the tube wall and the bulk flow, called the void zone. We would like to point out, here, that the 149 

void zone is supposed to arise naturally in the flow field as a solution of solving the momentum 150 

equations. Unfortunately, this ended up not being the case, as reported in [14]. Despite considerable 151 

simulation efforts, the void zone continued to collapse with time, which is why it was finally modelled 152 

as part of the boundary conditions. Note that somehow similar numerical problems were reported in 153 

[26]. 154 

As experimental results in Section 4 will show, heat transfer in the void zone decreases significantly. 155 

With 𝜑 = 0, the coefficient 𝛼𝑐 in Eq. (5) is now completely reduced to air convection, 𝛼𝑔, and radiation, 156 

𝛼𝑟𝑎𝑑. Tsotsas [24] already provided an expression for 𝛼𝑔 (𝛼𝑔,𝑍𝐵𝑆). This expression is valid for those 157 

parts of the wall that are fully or partly in contact with the bulk, but the theory breaks down closer to the 158 

void zone. Here, heat transfer needs to be described with a different coefficient, 𝛼𝑔,𝑉𝑍 (see Eq. (7)). 159 

𝛼𝑔 = {
𝛼𝑔,𝑍𝐵𝑆  for 𝜔 < 𝜔𝑉𝑍

𝜑𝑔𝛼𝑔,𝑍𝐵𝑆 − (1 − 𝜑𝑔)𝛼𝑔,𝑉𝑍  for 𝜔 > 𝜔𝑉𝑍
 (7) 

In order to transition smoothly from 𝛼𝑔,𝑍𝐵𝑆 to 𝛼𝑔,𝑉𝑍, a linearly decreasing weighting factor, 𝜑𝑔, was 160 

included with 161 

𝜑𝑔 =
𝜔 − 𝜋

𝜔𝑉𝑍 − 𝜋
 (8) 

For 𝛼𝑔,𝑉𝑍 in the void zone, Niegsch et al. [27] used the expression in Eq. (9). It had originally been 162 

proposed by Churchill and Chu to model the heat transfer by natural convection along a vertical wall 163 

[28]. 164 

𝛼𝑔,𝑉𝑍 =
𝜆𝑔

𝐻𝑉𝑍(𝜔)
[0.825 +

0.387𝑅𝑎1/6

[1 + (0.437/𝑃𝑟)9/16]8/27
]

2

 (9) 



where 𝑅𝑎 and 𝑃𝑟 are the Rayleigh and Prandtl number of the gas phase inside the void zone. 𝐻𝑉𝑍 is the 165 

characteristic length defined as the radial distance between the tube wall and the bulk, as indicated in 166 

Fig. 1. 167 

Fig. 2 will help to gain a better understanding of Eq. (5) to (9) by illustrating a set of curves that is 168 

characteristic of the heat transfer along the tube wall. Within the transition zone (Region II), the factor 169 

𝜑 causes the overall heat transfer, 𝛼𝑐, to decrease rapidly as the bulk separates from the wall. Within the 170 

void zone (Region III), 𝛼𝑔,𝑍𝐵𝑆 slowly transitions towards 𝛼𝑔,𝑉𝑍. This complex nature of the contact 171 

resistance 𝛼𝑐
−1 will play an important role in the interpretation of the results discussed in Section 4. 172 

 173 

Fig. 2 Different heat transfer coefficients and coverage factor along the tube wall with 𝜔𝑠𝑒𝑝 = 120° and 𝜔𝑉𝑍 = 150. 174 

Now that all of the implemented thermal models have been laid out, it is important to choose a reasonable 175 

set of input parameters with regard to the experiments in the next section. For our tests, we used the 176 

CarboCeramics Carbobead HSP 20/40 particles with a mean diameter of approximately 700 𝜇𝑚. Table 177 

1 highlights the important properties of this product along with the corresponding input parameters for 178 

model characterization. Parameters are based on data from the particle manufacturer, the literature, 179 

standardized preliminary measurements, or heuristic estimations from preceding DEM simulations. 180 

Table 1 Properties of the CarboBead HSP 20/40 sample for the characterization of the presented thermal models 181 

Property Value/Correlation Unit Source 

Air    
Thermal conductivity 𝜆𝑔(𝑇) Table (piecewise-linear) W/(Km) [29] 

Density 𝜌𝑔(𝑇) Table (piecewise-linear) Kg/m3 [29] 

Specific heat capacity 𝑐𝑝,𝑔(𝑇) Table (piecewise-linear) J/(kgK) [29] 

    

Bauxite    

Thermal conductivity 𝜆𝑠(𝑇) 𝜆𝑠 =  6 × 10
−8  ∙ 𝑇2  − 2 × 10−4 ∙ 𝑇 +  2.176 W/(Km) [10] 

Density 𝜌𝑠 3600 Kg/m3 Measured/manufacturer 

Specific heat capacity 𝑐𝑝,𝑠(𝑇) 𝑐𝑝,𝑠 = −1.15 × 10
−4 ∙ 𝑇2 + 0.3989 ∙ 𝑇 + 778 J/(kgK) [10] 

Surface roughness  1E-6 - estimate 



Mean diameter 𝑑𝑠 700 𝜇m manufacturer 

Form factor 𝜑𝑠 0.0077 (sphere)  [18] 

Form factor 𝐶𝑓,𝑠 1.25 (sphere)  [18] 

    

Bulk    

Angle of repose 𝜑𝑏 32 deg Measured 

Inner angle of friction 𝜑𝑖 30 deg Measured 

Emissivity 𝜀𝑏
′  0.9 (rough sand) - [30] 

    

Heuristic parameters    

Emissivity wall 0.1 (polished steel) - [30] 

Coverage 𝜑0 0.65 - From DEM 

Separation angle 𝜔𝑠𝑒𝑝 120 deg [25] 

Void zone angle 𝜔𝑉𝑍 150 (=180-𝜑𝑏) deg [25] 

 182 

3 Experimental approach and setup 183 

Local heat transfer coefficients (HTC) were measured using the small heat exchanger mockup shown in 184 

Fig. 3. The mockup is consists of fifteen horizontal dummy tube rows and is placed inside a particle 185 

circulatory system, which was presented in previous studies [15, 31]. During operation, cold particles 186 

flow, driven by gravity, from an elevated storage container through the mockup, while the mass flux is 187 

controlled with a rotary valve at the bottom. A chain conveyer constantly removes the bulk from 188 

underneath the valve and returns it to the storage container to guarantee a stable particle supply and a 189 

steady flow field. 190 

 191 

Fig. 3 Particle circulatory system (left) and heat exchanger mockup (right) with three measuring tubes 192 

Tests were conducted at the four different velocities listed in Table 2. These mean velocities refer to an 193 

average across the inlet area of the mockup and correlate to the mass flux according to Eq. (10). 194 

𝑣̅𝑖 =
𝑚̇𝑖
𝜌𝑏𝐴𝑖𝑛

 (10) 



where 𝜌𝑏 is the density of the bulk, and 𝐴𝑖𝑛 is the inlet cross-sectional area. As mentioned before, the 195 

mass flux 𝑚̇ depends on the position of the rotary valve. Prior to testing, the valve had been carefully 196 

calibrated by temporarily redirecting the particle flow directly below the valve into a catch bin and 197 

monitoring the collected mass over time. 198 

Local HTCs were measured at three different positions in the second, fourth and fifth tube row, as 199 

indicated in Fig. 3. At these locations, the dummy tubes were replaced by the specially prepared 200 

measuring probes illustrated in Fig. 4. The probes were made of a temperature-resistant polyethylene 201 

(PE) tube with a thin steel foil wrapped around it. During measurements, the foil is electrically heated 202 

by applying a constant electric current. The released heat per surface area can be calculated according 203 

to Eq. (11). 204 

𝑞̇ = 𝐽2𝜌𝑡 (11) 

where 𝐽 is the electric current per cross-sectional area perpendicular to the current paths, 𝜌 is the 205 

electrical resistivity of the foil, and 𝑡 is the thickness of the foil. Eq. (11) is based on the premise that 206 

the generated volumetric heat will be transferred entirely towards the bulk, and that heat transfer through 207 

the PE pipe as well as thermal redistribution within the foil are negligible. With this definition of 𝑞̇, a 208 

local HTC, 𝛼(𝜔), at a specific angular point, 𝜔, on the outer tube surface can be defined with the 209 

following equation. 210 

𝛼(𝜔) =
𝑞̇

𝑇𝑤(ω) − 𝑇𝑟𝑒𝑓
 (12) 

where T𝑟𝑒𝑓 is the reference temperature measured at the inlet of the mockup (see Fig. 3), and 𝑇𝑤(ω) is 211 

the temperature at a specific angular position ω (see Fig. 4). The wall temperature 𝑇𝑤(ω) is measured 212 

with thermocouples, which are firmly located inside notches in the axial direction and only their tips are 213 

in contact with the foil at the center of the tube. To obtain HTCs at different angular positions, ω, the 214 

probes were successively turned in steps of 10°. As each probe carries three thermocouples, the 215 

temperature profile, 𝑇𝑤(ω), around the entire perimeter could be covered more quickly. 216 



 217 

Fig. 4 Heated measuring probes used to measure the local heat transfer coefficents 218 

Table 2 gives a summary of the relevant geometrical and operational parameters for the tests. The 219 

electric current was fixed to 𝐼 = 28.0 A for all test sequences to prevent wall temperatures from 220 

exceeding 130°C at any given point. It was assumed that high temperatures could affect the effectiveness 221 

of the adhesive and lead to undesired detachment of the foil. With the electric current set to 𝐼 = 28.0 A, 222 

the constant surface heat flux is 𝑞̇ = 3370 W/m2 based on Eq. (11). 223 

Prior to measurements, multiple tests had been conducted to determine the uncertainty of the results 224 

discussed in Section 4. Those tests included: 225 

• measuring both the electrical resistivity of the foil and its uncertainty 226 

• calibrating the valve positions with their corresponding mass flow rates 227 

• measuring the homogeneity of the temperature field across the heated foil 228 

• checking the response of the thermocouples and their contact with the foil 229 

In addition to the thermal analysis, a camera was positioned in front of the mockup to measure the flow 230 

field by means of particle image velocimetry (PIV). Both the front and the back of the mockup were 231 

made of plexiglass to allow for an unobstructed observation of the granular flow, with the camera 232 

pointing at the lower part of the mockup (see Fig. 3). 233 

Table 2 Geometrical and operational parameters for the tests 234 

Parameter Value Unit Uncertainty (absolute) Uncertainty (relative) [%] 

Inlet area of mockup 𝐴𝑖𝑛 633.6 cm2   

Vertical spacing 𝑠𝑣 39.4 mm   

Horizontal spacing 𝑠ℎ 34.12 mm   

Tube diameter 𝐷 27.0 mm   



Foil perimeter 𝑃 84.82 mm 1.0 1.18 

Foil thickness 𝑡 0.025 mm 0.0025 10.0 

Foil resistivity 𝜌 7.73 × 10−7 Ωm 1.13 × 10−9 0.147 

Electric current 𝐼 28.0 A 0.1 0.357 

Current density 𝐽 1.32 × 107 A/m2   

Heat flux (Eq. (11)) 3370 W/m2  13.7 

Mass flows [138, 344, 551, 758] g/s  3.3 

Velocities (Eq. (10)) [1.0, 2.5, 4.0, 5.5] mm/s   

 235 

4 Comparison of CFD simulations with experimental results 236 

In this section, experimental results will be compared to CFD simulations based on the thermal models 237 

covered in Section 2. By assuming symmetry in the horizontal direction, the simulation domain can be 238 

reduced to a small channel that includes the three heated measuring probes demonstrated in Fig. 3. Fig. 239 

5 illustrates exemplary simulation results of the temperature and velocity field for a constant outlet 240 

velocity of 𝑣̅ = 1.0 mm/s and surface heat flux of 𝑞̇ = 3370 W/m2 from the probes P1, P2 and P3.  241 

 242 

Fig. 5 CFD temperature field (left) and flow field (right) for an outlet velocity of 1 mm/s. Simulations are based on the thermal 243 

models and parameters in Section 2, the flow region is also indicated in Fig. 3. 244 

As can be seen, the velocity field is fairly periodic in the flow direction. Simulations clearly capture the 245 

formation of the stagnation zone manifesting itself as an area of highly reduced velocities on top of the 246 

tubes. It is due to these low velocities that the stagnation zone acts like a small insulation layer and 247 

diminishes the heat transfer in this region. Furthermore, note that the flow field is very orderly, which 248 

in turn will affect temperature field. In regions where the bulk is in contact with a heated surface, a 249 



thermal boundary layer develops and will grow with increasing residence time. Since no significant 250 

mixing takes place, this boundary layer is mainly preserved in the streamwise direction and will impair 251 

the heat transfer at successive tube rows in an accumulating manner. 252 

Fig. 6 reports the circumferential HTCs based on measurements at the velocities stated in Table 2. 253 

Results were derived from measured wall temperatures, 𝑇𝑤(𝜔), reference temperatures, 𝑇𝑟𝑒𝑓, at the inlet 254 

of the mockup, and Eq. (12). Test results suggest that HTCs stay mainly constant up to an angle of 𝜔 =255 

90°. Typically, for an unseparated flow of a Newtonian fluid around a cylinder, highest HTCs could be 256 

expected at the top of the tube, where the thermal boundary still had no time to develop and driving 257 

temperature gradients are high. In the case of non-Newtonian particle flow, however, it seems that 258 

otherwise enhanced heat transfer in this region is compensated by the insulation effect of the stagnation 259 

zone. 260 

 261 
Fig. 6 Measured HTCs 𝛼 and error bars as a function of angular wall position 𝜔 for different probe positions and outlet 262 

velocities. 263 

Some curves suggest a slight peak towards the flank of the tube (𝜔 = 90°), which can be ascribed to 264 

increased convection and partial mixing that takes place in the converging region between two adjacent 265 

tubes. In contrast, after passing the bottleneck, heat transfer drops significantly. As was outlined in 266 



Section 2, this is where particles begin to detach from the wall and increased voidage leads to an 267 

increased thermal resistance (see Eq. (7)). A minimum is reached just below the tube where the void 268 

zone is at its largest. Here, the bulk is completely detached from the wall and heat transfer is dominated 269 

by radiation and natural convection of the air. It is noteworthy, that coefficients at this point seems to 270 

stay unaffected by the flow velocity. The minimum remains at approximately 50 W/m2, while heat 271 

transfer curves otherwise rise collectively with higher velocities.  272 

When comparing curves at different probe positions in the mockup, it can be observed that probe 1 and 273 

probe 3 show similar trends at similar levels. Heat transfer at probe 2, on the other hand, is clearly 274 

reduced. The reason for this are lower driving temperature gradients caused by the thermal boundary 275 

layer that was passed on from probe 1.  276 

As for the error bars in Fig. 6, calculations were based on the maximum measurement uncertainty 277 

assumption using the data provided in Table 2. The largest fraction of the uncertainties in Fig. 6 278 

originated from the engineering tolerance of the thickness of the foil, which the manufacturer stated at 279 

10%. 280 

Fig. 7 illustrates the comparison of experimental results with CFD simulations. Generally, simulated 281 

HTCs are in good agreement with the experimental values. Most discrepancies occur at the top of the 282 

tubes. In this region, it seems that simulations overestimate the insulation effect of the stagnation zone, 283 

especially at higher velocities. While according to simulations the heat transfer is significantly impaired, 284 

experiments show a rather horizontal trend. Although particle motion is indeed reduced within the 285 

stagnant zone, in practice, a constant replacement still takes place and even scales with the average bulk 286 

velocity. 287 



 288 

Fig. 7 Comparison of simulated and experimental HTCs 𝛼 as a function of angular wall position 𝜔 for different probe positions 289 

and outlet velocities. 290 

Notable differences are observable in the diverging region past the bottleneck (𝜔 > 90°). Once past the 291 

narrowest point, measured HTCs decrease more or less steadily until the void zone is reached, where 292 

heat transfer quickly levels off at the global minimum. At first, simulations follow a similar trend with 293 

only a slight overshot near the flank but then suddenly drop. This rapid decline was predetermined by 294 

Eq. (6), which in its current form seems to overestimate the effect of particle separation. 295 

As the simulation domain is symmetrical, results for probe 1 and 3 are basically identical at higher 296 

velocities, while at lower velocities they diverge slightly. This is plausible because at lower velocities, 297 

the heat transfer at probe 3 starts to be affected by the thermal boundary layer of opposite tubes — in 298 

this case probe 1 and probe 2 (see Fig. 5). Consequently, heat transfer at probe 3 is moderately lower 299 

than at probe 1. 300 

Knowing the distribution of local HTCs and wall temperatures along the tube circumference can be 301 

useful information to study different tube designs or to assess the risk of thermal stresses. Nevertheless, 302 

from a design point of view, the average HTC at each tube is a more useful parameter. Fig. 8 illustrates 303 

the area weighted HTC, 𝛼̅, in Eq. (13) at different bulk velocities. 304 



𝛼̅ =
1

𝐴𝑡𝑢𝑏𝑒
∫ 𝛼(𝜔) 𝑑𝐴
𝐴

0

 (13) 

Once more, it can be observed that simulations match the test results. What stands out when looking 305 

merely at the experimental curves (dashed lines) is that there are obvious differences between probe 1 306 

and 3. This is somehow surprising because if the flow field was perfectly symmetrical and the heat flux 307 

from the probes identical, heat transfer rates would also be the same, especially at higher velocities. 308 

Following from this, it is suspected that during the time of measurement the flow field was in fact not 309 

perfectly symmetrical. 310 

 311 

Fig. 8 Area weighted HTC for different probe positions and outlet velocities 312 

This hypothesis is supported by the PIV results illustrated in Fig. 9. The images prove that a significant 313 

fraction of the mass flux is actually located along the baffle plates near the casing. More importantly, 314 

there can also be seen differences of flow patterns around different tubes. This might suggest that the 315 

assumption of flow field symmetry doesn’t hold in practice. Furthermore, it seems that these differences 316 

are not random: The closer to the lateral baffle plates, the higher the velocities. This could explain why 317 

less heat is transferred at probe 1, which is located in the very centre, when compared to probe 3, which 318 

is located closer to the wall.  319 



 320 

Fig. 9 Granular velocity field based on particle image velocimetry in the region demonstrated in Fig. 3. 321 

Finally, it is worth discussing the magnitude of transferred heat. According to Fig. 9, measured HTCs 322 

obtained in this study lie in the range of 80 to 150 W/m2. This range corresponds to results from 323 

Takeuchi [32] (50 < 𝛼̅ < 100 W/m2) and Bartsch [25] ((100 < 𝛼̅ < 150 W/m2) who both applied the 324 

same experimental method studying similar bulk material and velocities. It should be reiterated that in 325 

our experiments we applied a constant heat flux, while heat transfer under more realistic operating 326 

conditions would rather be described with a temperature boundary condition. More importantly, here, 327 

heat transfer took place at relatively low temperatures below 130 °C. At higher temperatures heat 328 

transfer by radiation becomes increasingly prevalent both in the bulk and at the tube wall, so higher 329 

HTCs could be expected in a power plant that operate at temperatures above 1000 °C. This can in part 330 

be seen in Baumann [33], who performed experiments at inlet temperatures of 600°C and obtained 331 

overall HTCs of 160–290 W/m2 at the first tube row. 332 

5 Summary and conclusion 333 

In this article, we validated a set of thermal models to simulate the heat transfer in heat exchangers with 334 

horizontal tubes. To resolve the local heat transfer coefficient along the circumference of tubes, we 335 

adopted the method of Takeuchi [32], which uses specially prepared measuring probes. After performing 336 

measurements at discharge velocities of 1.0, 2.5, 4.0 and 5.5 mm/s, good agreement could be observed 337 

between simulations and experimental results. 338 

Most differences appeared at the upper part of the tube where the stagnant zone is located. In the stagnant 339 

zone heat transfer is diminished due to impaired particle motion and, hence, reduced convection. 340 

Simulations seem to overestimate this effect. Moreover, the modelling of the void zone and separation 341 



of particles at the lower part of the tube should also be improved. The decline of heat transfer rates 342 

towards this region was in practice more moderate than suggested by simulations. Nevertheless, on 343 

balance, CFD results proved to be very accurate. Both the measured and simulated area weighted heat 344 

transfer coefficients were very similar. 345 

With the described method, it was possible to demonstrate that the presented thermal model is indeed 346 

able to predict the complex heat transfer characteristics found in shell-and-tube moving bed heat 347 

exchangers. But, there remain certain caveats to bear in mind. First, measurements in this study were 348 

based on a constant heat flux boundary condition. While it was easier to realize tests by using a heated 349 

foil, in reality, heating or cooling the bulk with a heat transfer fluid would better mimic the operating 350 

conditions found in a power plant. Second, the temperature level at which heat transfer took place in the 351 

tests was well below those that such devices are actually designed for. The temperature has great 352 

influence on the thermophysical properties of the bulk and the radiation levels. These effects could not 353 

be captured by the experiment. 354 

In conclusion, the method described in this work was a useful way to proof the validity of our simulation 355 

tool, but the presented heat transfer coefficients cannot necessarily be compared to those found during 356 

plant operation.  357 

Acknowledgements 358 

 359 

References 360 

[1] Albrecht KJ, Ho CK. High-temperature flow testing and heat transfer for a moving packed-bed 361 

particle/sCO2 heat exchanger. Conference High-temperature flow testing and heat transfer for a 362 

moving packed-bed particle/sCO2 heat exchanger,  vol. 2033. 363 

[2] Albrecht KJ, Ho CK. Design and operating considerations for a shell-and-plate, moving packed-bed, 364 

particle-to-sCO2 heat exchanger. Solar Energy. 2019;178:331-40. 365 

[3] Ho CK, Albrecht KJ, Yue L, Mills B, Sment JN, Christian J, et al. Overview and Design Basis for the 366 

Gen 3 Particle Pilot Plant (G3P3). Conference Overview and Design Basis for the Gen 3 Particle Pilot 367 

Plant (G3P3), Bellevue, WA, USA. 368 

[4] Baumann T, Zunft S, Tamme R. Moving Bed Heat Exchangers for Use With Heat Storage in 369 

Concentrating Solar Plants: A Multiphase Model. Heat Transfer Engineering. 2014;35(3):224-31. 370 

[5] Baumann T, Zunft S, Knödler P. Moving Bed Heat Exchanger for solar-driven steam cycles: 371 

Experimental validation of multiphase CFD simulations.  IEA-ECES-Greenstock. Peking, China2015. 372 

[6] Niegsch J, Könecke D, Weinspach P-M. Heat transfer and flow of bulk solids in a moving bed. 373 

Chemical Engineering and Processing. 1994;33:73-89. 374 



[7] HelioHeat GmbH. HIFLEX - High Storage Density Solar Power Plant for Flexible Energy Systems. 375 

2021. 376 

[8] Albrecht KJ, Ho CK. Heat Transfer Models of Moving Packed-Bed Particle-to-sCO2 Heat 377 

Exchangers. Journal of Solar Energy Engineering. 2018;141(3). 378 

[9] Baumann T, Zunft S. Properties of granular materials as heat transfer and storage medium in CSP 379 

application. Solar Energy Materials and Solar Cells. 2015;143:38-47. 380 

[10] Eschner A. Industrial Refractories. In: VDI-Gesellschaft Verfahrenstechnik und 381 

Chemieingenieurwesen (GVC), editor. VDI Heat Atlas. Second Edition ed. Düsseldorf, Germany: 382 

Springer; 2010. p. 581-90. 383 

[11] Guo Z, Zhang S, Tian X, Yang J, Wang Q. Numerical investigation of tube oscillation in gravity-384 

driven granular flow with heat transfer by discrete element method. Energy. 2020;207. 385 

[12] Guo Z, Tian X, Yang J, Shi T, Wang Q. Comparison of Heat Transfer in Gravity-Driven Granular 386 

Flow near Different Surfaces. Journal of Thermal Science. 2020. 387 

[13] Tian X, Yang J, Guo Z, Wang Q, Sunden B. Numerical Study of Heat Transfer in Gravity-Driven 388 

Particle Flow around Tubes with Different Shapes. Energies. 2020;13(8). 389 

[14] Bartsch P, Zunft S. Numerical investigation of dense granular flow around horizontal tubes: 390 

Qualification of CFD model with validated DEM model. Solar Energy. 2019;182:298-303. 391 

[15] Bartsch P, Zunft S. Granular flow around the horizontal tubes of a particle heat exchanger: DEM-392 

simulation and experimental validation. Solar Energy. 2019;182:48-56. 393 

[16] ANSYS Inc. Multiphase Flows.  Fluent Theory Guide2021. 394 

[17] Zehner P, Schlünder EU. Wärmeleitfähigkeit von Schüttungen bei mäßigen Temperaturen. 395 

Chemie Ingenieur Technik. 1970;42(14):933-41. 396 

[18] Zehner P, Schlünder EU. Einfluß der Wärmestrahlung und des Druckes auf den Wärmetransport 397 

in nicht durchströmten Schüttungen. Chemie Ingenieur Technik. 1972;44(23):1303-8. 398 

[19] van Antwerpen W, du Toit CG, Rousseau PG. A review of correlations to model the packing 399 

structure and effective thermal conductivity in packed beds of mono-sized spherical particles. 400 

Nuclear Engineering and Design. 2010;240(7):1803-18. 401 

[20] Grobbel J, Brendelberger S, Sattler C, Pitz-Paal R. Heat transfer in a directly irradiated ceria 402 

particle bed under vacuum conditions. Solar Energy. 2017;158:737-45. 403 

[21] Kuipers JAM, Prins W, van Swaaij WPM. Numerical Calculation of Wall-to-Bed HeatTransfer 404 

Coefficients in Gas-Fluidized Beds. AIChE Journal. 1992;38(7):1079-91. 405 

[22] Gunn DJ. TRANSFER OF HEAT OR MASS TO PARTICLES IN FIXED AND FLUIDISED BEDS. Int J Heat 406 

Mass Transfer. 1978;21:467-76. 407 

[23] Botterill JSM, Denloye AOO. A theoretical model of heat transfer to a packed or quiescent 408 

fluidized bed. Chemical Engineering Science. 1978;33(4):509-15. 409 

[24] Tsotsas E. Heat transfer from a wall to stagnant and mechanically agitated beds.  VDI Heat Atlas. 410 

2nd Edition ed: Springer; 2010. p. 1311-26. 411 

[25] Bartsch P. Entwicklung neuer Modelle zur Beschreibung von Schüttgutströmungen in 412 

Wanderbettwärmeübertragern [Doctoral]. Stuttgart: Universität Stuttgart, 2020. 413 

[26] Busch A, Johansen ST. On the validity of the two-fluid-KTGF approach for dense gravity-driven 414 

granular flows as implemented in ANSYS Fluent R17.2. Powder Technology. 2020;364:429-56. 415 

[27] Niegsch J. Schüttgutbewegung und Wärmeübergang im Wanderbett. Dortmund: Universität 416 

Dortmund, 1993. 417 

[28] Churchill SW, Chu HHS. Correlating equations for laminar and turbulent free convection from a 418 

vertical plate. International Journal of Heat and Mass Transfer. 1975;18(11):1323-9. 419 

[29] Span R. Properties of Dry Air. In: VDI-Gesellschaft Verfahrenstechnik und Chemieingenieurwesen 420 

(GVC), editor. VDI Heat Atlas. Ruhr-Universität Bochum: Springer; 2010. 421 

[30] Kabelac S, Vortmeyer D. Radiation of Surfaces.  VDI Heat Atlas. 2nd Edition ed: Springer; 2010. p. 422 

947-59. 423 

[31] Baumann T, Zunft S. A MOVING BED HEAT EXCHANGER FOR SOLAR THERMAL POWER 424 

APPLICATIONS: EXPERIMENTAL INVESTIGATION OF GRANULAR FLOW AND THERMAL PERFORMANCE.  425 

8th World Conference on Experimental Heat Transfer, Fluid Mechanics, and Thermodynamics. 426 

Lissabon, Portugal2013. 427 



[32] Takeuchi H. Particles Flow Patterns and Local Heat Transfer Around Tube in Moving Bed. AIChE 428 

Journal. 1996;42(6):1621-6. 429 

[33] Baumann T. Wärmeauskopplung aus heißen Partikelschüttungen zur Dampferzeugung. Stuttgart: 430 

Universität Stuttgart, 2014. 431 

 432 


