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1 Introduction

1.1 Motivation

SAR interferometry is a well-established radar remote sensing technique to measure the Earth
topography on a global scale. For this, two complex-valued SAR images are acquired over the same
scene from slightly different view angles. The two images are then combined into a so-called SAR
interferogram by complex conjugate multiplication. The phase of each pixel in this complex-valued
interferogram is related to the topography, and one can reconstruct a digital elevation model
of the imaged scene out of the interferometric data. The accuracy of this height reconstruction
is, however, limited by several factors. One important factor is the signal-to-noise ratio in the
individual SAR images. This noise is typically modeled by mutually uncorrelated white noise that
is added to the individual SAR images. For typical spaceborne SAR systems, it turns out that
this noise leads to a high variance of the interferometric phase of each pixel in the complex-valued
interferogram, which prevents the generation of an accurate digital elevation model. To overcome
this problem, the interferograms are locally averaged by a lowpass (e.g. boxcar) filter before
extracting the interferometric phase. Another approach with similar performance generates
multiple low-resolution SAR images by dividing the synthetic aperture into shorter apertures,
forms then for each an interferogram, and finally averages these interferograms. This so-called
multi-looking technique is well suited to reduce the variance of the interferometric phase errors
and closed-form expressions are available in the literature of this thesis which relate analytically
the noise level (via an intermediate parameter, the so-called interferometric coherence) to the
probability density function of the interferometric phase error. An implicit assumption in these
analytic expressions is the assumption that the additive noise is independent among neighboring
pixels in the interferogram. However, until now, the quality of an interferogram has been only
assessed for height error predictions. In practice, phase variations need to be accounted for, too,
because the height variations along the scene’s horizontal dimensions cause interferometric phase
variations that are not perceivable as these high phase fluctuations destroy the phase. The goal of
this thesis is to obtain a better understanding of the phase error statistics of interferometric SAR
images. For this, SAR image and interferometric processing have been thoroughly analyzed in
regard to interferometric phase errors by means of simulated SAR data that is later analyzed with
different error reduction techniques. Furthermore, a new parameter called Maximum detectable
Frequency of Phase Change (MFPC) is proposed as a quality determinant that gives information
about the resolvable phase changes i.e. phase variations in an interferogram.

1.2 Outline

The work in this thesis is structured in the following manner:

e Chapter 2: This chapter gives an introduction to the fundamentals of Synthetic Aperture
Radar (SAR), its working principle, and geometry. The mathematical description is provided
for important parameters of SAR like azimuth and range resolution, backscatter coefficient,
and pulse repetition frequency (PRF) are discussed following the introduction of SAR



interferometry. The phenomenon of speckle noise, which arises due to coherent imaging in
SAR is mentioned.

Chapter 3: In this chapter, the relation between the topographical phase and height
measurement is established. The SAR image statistics regarding intensity, phase, and power
spectral density are assessed. The quality factor of interferogram i.e. coherence is discussed
and the relation between phase errors and coherence is demonstrated using simulations.

Chapter 4 This chapter discusses in detail the image and interferometric processing of
an interferometric SAR image pair. The influence of antenna pattern has been studied
and supported by simulations. And finally, results have been demonstrated concerning the
individual processing steps.

Chapter 5: In this chapter, different phase error reduction methods have been analyzed
and compared by extending the simulations from Chapter 4. Finally, a new quality factor
for interferometric performance has been proposed that measures the Maximum detectable
Frequency of Phase Change (MFPC) in an interferogram.

Chapter 6: This chapter concludes the work by giving a summary of the work and key
observations are presented. Additionally, the future scope of work that can be based on
this thesis is discussed.






2 Synthetic Aperture Radar Fundamentals

Synthetic Aperture Radar (SAR) interferometry is a renowned remote sensing technique that
makes robust use of space-borne radar sensors to perform continuous earth monitoring with
highly peculiar technology by leveraging phase information present in the images for computing
topographical models of the planet.

This chapter presents an explanation of Synthetic Aperture Radar fundamentals. Firstly, the work-
ing principle and geometry of the radar will be demonstrated in which important radar parameters
like incidence angle, range resolution, and azimuth resolution will be discussed. Furthermore,
important steps in the SAR processing method will be discussed followed by the acquisition
modes of SAR. The phenomenon of speckle noise that governs the quality of the SAR image will
be discussed in brief in the later sections. The focus point of this thesis will be the concept of
SAR interferometry (InSAR) which will be introduced along with its geometrical configurations.
While Digital Elevation Model (DEM) construction is the most successful product of InSAR, it
has some other important applications like climate monitoring and ocean monitoring that will
be mentioned in brief in the last sections and some important missions will also be stated that
reinforce the importance of extensive research in the field of InSAR, for remote sensing applications.

2.1 Synthetic Aperture Radar

Synthetic Aperture Radar is a high-resolution radar imaging technique used in remote sensing.
Its weather-independent operational capabilities make it unique and the most optimal solution for
applications like geosciences, climate and environmental research, mapping of earth topography,
and planetary research.

In 1978, NASA launched SEASAT [1], one of the first SAR satellites with the goal of global
ocean monitoring. It provided a detailed map of the earth’s surface, and the scientific community
realized its potential which paved the way for advanced research and development in SAR
processing.

In the initial phases, the SAR data was processed by optical processing techniques using diffrac-
tion gratings to get focused images. But the optical processing posed several constraints and
restrictions like process automation as the lenses had to be aligned with great precision. Gradually,
with the technical development, those raw images which look like random noise started to be
processed using digital signal processing to yield significant phase information [2].

A typical radar installed on a moving platform transmits electromagnetic radiation in the di-
rection of the ground to be observed and the received backscatter from the illuminated region
carrying information such as surface properties of the scene is further exploited to get desired
amplitude and phase information. The transmitting and the receiving antenna can be the same
or different depending on the type of radar i.e, monostatic or bistatic radar. Since it is an active
microwave system, it is not affected by daylight, cloud cover, etc. which is its main advantage
over optical imaging systems that are restricted by the availability of sunlight. Additionally, the
penetration capabilities of different wavelengths allow for a range of mapping and monitoring
applications. For example, ocean and agricultural monitoring are frequently done in the L-band
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and X-band, and P-band is used for biomass estimation, whereas glaciology is often performed
in the ku-band [3]. The scattering property of the radar radiation depending on the frequency
reveals more additional information about the surface characteristics than what an optical image
can produce. The longer wavelength implicates deeper surface penetration. The raw image that
resembles a hologram has to be extensively processed to obtain meaningful phase information.
A conventional real aperture radar uses a beam-scanning antenna where the antenna size has to
be large to obtain higher resolution images. The term “synthetic aperture” is a clever solution to
the impractically large size of the antenna for better resolution. In SAR, the Doppler frequency
in flight direction of the moving radar is utilized in such a way that the sequentially received
radiation by the antenna creates a much longer virtual aperture, giving high-resolution images
with an antenna of a physically shorter aperture [3].

2.2 Working Principle and Geometry

The radar sensor is installed on an airborne platform moving in a straight direction called azimuth
and the direction orthogonal to the flight path is called slant range or range and the swath width
is the radar footprint range along the ground also known as ground range [3]. And thus the raw
image is obtained in two dimensions i.e, range and azimuth. The side-looking geometry of SAR
is depicted in Fig. 2.1. ©, gives the radar beamwidth and v gives the radar velocity in azimuth
direction [3].

It can be seen from Fig. 2.1 that the radar sensor is continuously moving emitting successive
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Fig. 2.1: SAR acquisition geometry - The radar flies in azimuth direction and transmits a signal
in range direction [3].



2.2 Working Principle and Geometry

radar pulses. The backscatter echo from the target is collected throughout the duration as long
as the target remains in sight. The distance corresponding to this integration time determines the
length of “synthetic” aperture [3]. It is the time in which the target remains within the usable
beamwidth of illumination, which is usually 3dB beamwidth. The increase in virtual length of
the aperture dictates improved resolution.

The movement of the radar along the flight path causes a Doppler effect as a result of continuously
changing range. As the radar moves in direction of the target, the range distance between the
sensor and target decreases causing frequency of the received signal to increase, and as it moves
away, the distance increases again, and frequency of the received signal decreases. The relative
distance gives rise to Doppler frequency shift. This Doppler frequency shift makes it possible to
separate the targets located at different positions on the ground by frequency filtering [3].

2.2.1 SAR Parameters

The SAR imaging process is characterized by several parameters that govern the system perfor-
mance. Some of the important parameters are discussed below:

e Incidence angle: The incidence angle influences the behavior of the radar backscatter
information. The incidence angle 6 as depicted in Fig. 2.2 is described as the angle between
the flat ground plane and the incident radar radiation. # is a function of radar height. The
points on the scattering object have different heights, and therefore, from each point the
radar height is different. This causes the geometry of the image to change for every point.
However, the earth’s surface is not flat. The surface normal of scatterer is shifted by the
local inclination and the respective angle is called local incidence angle 6; [4].
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Fig. 2.2: Illustration of incidence angle # and local incidence angle 6; [4].

e Azimuth resolution: Azimuth resolution of a SAR image is determined by the length
of the synthetic aperture L during acquisition. The azimuth resolution is derived by [3].
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According to Fig. 2.1, the synthetic aperture length L can be given by:
L=— (2.2.1)

where r, is the range of closest approach and d is the azimuth antenna length. As the
aperture length increases, the antenna beam ©, from sensor to target becomes narrower
and the resolution becomes better. The azimuth resolution is given as:

Aro d
— - 2.2.2
=50 T (2.2.2)
The factor 2 is due to the two-way travel path of the radiation (transmission and reception).

« Range resolution: The slant range resolution is defined as the minimum resolvable
distance between two scattering objects on the ground such that the objects can be
distinguished. It is related to the transmitted pulse shape and is independent of the antenna
dimensions.

From the basic radar principles, it is known that the shorter pulse gives high slant range
resolution according to the following relation:

0, = : (2.2.3)

where ¢, is the speed of light and T, is pulse width.

In airborne radars, a frequency sweep signal that uses linear frequency modulation also
known as a chirp signal is used whose energy is spread over the entire bandwidth and by
using a matched filter, a compressed pulse with higher peak power is obtained and thus
better SNR is achieved [5]. The radar transmit pulse is given by:

g(t) = A(t) cos(2m for + Tk, %), (2.2.4)

where f, is the center frequency and k, is the rate of increasing/decreasing frequency known
as chirp rate. The slant range resolution dependent on the signal bandwidth Bs can be
stated as [3]:

— CO
2By’
From equation 2.2.5, it can be observed that resolution improves with the increasing
bandwidth. But larger bandwidth also indicates higher system noise which in turn degrades
system performance. Therefore, a trade-off has to be attained between system bandwidth
and SNR.

The ground range resolution 6, is determined by the incidence angle 6 as can be observed
from the Fig. 2.3.

6,

(2.2.5)

The relation between the slant range and ground range resolution can be given as follows:

0, = O (2.2.6)

9 ginf’

It is interesting to note that the chirp signal is only used in range whereas in azimuth,
the frequency is modulated due to the movement of the radar in azimuth direction. This
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Azimuth

Range

Fig. 2.3: Illustration of slant range and ground range resolution, 6, and 6, respectively.

azimuth modulation is a good approximation also of a chirp signal.

o Backscatter coefficient: The reflected signal from the ground is characterized by the
intensity of each pixel. The radar backscatter coefficient is essentially the normalized radar
cross-section. It is a measure of energy reflected towards the radar with respect to the
energy radiated isotropically [6]. The positive backscatter coefficient indicates that energy
is radiated in the direction of the radar and intuitively negative backscatter indicates that
energy is radiated away from the radar. The backscatter is very high for rough surfaces or
terrains such as urban areas and considerably lower for smooth surfaces such as roads and
standing water bodies. It is also driven by surface parameters such as scatterer structure
and its dielectric constant. The backscatter coefficient o, is given as:

oo(dB) = 101log,o(E), (2.2.7)

where, F is the ratio of backscatter signal energy towards the radar sensor to the signal
energy radiated isotropically.

« PRF: While the radar is moving, it transmits chirp pulses. These pulses are transmitted
priodically at the Pulse Repetition Frequency (PRF) and the corresponding time period
between the pulses is called Pulse Repetition Interval (PRI) [3]. To avoid aliasing, the
PRF should satisfy the nyquist criterion. A higher PRF improves the azimuth resolution
but limits the swath width. It goes along with a smaller antenna, and a higher azimuth
bandwidth requires then a higher PRF. In the azimuth direction, multiple receive channels
can facilitate achieving a higher PRF wihtout circumscribing the swath width [7].
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2.2.2 Geometrical Effects

The uneven surface of the earth makes the SAR image formation a complex process. Based on
signal interaction with the scattering surface, geometrical distortions are easily observable in the
image signal. These distortions can be introduced during the signal processing or can be a result
of anomalies in the radar perceiving geometry. Some of these geometric distortions are described
below:

e Shadowing: As suggested by name, shadowing in SAR is similar to the optical shadowing
phenomenon. It is typically caused by the obstruction of a surface by another object that
restricts the radar signal from reaching the surface. As a result, there is no backscatter
carrying surface information, and the area is represented by a dark patch. It usually occurs
in forests or mountainous regions.

e Layover: This effect occurs in regions with higher terrain differences as signals reflected
from different heights reach at different times.

e Foreshortening: It is an effect that causes a change in the perceived size of objects with
similar surface characteristics at different ranges.

These geometric distortions are demonstrated in Fig. 2.4.

Fig. 2.4: Illustration of geometrical distortions in a SAR image caused by sensor viewing
geometry: Foreshortening, Layover and, Shadowing [6].

[8] gives a detailed overview of other geometric distortions such as due to Earth’s curvature
and rotation, system characteristics, and ground-range distortions that dramatically impact SAR
image quality.

2.3 SAR Processing

The raw SAR signal looks like just noise in range and azimuth direction however, it is principally
the useful signal. The raw backscatter signal requires extensive processing to reveal valuable



2.4 SAR Acquisition modes

information. The raw signal is processed to form a focused complex SAR image.

After the acquisition, the signal needs to be amplified and down-converted to a baseband signal.
After performing signal processing and storing the signal, a focused image is derived. In a
conventional method, the focusing of the complex image using a matched filter is implemented in
a two-step process: range compression and azimuth compression [9]. During range compression,
the range line of the raw data is convolved with a range reference function which is essentially
the complex conjugate of the transmitted pulse. After this process, a phenomenon called range
cell migration occurs in which a target response is shifted to a different resolution cell. A range
cell migration correction (RCMC) algorithm based on Envelope Correlation Method is discussed
n [10]. After RCMC, azimuth compression is performed with the azimuth reference function
dependent on the azimuth position of the sensor as demonstrated in Fig. 2.5. The reference
function is multiplied column-wise to the range corrected 2D matrix. And finally, a focused image
is produced by taking an inverse Fourier transform of the final product [11]. A SAR image is a
2D matrix of complex signals spread across range and azimuth. It has both phase and amplitude
information, and the intensity is derived from the amplitude which is related to the backscatter
power.

Range Compressed Data Image Data
i
'3

Range —»

Azimuth =» Azimuth =

Range Reference Function Azimuth Reference Function
AMIANY VAWl | Far Range
T W W
t o
5 2| M
g 2
& < AV
m Near Range
Amplitude =» Azimuth =

Fig. 2.5: SAR processing steps involving range and azimuth compression and convolution with
range and azimuth reference functions as intermediary steps [3].

2.4 SAR Acquisition modes

The radiation beam configuration of the radar can control the operation mode for imaging
depending on the application and the surface to be scanned. Different acquisition modes of
conventional SAR as shown in Fig. 2.6 are discussed below:

e Stripmap mode: This is the fundamental imaging mode in SAR in which the radar
constantly sweeps across the area to be imaged forming a strip during the entire illumination
time.

e ScanSAR mode: The antenna beam is electrically steered in elevation to cover multiple
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sub-swaths. The regions are illuminated for a short time by a smaller aperture which worsens
the azimuth resolution but allows coverage of a wider swath composed of sub-swaths [12].

o Spotlight mode: The azimuth resolution can be improved by extending the illumination
time. The antenna is electrically steered to illuminate patches for a longer time and thus
improving the resolution.

There are other modes of operation that overcome certain shortcomings at the expense of other
parameters. For an instance, to get a wider swath, the azimuth resolution has to be degraded
and vice versa.

Stripmap Spotlight Scan

Fig. 2.6: Illustration of SAR acqusition modes: Stripmap mode, Spotlight mode, and ScanSAR
mode [12].

2.5 Speckle

Speckle is an interesting phenomenon that occurs as a consequence of coherent imaging of the
radar. Although, it is coherent imaging that gives SAR benefits over optical imaging techniques,
the same property arises effects that if not compensated for, significantly impact the image quality.
Speckle is often misinterpreted as noise but in reality, it is the fluctuation in a signal that is prone
to variations caused by many individual scatterers. It can be understood as coherent addition
of the backscattered signal. This causes variation in the intensity of the reflected wave and
incoherence in the phase of many individual scatterers within a resolution cell due to the rough
surface. It is also referred to as granular noise. Fig. 2.7 illustrates the vector addition of randomly
distributed pixel intensity [13]. The variation caused due to the speckle effect gives rise to errors
in the intensity measurement of a single pixel. Therefore, speckle denoising is an important step
in SAR image processing. However, conventional denoising methods cannot be applied to mitigate
its effect as granular noise is multiplicative and the traditional denoising methods take into
account additive noise. [14] uses log transformation to overcome the limitations of multiplicative
noise by transforming it into additive noise which reduces the time and computational complexity.
The uncertainty in pixel intensity makes it exceedingly difficult to segregate targets and perform

10
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Im Im

Fig. 2.7: Demonstration of speckle effect that occurs due to constructive and destructive
interference of signals from elementary scatterers in the resolution call.

edge detection. To accomplish this, sophisticated techniques are used to minimize this effect.
The use of adaptive filters retains the inherent properties of the image whereas adaptive filters
average out the entire image causing a loss in the image’s natural properties. In later chapters,
multilooking technique will be thoroughly investigated which is used for the reduction of speckle
noise. Multilooking is an important averaging technique as a possibility to decrease interferometric
phase noise where the radar aperture is divided into shorter apertures to take multiple low-
resolution images of the same scene that are added incoherently to obtain an image with reduced
noise. In SAR image processing, it is used to reduce the speckle noise.

2.6 SAR Interferometry (InSAR)

A SAR image is a complex image that contains phase and amplitude information. This helps in
the determination of position and properties of an object but has limited height accuracy due to
phase ambiguities in a single image. By obtaining multiple images of the same target area, the
phase difference in the images can improve the precision of height determination as a different
observation angle generates a phase difference in the images that can provide precise height
information. So, the phase information in the two complex SAR images is utilized to measure
height with great definitiveness which makes phase a crucial parameter for construction of a
DEM of the Earth. Fig. 2.9 shows the SAR image and corresponding interferogram of volcano
Kilauea obtained by NASA in 1999 [15][16].

Since the purpose of this thesis is the simulation of the phase errors which can limit the height
measurement accuracy, the phase error statistics will be discussed in detail and validated by
numerical simulations in the following chapters.

11
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In Across-track Interferometry, there exist two possible configurations. First is the repeat pass
interferometry in which the same satellite takes two images of a scene at different times. This
facilitates the determination of surface displacements in a scene. In the other configuration called
single pass interferometry, two different satellites having flight paths parallel to each other take
images of the same scene from a relatively different position with a slightly different look angle.
The distance between the satellite flight trajectory is called as baseline [17].

The interferometric formation of two satellites is depicted in Fig. 2.8.

SAR 2
A 4R =R, - R,

g

SAR 1 BL 1p

AN

M
/'-

Fig. 2.8: Illustration of InSAR acquisition geometry. Ry and Ry are the ranges from the two
radar satellites SAR 1 and SAR 2 to the point target on Earth. 6; and 0y are the look angles of
the respective radars. B is the baseline and B, is the effective baseline [17].

>y

According to Fig. 2.8, let us consider, the two complex images taken by SAR1 and SAR 2
are 11 and io. After performing coregistration of the images to align pixels in the corresponding
resolution cells of the two images respectively, the complex conjugate multiplication of the two
complex images is carried out. This product is called as interferogram. An interferogram contains
intensity information of the pixels and the phase difference ¢ between the two interferometric
images. The interferogram u can be computed as [17]:

i =iy.05, (2.6.1)
i1 = |ig].€??1, (2.6.2)
ig = |ig].€7?2, (2.6.3)
u = |iy|.|ia]e’?, (2.6.4)

where [i1] and |iz| are the magnitudes of reflected energy of the respective images that depend
on surface characteristics like roughness and inclination, and ¢ and (o are the respective phases
of the two images that contain the information of distance from the antenna to the point target
on the ground. ¢ is the phase difference of the images ¢; and iy called as interferometric phase

12



Fig. 2.9: On the left, X-band image of volcano Kilauea by SIR-C/X-SAR, NASA [15]. On the
right, Interferogram obtained from the X-band image of Volcano Kilauea by SIR-C/X-SAR,
NASA [16].

and can be written as:
© =] — Pa. (2.6.5)

The interferometric phase and its staistical properties will be demonstrated by numerical simula-
tions in detail in the following chapters.

2.7 Applications and Missions

After the conceptualization of SAR by Carl A. Wiley in 1951, the early development of InSAR
happened in the 1980s. In the 1990s, ERS-1 and ERS-2 were major breakthroughs in the InNSAR
technology that achieved highly precise orbits and required stability. InNSAR has been a major
success in the mapping of Earth’s topography with ultraprecision. The phase information of
the interferogram reveals information about the changes in surface properties like deformation,
displacement, melting of ice caps and help in monitoring global hazards, climate change, ocean
currents, volcanic activity, and land shits in the mountainous regions.

In [18], Didier Massonnet and Thierry Rabaute demonstrated the formation of the Digital Terrain
Model by evaluating the interferometric phase by resolving phase unwrapping using Differential
Interferometry which as they predicated correctly has vital use cases in risk management ap-
plications. Today, climate change is the biggest conundrum that our planet is facing and the
monitoring of the glaciers, their response to atmospheric patterns, and resulting displacement
and motion are of absolute priority among all scientific communities around the world. In [19],
Kwok and Fahnestock used multi-pass interferometry combined with Differential Interferometry
to obtain an interferogram containing topography information to obtain relative movement and
flow in the glaciers. In [20], the behavior of ice in the West Antarctic ice sheets and subsequent
streams is predicted which paves the way for promising models for East Antarctic and Greenland
ice models.

InSAR has also demonstrated capabilities of forestry management and water level monitoring
as discussed in [21], and [22] respectively. ERS-1 and ERS-2 were the most important Earth
Observation Satellite missions of ESA that presented the global DEM [23], and the associated
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Missions ERS-1/2 SRTM Terra-SAR (X) Tandem-X (X)
Country Europe  USA, Europe Germany Germany
Year 1991-95 2000 2007 2010
Altitude [km] 790 233 514 515
Frequency [GHz] 5.25 C- 5.25, X- 9.6 9.65 9.65
Polarization \'AY HH, VV HH, VV HH, VV
Incidence Angle [deg] 21-26 o4 20-55 20-55

Tab. 2.1: List of SAR Missions [28], [29].

multitude of projects contributed to all aspects of remote sensing from oceanography [24] to
atmospheric monitoring [25].

TanDEM-X is a highly advanced InSAR mission dedicated to the construction of DEM conforming
to HRTI-3 protocols. In a synchronous orbit with TerraSAR-X, the system forms a sophisticated
interferogram with a HELIX orbit formation configuration. The potentials and mission concepts
of this innovative SAR marvel are comprehensively explained in [26].

In 2022, the world witnessed major consequence of climate change. Extreme temperatures and
heat waves were recorded in all regions around the globe. Copernicus Sentinel-3 mission mapped
the extreme temperatures in France, Spain, and other European regions confirming the tragically
increasing temperatures, and their devastating consequences like wildfires, according to an article
published by ESA [27].

Some popular SAR missions are listed in Tab. 2.1.
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3 Interferometric SAR (InSAR)

The term interferogram comes from interference and intuitively begets from young’s interference
idea. The interference between two images of the same scene is mapped in the interferogram and
that allows us to understand how the phase of the two complex images is interacting mutually.
This phase difference of each pixel in the complex-valued interferogram is related to the terrain
of the scene. Consequently, phase errors directly correspond to height measurement errors and it
is thus critically important to perform phase error mitigation.

In this chapter, the discussion begins with the interferometric phase definition and properties. A
mathematical description of the evaluation of height estimation from phase difference is provided.
The nature of the SAR image following the simulation to investigate its behavior in terms of
intensity, phase distribution, energy, and power spectral density is discussed. The concept of
coherence will be introduced that is strictly related to phase and statistical results with varying
parameters will be compared by numerical simulations. Coherence is an important parameter
for the underlying phase measure of an image. It is important to note that the predictions
will be made in terms of the probability density function and standard deviation. Finally, two
methods will be introduced to simulate random Gaussian images with certain coherence to help
understand the relation between coherence and phase errors. The emphasis of the findings will
exclusively be on the mathematical description of the interferometric phase errors and their
statistical properties.

3.1 Interferometric Phase

From, chapter 2, it is already known that equation 2.6.1 generates the interferograms of two
complex images i1 and io out of which crucial phase information can be derived.

The interferometric phase in the images is directly related to the range and a random path shift
caused by the point scatterer denoted by s, and g, in the two images. In reference to Fig. 2.8,
where R; and Rs are the respective slant ranges from the two satellites’ antennas and A is the
radar wavelength. Each radar measures the same scene independently with at least one different
parameter. The phase of the images considering the shift, according to [17] can be given as:

47

Y1 = —TR]_ + @551’ (311)
4
po = —T.RQ + Pseq- (3.1.2)

Using equation 2.6.5, 3.1.1, and 3.1.2, assuming that shift caused by the point scatterer in
both the images is identical, the phase difference ¢ can be written as:

4
o= ;.AR. (3.1.3)

Therefore, the millimeter wavelength precision of phase measurement leads to a highly accurate
measurement of the range difference AR.
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3 Interferometric SAR (InSAR)

Let us consider a scenario where two interferometric radars are observing points S and S’. The

S
A
B 3y,
S.\Rl/ T a
,.‘:-.::::i;_'"'éR' R
e |
R,
H |
s’
Az
v S‘
range

Fig. 3.1: The two radars SAR; and SAR; are observing the two points S and S’ located at
different heights with the height difference Az. Ry, Ro, and R}, R) are the two respective slant
ranges from the radars to S and S’ [30].

height difference bewteen the two respective positions can be estimated in the following way.
The height can be estimated from the phase, and any variation in the height causes a corresponding
change in the phase. To investigate height information from interferometric phase, refer to Fig.
3.1. The height estimation is based on the evaluations in [30]. The perpendicular distance between
the two radars is related to the baseline projection such that:

AR = R, — Ry = Bsin(f — «) (3.1.4)

AR is the range difference due to point S and AR’ is the range difference due to point S’ and «
is the angle between parallel plane and baseline. The interferometric phase w.r.t point S’ using

equation 3.1.3 can be written as:

4
o = %.AR’. (3.1.5)

The change in scatterer height Az causes a change in the look angle 6 as demonstrated in Fig.
3.1. The range difference due to change in height AR’ can be written using equation 3.1.4 as a
function of the look angle variation in the following way:

AR' = Bsin(6 + Af — «). (3.1.6)

Using equation 3.1.3, the phase difference Ap can be obtained from the height difference Az
such that:

Ay = %.(AR —AR) = 47;B

(cos(0 — o) AG). (3.1.7)
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3.2 SAR Image Statistics

The height H of SAR; from the ground can be written as:

H = Az + Ry cos(Af), (3.1.8)
Using small-angle approximation,
Az
A0 = . 3.1.9
Risinf ( )

Putting the value of look angle difference A8 in equation 2.6.5, the phase difference is obtained
as:

47 B
AR siné’
Equation 3.1.10 gives the relation between topographical phase and height measurement crucial
for DEM construction.

Ap = (cos( — a)Az). (3.1.10)

3.2 SAR Image Statistics

The properties of SAR image have significant impact on the interferometric phase properties.
In this section, a complex SAR image will be studied by simulations to examine its behavioral
properties.

SAR image can be described as a function of range and azimuth where r is range and a is
azimuth. The SAR impulse response convolved with the scene reflectivity function gives a complex
SAR image. In practical scenarios, the scatterers are considered Gaussian distributed and the
respective image pixel is assumed to be a circular Gaussian random variable. The distribution
of scatterers in a resolution cell is considered to be homogeneous. The expected image pixel
intensity according to [17] is described analytically as:

I, = Elfi(r, )], (3.2.1)

where, F [.] is the expectation value.
The probability density function of the image ¢ is given as [17]:

(Re{i})? + (Im{i})*

1
PDF(i) = e Iy
Tip

(3.2.2)

The image here is considered to be modeled by uncorrelated additive White Gaussian noise.
However, the phase of each pixel does not give us valuable scene information. The scene information
is derived from the interferometric phase which is the phase difference of two images.

3.2.1 Simulation of a SAR Image

In this section, a 2D complex SAR image s(t) in the time domain is simulated with dimensions
range r and azimuth a typically characterized by circular Gaussian noise to understand the
behavior of intensity, phase, and power spectral density of the Gaussian image as demonstrated
below. The noise is assumed to be uncorrelated among the neighboring pixels.

The pixel value is assumed to be a complex independent circular Gaussian random variable with
standard deviation ¢ and unit mean u, as it is a close approximation for natural scatterers like
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3 Interferometric SAR (InSAR)

Parameter Value

Samples in range and azimuth 512, 8192
PRF 3000 Hz

Azimuth acquisition bandwidth 3000 Hz

Fs 100 MHz

3dB processed bandwidth B, 3000 Hz
Azimuth sampling interval 0.3 ms
Range sampling interval 5.12 us

Signal /Noise power (N) 25dBm = 0.316 V*
Standard deviation o 0.397
Mean p 0

Tab. 3.1: Parameters of complex Gaussian SAR image.

oceans, forests, etc. Note that, in our simulations, only Gaussian scatterers are considered in a
resolution cell which implies there are no dominant scatterers [17].
The standard deviation of the samples in the image can be given by real and imaginary parts as
follows [31]:

0= 0p=0Re =0[m = E2[I] = 0.397 (3.2.3)
where, F [I] is the expectation value of the pixel intensity.
The complex circular Gaussian image of the scene footprint which is essentially Gaussian noise
received by the antenna is simulated with the parameters given in Tab. 3.1. Here, PRF" is the
sampling frequency of the pixels in azimuth and F's is the sampling frequency of the pixels in
range. Noise power N can be defined as noise power per unit frequency bandwidth. Note that,
here, azimuth acquisition bandwidth is same as azimuth 3 dB processed bandwidth B,.
The simulated complex Gaussian image is shown in Fig. 3.2.
To understand the behavior of pixels in a SAR image, we will now study the intensity, phase,

Range

Azimuth

Fig. 3.2: Simulated complex Gaussian SAR image

energy, and power spectral density of the Gaussian signal.

o Intensity: The intensity of a signal in time domain can be defined as the power that
drops at theoretical unit resistance. The expected image pixel intensity in azimuth profile is
constant for all the samples. The azimuth profile is used in simulations because the signal
is highly sensitive in azimuth range and concludes valuable statistical measures. Fig. 3.3
demonstrates the process of obtaining azimuth profile of a 2D complex SAR image.

The signal intensity I of s(t) according to equation 3.2.1 can be written as:
I=s(t))? (3.2.4)

The intensity profile of the pixels in azimuth profile is depicted in Fig. 3.4. It can be seen
that all the pixels have constant intensity of 0.316 V2. Signal intensity is an important
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3.2 SAR Image Statistics

Noise Intensity [V*2]

Azimuth

Azimuth profile

Range

Averaging
in range

v

Fig. 3.3: The azimuth profile of a 2D image is obtained by averaging all range lines.

parameter of the received signal as it conveys information about the object properties like
roughness, illumination etc.

05 Noise Intensity in azimuth profile

0.4

0.3 4

0.2 4

0.1 1

0.0 T T T T T
0.0 0.5 1.0 1.5 2.0 2.5

Time[s]

Fig. 3.4: Intensity of the pixels in azimuth profile of SAR image signal s(t).

e Energy: The energy per sample is the backscatter energy of each pixel and is obtained by

noise intensity in one azimuth sample of duration At as depicted in Fig. 3.4 and can be
given as:

E=Nx At

where, a is the number of samples in azimuth and At is the azimuth sampling interval. The
average enery per pixel in azimuth profile is shown in Fig. 3.5.

Phase: In previous sections, the importance of phase in SAR image has already been
discussed. Although, the phase of the pixel in the signal image carries no relevant information,
it is still vital to understand its distribution. The pixel phase is uniformly distributed
between intervals [—m, ) . The phase distribution in range and azimuth can be observed
from Fig. 3.6 in the left figure and for phase in time, in the right figure. It can be seen,
that the summation of white Gaussian noise in real and imaginary parts leads to a uniform
distribution.

19



3 Interferometric SAR (InSAR)

Energy per sample in azimuth profile

1.25x 10"
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Fig. 3.5: Average energy per pixel sample in azimuth profile of SAR image s(t).
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Fig. 3.6: Left: Phase distribution of signal s(t). Right: s(¢) in time domain.

o Power Spectral Density (PSD): A typical Gaussian SAR image delivers the same
average power for all frequencies. Therefore, the PSD N, of a SAR image has constant
power in the entire azimuth bandwidth as the image is modeled by White Gaussian noise
and the constant spread of power in the complete PRF can be observed in Fig. 3.7. NN, is
obtained by dividing the pixel intensity N by azimuth bandwidth B, in azimuth profile
according to the computation given as follows:

N, = Bﬁ = N x At. (3.2.5)

Note that, pixel intensity is equivalent to noise power for unit resistance.
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3.3 Interferogram Statistics

Noise Spectral Density
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Fig. 3.7: Noise spectral density of SAR image signal s(t).

The comparison of analytically expected values and measured values of the signal intensity,
energy, and power spectral density is given in Tab. 3.2.

Expected Measured

Intensity [V?] 0.316 0.316
Energy per pixel [V2.s] 1.05x 107 1.05 x 1074
Power Spectral Density [V?/Hz] 1.05x 10~* 1.05 x 10~*

Tab. 3.2: Comparison of measured and expected results.

3.3 Interferogram Statistics

Complex SAR image follows a circular Gaussian process model. This section will present the

analytical descriptions of interferogram properties and the influence of coherence on interferometric
phase.

The joint PDF of the two complex images i1 and iy is given as [17]:

1 T
PDF(v) = e ct (3.3.1)

v = (?1) (3.3.2)
12

_ «T7 L Iy
C=E [m; } = (Iv* b) (3.3.3)

where,
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3 Interferometric SAR (InSAR)

where,

I= \/E |21| |22| } (3.3.4)

and I; and I> are the expected intensity values of the two images according to equation 3.2.1.

3.3.1 Coherence

Coherence is an important parameter that dictates the phase statistics of the interferogram.
Since the images of the same scene are used in interferometry, the quality of the interferogram is
determined by the coherence of the two images. The images with low coherence cannot be used
in interferometry. In this section, the mathematical descriptions are based on evaluations in [17].
The figure of merit of the interferogram is the complex coefficient defined as [17]:

E [Wﬂ
\/E !11! \zg\ } (3.3.5)

Coherence takes value between 0 and 1 such that 0 < |y| < 1. A decorrelation of |v| is the phase
noise determinant, and a |y| = 1 suggests that the two images under consideration are identical
[17]. The marginal interferometric phase PDF is derived from the joint PDF of interferogram
magnitude and phase to give the following relation [17]:

1—|v)? 1
PDF(p) = L= X
21— |y]? cos?(¢ — @o)
(3.3.6)
(1 . hilcos(ip — o) anceos( |y cos(ip - %»)
V1= cos (p — o)

The joint PDF of the magnitude and phase of the interferogram u can be written as [17]:

PO, - Lol { e

2|ul
Ko\ 77— | »
’ (I(l - 7|2)>
where K, is the modified Bessel function.
o is the mean phase of the interferogram, and is directly related to topography, and is used to
for the construction of a DEM. The interferometric phase ambiguously varies from [—m, 7) about
the mean value ¢,. The desired mean phase is given as:

(3.3.7)

Elgl = ¢o (3.3.8)

The variance of the interferometric phase error is related to coherence as follows [17]:

2 Li2(1~]2
02 = % — marcsin(|y|) + arcsin®(|y|) — 1(2””), (3.3.9)

where Li represents Euler’s dilogarithm.
The loss in coherence can be associated to decorrelation due to several factors [32] such that:
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3.4 Generation of SAR Image Pair: Simulations

Ytotal = VSN RYquantYambYgeoYazYvol YtempVprocs (3.3.10)

Where v4uant is due to quantization noise, v4mp is due to ambiguities, v4e, is due to baseline
decorreation, 7y,. is Doppler decorrelation, v, is due to volume decorrelation, v;emy is due to
temporal decorrelation and 7,.oc is due to coregistration and processing. The contributions from
these decorrelators lead to increase in phase noise. A higher coherence is absolutely necessary for
lower phase noise.

Thermal noise is a major contributor of phase noise in the system. In our simulations, only
thermal noise will be considered as a major source of decorrelation. The coherence loss due to
thermal noise can be stated as [17]:

1
YSNR = .
\/(1 +SNR) (14 SNR,')

(3.3.11)

The mathematical descriptions of phase and coherence will be validated with numerical simulations
in the next section.

3.4 Generation of SAR Image Pair: Simulations

In this section, two methods to generate complex Gaussian interferometric SAR image pair with
varying degree of coherence have been presented. The idea is to compare analytically anticipated
statistical results to the measured outcomes from the simulations. The following discussion
validates the relation of coherence to the distribution of interferometric phase errors that later
will be the basis for the interferometric phase error investigations.

3.4.1 Method 1

The 2D complex SAR image pair i1 (f), i2(f) with parameters given in section 3.2.1, are generated
in the frequency domain with 512 and 8192 samples of the backscattered signal both in range r
and azimuth a. Three statistically independent images Noise A, Noise B, and Noise C from
circular Gaussian processes are used to produce two such images whose coherence can be varied
according to the algorithm described below. The images have mean p = 0 and unit standard
deviation o in the real and imaginary parts. The simulations have been performed in python.
All three images a have afixed number of samples in azimuth but the samples in range can be
changed to shift the coherence according to the relation:

Tovl =T X7, (341)

where 7,,; is the number of overlapping samples in range, r is the number of samples in range
and a is the sample number in azimuth in the image and ~ is the coherence coefficient. The
number of non-overlapping samples in the image can be given by:

Tnon—ovl = T(l - 7)7 (342)

The methodology according to 3.4.1 and 3.4.2 for the generation of two SAR images (circular
Gaussian) is shown in the block diagram in Fig. 3.8. The simulated 2D complex Gaussian images
i1 and 9 are shown in Fig. 3.9. After the simulation of two images, the next step is to obtain
an interferogram according to equation 2.6.1. The interferogram is obtained from the samples
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Fig. 3.8: Method 1 of generating complex circular Gaussian interferometric SAR image pair

with variable coherence.
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3.4 Generation of SAR Image Pair: Simulations
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Fig. 3.9: Magnitude of simulated 2D complex SAR images i1 and is.

in time. For that purpose, we take 2D inverse Fourier transform of the samples in range and
azimuth.

In the interferogram, it is only the phase information that is meaningful to us to evaluate phase
errors. The interferometric phase is obtained from the simulated interferogram and it is observed
that the randomly distributed phase in the interferogram is limited to interval [—m, 7) as depicted
in Fig. 3.10. In Fig. 3.11, the probability density function of the interferometric phase for three
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Fig. 3.10: Top: Magnitude of simulated interferogram u. Bottom: Interferometric phase dis-
tributed in interval [—m, )

different values of coherence coefficient |y|=0.3, 0.5, and 0.8 is illustrated. It is evident from
the plot, that the phase is limited to an interval of [—m, 7). As the correlation between the
pixels of the two images reduces, we get more standard deviation in the phase and phase noise
increases. For |y| = 0, the phase follows uniform distribution indicating that the two images are
not correlated and thus the phase difference reveals no useful information.

25



3 Interferometric SAR (InSAR)
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Fig. 3.11: Interferometric phase probability density function for different values of coherence
using method 1.

The results of phase standard deviation o for different values of coherence obtained from
analytically derived error predictions using equation 3.3.9 are compared to the errors resulting
from the simulations in Tab. 3.3. It can be seen that the phase variance is decreasing with an
increase in coherence, and the distribution concentrates towards the mean value and would
reduce to a d function when || becomes unity implicating the absence of noise [17].

[[=0.3 [1|=05 [1/=0.8
Expected o [radians] 1.542 1.3361  0.9173
Measured value o [radians] — 1.542 1.3363  0.9171
Tab. 3.3: Comparison of expected and measured standard deviation for different coherence
values using method 1.

3.4.2 Method 2

The underlying idea of this method is to generate a SAR image pair for the purpose of phase
error shift estimation in interferometry and radargrammetry as discussed in [33].

Let us consider three 2D uncorrelated complex circular Gaussian Noise A, B, and C' with 512,
and 8192 pixel samples backscattered in azimuth a and range r acquired in time domain. The
three statistically independent images are combined to yield two SAR images with adjustable
coherence. The three images have zero mean and unit variance in the real and imaginary parts.
The two SAR images can be expressed as:

i) = /(1 - A+ 7C (3.4.3)
is(t) = /(1 —9)B + AC (3.4.4)

The methodology of image generation is depicted in Fig. 3.12. After the image generation, the
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a
+“—»

N 1-— N
Noise A |— V Y > @ > Image 1
4 i, (t)

]_Dtel'fel'() Extract Phase
. - —— PDF
Noise B 1-vy - d gr:m

Image 2
i (t)

Noise C — VY

Fig. 3.12: Method 2 of generating complex Gaussian SAR images with variable coherence.

next step is to obtain an interferogram. An interferogram of the images i1 and iy is produced
using equation 2.6.1 and has a similar pictorial representation as shown in Fig. 3.10 and 3.9.
The PDF of this interferogram gives us the estimate of the predicted phase errors that should
be consistent with the results that were obtained in Method 1. The PDF of the interferometric
phase for different coherence values is shown in Fig. 3.13. As expected, phase noise variance

1.0
fy[=0.3
— [y}=0.5
0.8 1 — K=0.8
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(=}
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0.2 1
0.0 = ! . . . ! )
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Fig. 3.13: Interferometric phase probability density function for different values of coherence
using method 2.

decreases with increasing coherence and the phase values become more consistent and focused
around the expected value which is 0 in our case. The analytical phase error predictions are
compared to the measurements procured from the simulations in Tab. 3.4.

Therefore, it is concluded that the generation of complex circular Gaussian images using
Method 1 is equivalent to Method 2, and yields same phase error standard deviations for the
same values of coherence. In this chapter, the phase statistics of the SAR image pair were studied
which gave a detailed demonstration, both analytical and practically implemented of how the
phase errors are influenced by the coherence coefficient.

In the next chapter, the image processing and interferometric processing of the SAR image will
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[7/=0.3 |7[=0.5 |7|=0.8
Expected o [radians] 1.542 1.3361 0.9173
Measured value o [radians]  1.544 1.3361 0.917
Tab. 3.4: Comparison of expected and measured standard deviation for different coherence
values using method 2.

be discussed taking into account antenna pattern and the effect of noise from external sources.
The processing will be done for a single look image to derive interferometric phase statistics
which will later be analyzed by different averaging techniques to reduce phase noise errors.






4 InSAR Image processing

In the last two chapters, a brief description of SAR interferometry and the goals of our thesis were
discussed by providing a detailed understanding of an interferogram, interferometric phase and
the ways of establishing relations between the cross-correlation function (coherence) and phase
statistics were also mentioned. In this chapter, the methodology of image and interferometric
processing of a SAR image will be discussed while considering the antenna pattern during
acquisition, its influence on the image spectrum, external noise, power compensation, and side
lobe suppression. Complete implementation will be demonstrated by simulation for a single-look
complex interferometric SAR image pair and will be extended to multilooking techniques in the
later chapters to compare the phase error reduction by different averaging methods in spectral
and spatial distribution. This thesis considers multilook and interferometric processing in azimuth
dimensions. In the future work, the results can be complimented also for the range dimension.
The azimuth dimension is considered more challenging as the antenna pattern has an effect on the
azimuth spectrum and azimuth look generation. During acquisition from distributed scatterers,
the samples in range and azimuth corresponding to the same scene can be in different resolution
cells. Therefore, a modification is needed to shift the pixel in the right resolution cell by the
cross-correlation of the images. This is called coregistration. After shifting, the complex conjugate
of the coregistered image (slave) is finally multiplied with the second (master) image to form an
interferogram. In our simulations, we will consider that the pixels are already coregistered and
are arranged in the right resolution cell.

4.1 Single look SAR performance

The following simulations have been performed in python with the aim of generating a backscat-
tered signal giving two identical image signals from a homogeneous scene with inherent coherence
1 and an interferometric phase of 0°, which provides later directly the PDF of phase errors.
The White Gaussian noises are added along with certain SNRs to the images which are usually
considered due to the receiver noise and other factors that alter the coherence of a signal. Then
after the addition of noise to the signal, we will have two images that contain the same information
deteriorated by some noise and essentially represent a SAR image pair. Different cases such as,
first: signal processing without antenna pattern weighting, second: signal processing with antenna
pattern weighting will be studied to understand the influence of antenna pattern on the SAR
image.

The image signal processing will be performed in consideration with the parameters given in Tab.
4.1. The block diagram in Fig. 4.1 describes the methodology of the image signal processing. A
complex Gaussian random signal s(t) is generated in the time domain with PRF as the sampling
rate in azimuth and Fs is the sampling rate in range. These parameters have been used for the
performance simulations throughout. In InSAR, identical images of a scene are acquired. But
due to varying parameters such as look angle, their coherence changes during acquisition. The
phase of the signal is randomly distributed in an interval of [—m, 7). The spectra of the raw
complex image signals are depicted in Fig. 4.2. The signals have constant power distributed for
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4 InSAR Image processing

PDF

Fig. 4.1: Methodology of SAR image signal processing simulation.
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4.1 Single look SAR performance

Parameter Value
Samples in range and azimuth 512, 8192
PRF 3000 Hz
Azimuth acquisition bandwidth 3000 Hz
Fs 100 MHz
3dB processed Bandwidth B, 2782 Hz
Azimuth sampling interval 0.3 ms
Range sampling interval 5.12 us
Signal and Noise power (N)  25dBm = 0.316 V*
Standard deviation o 0.397
Mean u 0
SNR in two images 10dB

Tab. 4.1: Parameters of complex Gaussian SAR image pair.

all azimuth frequencies. The pixel intensity of the signal is given by:

I, = |s(t)|* = 0.316 V2. (4.1.1)
Raw Signal 1 Raw Signal 2
0.35 1 0.35 1
0.30 1 0.30 1
0.25 1 0.25 1
£ 0.20 £ 0.20
£ 0151 £ 0.151
0.10 1 0.10 1
0.05 1 0.05 1
0.00 T T T 0.00 T T T
—1000 0 1000 —1000 0 1000
Frequency [Hz] Frequency [Hz]

Fig. 4.2: Raw complex SAR signals.

4.1.1 Case 1: No Antenna Pattern

In this section, the raw signals are processed without taking into account the antenna pattern.
The acquired signals are modeled to have an SN R of 10 dB. The main source of noise is thermal
noise and thus it is considered as a dominant source and is modeled by Additive White Gaussian
Noise (AWGN). The image processed bandwidth is considered to be equivalent to the azimuth
acquisition bandwidth as no antenna pattern is present. The results will be compared with the
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4 InSAR Image processing

other cases in later sections. It should be noted that, antenna pattern is a characteristic of
acquisition and cannot be avoided. We can only choose to compensate for the antenna pattern
weighting during signal processing.

4.1.2 Case 2: Antenna pattern

During acquisition, the signal is influenced by a two-way antenna pattern of the radar. Simulations
were performed to analyze the impact of an approximated antenna pattern in azimuth on a SAR
image. The image signals have echoes in azimuth and range in the spatial domain. The image is
transformed to the spectral domain by applying Fast Fourier Transform (FFT) in azimuth to get
frequency distribution. The one-way antenna amplitude pattern as a function of azimuth angle is
numerically simulated using a sinc function according to the relation:

sin(0)). (4.1.2)

To map the radiation pattern in frequency domain, the antenna pattern as a function of azimuth
angle 0 is transformed to a function of azimuth frequency according to the following relation:

W

fa=~

x sin(6), (4.1.3)

Interpolation is carried out to convert non-uniform distribution into uniform frequency distribution.
In equation 4.1.3, the azimuth frequencies f, corresponding to the azimuth angle 6 are evaluated.
Vs is the satellite velocity which is set to 7600 m/s and A = 0.03 m is the X-band wavelength. The
two-way 6 dB beamwidth of 0.33° corresponds to 2782 Hz processing bandwidth of the antenna
B,. Fig. 4.3 (a) shows the two-way antenna pattern which is typically a sinc squared pulse as a
function of azimuth angle and, (b) shows the two-way antenna pattern as a function of azimuth
frequency. The radiation pattern amplitude is marked with a blue line and 6dB beamwidth level
is marked with a red line. The antenna pattern in processed bandwidth B, is applied to the
signal only in the azimuth direction and the spectral weighting due to it causes reduction in
intensity as certain frequencies are suppressed by the antenna pattern and thus deteriorating
the quality of the pixels in the image. The spectrum of the signal before and after the antenna
pattern weighting is shown in Fig 4.4. The complex signal s(f) is influenced by the antenna
pattern such that:

S(fa) = S(f) X |A(fa)| (4'1'4)

where |A(f,)| is the two-way amplitude pattern of the antenna. Note that, for convenience, here
we assumed an unrealistic antenna pattern that has no gain outside the 6 dB two-way region.This
can be done later as well in the processing, by applying a bandpass filter in azimuth that limits
the processed bandwidth to this 6 dB area. As the signal amplitude gets altered by the antenna
pattern, the intensity of the frequency samples in the spectrum is changed and is not uniform
anymore. To evaluate the signal intensity after the antenna pattern, the signal is transformed to
the spatial domain. The reduction in the signal power has to be compensated to maintain pixel
intensity by an amplitude equalization factor x given as follows:

Jprr L-dfa
%’ (4.1.5)
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4.1 Single look SAR performance

2-way Azimuth Antenna Pattern
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Fig. 4.3: (a) Two-way antenna pattern against azimuth angle, (b) Two-way antenna pattern
against azimuth frequency. The amplitude pattern for entire azimuth bandwidth level is marked
with blue color and 6 dB beamwidht is marked with red line.

Intensity [V?]

Raw signal 0.3161
Signal after antenna pattern 0.2051
Signal after equalization 0.3161

Tab. 4.2: Signal intensity comparison.

with P,(f,) being the azimuth antenna pattern in two-way. The intensity of the signal is equalized
such that:
s(t) = s(tq) X . (4.1.6)

The constant normalized spectrum integrated over the entire acquisition bandwidth is divided by
the power of the azimuth antenna pattern over the processed bandwidth B,. The equalization
factor x gives us a weighted image spectrum after taking an FFT of the image with the original
intensity of the raw signal. The intensities before and after the azimuth antenna pattern and
after the equalization are mentioned in Tab 4.2. In a SAR image spectrum, pixels in the outer
edges have higher noise compared to the inner regions where the SNR is maximum. So, increasing
the signal intensity also implies higher phase noise in the outer region of the spectrum. The
processed bandwidth determines the resolution. During azimuth processing, the antenna pattern
is equalized and the azimuth modulation originating from the sensor movement relative to the
target is removed. After this removal, only the constant phase remains. If we have a constant
antenna pattern, we get a narrow beamwidth and better resolution but higher sidelobes. Therefore,
weighting is performed for the sidelobe reduction in the azimuth impulse response (IRF) at the
expense of resolution. To approximate this sidelobe suppression without increasing the phase
noise in the outer spectrum, antenna pattern correction can be performed in combination with a
spectral weighting that is in effect an approximation for the azimuth antenna pattern itself [34].
The next step in interferometric processing simulation is the adjustment of the SNR. The same

33



4 InSAR Image processing
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Fig. 4.4: Illustration of complex SAR signal spectra before and after the antenna pattern
weighting. Signal marked with blue is the raw complex signal acquired from a scene. Signal
marked with red is the signal after the influence of antenna pattern weighting.

SNR of 10dB is used for both images. Let us assume, the additional noise corresponds to an
SNR of 10dB. SNR is added to the signal according to the following relation [31]:

s(t) = s(t) x VSNR. (4.1.7)
This changes the real and imaginary parts of the standard deviation of the signal to [31]:
Onew = 0.VSNR = 0.706 (4.1.8)

The noise components due to thermal noise are added to the signals. This noise is modeled by
two AWGN signals nq(t) and ny(t) and are added to the two complex SAR signals as follows:

sny(t) = s(t) + ni(t) (4.1.9)

sna(t) = s(t) + na(t) (4.1.10)

Note that, same standard deviation was used in the generation of the real and imaginary parts
of the signal as well as in the generation of two noises. The SNR of signals sni(t) and sna(t) can
be evaluated by the relation [31]:

I I
M _1=21 (4.1.11)

SNR =
I, I,

The coherence value is also related to the SNR in the two images. Assuming SNR to be the only
source of decorrelation, using equations 3.3.11, 4.1.11 and 3.3.5, analytically expected values
are compared to the values measured from above simulations in Tab 4.3. As the noise is spread
throughout the azimuth bandwidth, it is filtered by a digital bandpass filter filter with passband
frequency range —B,/2 < f, < B,/2 along with the signal in the processed bandwidth. Now,
two cases of azimuth processing will be considered exclusively for antenna pattern correction
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4.1 Single look SAR performance

and no antenna pattern correction on the image spectra. in SNR in the complex signal. The
comparison of SNR!, coherence || and standard deviation of the interferometric phase o is given
in Tab. 4.3.

SNR dB |v| o [radians]
Signal with noise after bandpass filter 10 0.773 0.965
Image signal after antenna pattern correction 9.3 0.745 1.012

Tab. 4.3: Comparison of measured values of SNR and coherence at different stages of processing.

¢ Antenna pattern correction: The antenna pattern correction on the new signal and the
noise is performed to compensate for the azimuth weighting applied on the signal according
to equation 4.1.4. The complex signals are divided by the amplitude of the two-way antenna
pattern such that:

i1(fa) = ‘zn(lf(;))‘ , (4.1.12)
i2(fa) = @fﬂ : (4.1.13)

where i1(f,) and i2(f,) are the two processed SAR images that will be used to form an
interferogram during interferometric processing whose spectra are depicted in Fig 4.5. The
images are assumed to be coregistered. From Fig. 4.5, it is clearly observed that after the

Image Signal 1 Image Signal 2
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00 1 = sy signal afier antenna pattern correction — 00 1 = nal afier antenna pattern correction —
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Frequency [Hz] Frequency [Hz]

Fig. 4.5: Complex SAR signal spectra before antenna pattern correction represented by blue
curve and after antenna pattern correction represented by red curve.

antenna pattern correction, the noise in the outer spectra is substantially increased. The
SNR is much better in the center of the spectra where there is maximum illumination.
This augmented phase noise contributes to significant increase in phase errors. To analyze

'Note: There is a variation of £0.6 dB due to a different bandwidth of noise than that of the antenna processed
bandwidth. However, the variation is small and can be neglected.
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4 InSAR Image processing

the interferometric phase errors, the image pair is transformed to the spatial domain
distribution by carrying out an inverse FFT (iFFT), and the interferogram wu is formed
using equation 2.6.1.

« No antenna pattern correction: As seen above, antenna pattern correction causes an
increase in phase noise in the outer spectrum of the image. Let us now consider a case
where no antenna pattern correction is performed. In this case, complex signals snj(t)
and sna(t) are directly used to compute an interferogram using equation 2.6.1. The image
spectra without antenna pattern correction are shown in Fig. 4.6.

Image Signal | Image Signal 2
2.0 4 20 4
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=) =)
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= =
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2 2
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— Moisy signal before antenna pattern comection — Moisy signal before antenna patiemn correction
0.0 1 —_— v signal afier antenna pattern correction 0.0 1 —— Noisy signal afier antenna pattem correction
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—1500 —1000 =500 0 500 1000 1500 —1500 —1000 =500 0 500 1000 1500
Frequency [Hz] Frequency [Hz]

Fig. 4.6: Image signal spectra with no antenna pattern correction.

4.2 Results and Comparison

In single look image processing for Case 1, it is observed from the above simulations that the
influence of antenna pattern is crucial for the signal as it helps in achieving better coherence as
mentioned in Tab. 4.3 but at the cost of reduced resolution. The PDF of interferometric phase
for single look performance without the influence of antenna pattern on the signal is given in Fig.
4.7. The standard deviation and coherence are mentioned in Tab. 4.4. Note that, the antenna
pattern is inherent to the SAR acquisition. We can only decide to correct for it or not to correct
for it.

Measured Expected
7] 0.76 0.76
o [radians] 0.988 0.987
Tab. 4.4: Comparison of expected and measured values of standard deviation and coherence for
Case 1.
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Fig. 4.7: Probability density function of interferometric phase without the influence of antenna
pattern correction on the image signal.

For Case 2, the influence of antenna pattern with correction leads to a reduced coherence
because of the increase phase noise of the pixels in the outer spectrum of the image. This can
be avoided by using a suitable window after the antenna pattern instead of performing pattern
correction. However, that is out of scope for the work in this thesis. The comparison of standard
deviation and coherence with and without antenna pattern correction is given in Tab. 4.5 . The
comparison of PDF of interferometric phase for both the cases can be observed in Fig. 4.8. It
can be clearly seen that antenna pattern correction leads to deterioration of performance by
reducing coherence and increasing standard deviation of interferometric phase. From Tab. 4.5, it

|7l o [radians]

Measured Expected Measured Expected
Without pattern correction 0.77 0.77 0.965 0.965
With pattern correction 0.745 0.745 1.012 1.012

Tab. 4.5: Comparison of expected and measured values of standard deviation and coherence for
Case 2.

is evaluated that the antenna pattern correction leads to a reduction of coherence by a factor of
1.03 and an increase in standard deviation by a factor of 0.95.

In this section, the SAR image processing was thoroughly discussed and the error predictions
were compared for different scenarious during interferometric processing that lead to variations
in interferometric phase errors. The increase in phase noise poses a need for error correction
techniques in SAR to improve phase difference measurement accuracy for height estimation for
accurate construction of a DEM. In the next chapter, various error correction methods will be
investigated and compared.
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Fig. 4.8: Probability density function of interferometric phase. PDF for image spectra without
antenna pattern correction is marked in blue, PDF for image spectra with antenna pattern
correction is marked in red.






5 Phase Error Reduction Methods

The contribution of phase noise makes it challenging to unwrap phase errors to get the absolute
phase. Extensive research has been performed to deduce techniques for phase noise reduction by
several techniques such as spatial averaging and multilooking [35]. In the previous chapters, the
characterization of phase errors was done. In this chapter, the focus will be on the discussion of
existing methods of phase error reduction.

The first approach will be the spectral averaging of low-resolution SAR image called multilook-
ing. The performance of the error reduction depends on the number of looks. The comparisons
will be presented for several degrees of multilooking. The second approach will be to apply sliding
spatial averaging on the interferogram itself to get rid of small-time variations and coarseness.
The results will be compared for measured results. The demonstrated error correction methods
will be validated using simulated interferograms in the following sections. The shortcomings
of averaging methods will be presented. Finally, a new parameter for statistical evaluation of
these averaging methods will be proposed that is based on test scenario with increasing toggling
frequency between two phase values.

5.1 Multilooking

Multilooking is a well-established image enhancement technique in SAR image processing. It is
essentially used for mitigation of speckle noise. In multilooking, the synthetic radar aperture is
divided into shorter apertures that produce low resolution SAR images of the same scene in the
azimuth dimension, which is considered in this thesis. The total bandwidth of the SAR images
that have been processed in azimuth is divided into smaller bandwidths to obtain multiple narrow
bands also known as looks [17]. These look images are then used to compute low resolution
independent interferograms corresponding to each band. These interferograms are then coherently
added resulting in reduction of the phase noise. The multilook performance is dependent on
the number of looks. Let us assume that we want to evaluate the phase from K looks which is
typically K number of interferograms u[n]. The phase contributions from terrain are assumed to
be consistent in all the interferograms. According to the maximum likelihood estimator (MLE)
[17]:
K
e = arg Z u[n] (5.1.1)

n=1
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5 Phase Error Reduction Methods

The PDF of the multilook phase estimation characterized by number of looks can be expressed
as [17]:

P(K + )1~ )X ] cos(o — o)

PDF(¢, K) = .
K+
2VAT(K)(1 — 2 cos2(¢ — go)) 2 (5-1.2)
(1 - ‘7|2)K 1 2 2
= R(K, LS -
+ 27T 9 1( 5 Ly 2’ |7| COS ((10 SOO))

The PDF is obtained considering that looks in the data are independent. For the estimation of
statistical performance of dependent looks, [36] proposes a model to obtain effective number of
looks which is essentially less than the conventional number of looks.

Intuitively, the phase deviations are likely to occur from pixel samples with small amplitude as
the noise has strong impact on them and can easily deviate the phase. The pixels with higher
amplitudes have phase close to the mean value as the effect of noise on them is lower. Therefore,

1
the averaging of the interferograms leads to a reduction of phase noise by a factor of Nie [17].

In continuation of image processing, where a processed image is obtained after the antenna
pattern correction, the image spectrum is divided into multiple looks before computing the
interferogram as depicted in Fig. 5.1. Let us divide the spectrum of each individual SAR image

1
1
i
i

A 4

Antenna pattern correction

Look 1 Look 2 Look 3 Look k

Fig. 5.1: Multilooking

of the interferometric image pair into K = 8 looks. In this case, 8 independent interferograms are
computed for each look from the two images i1(f,) and i2(f,). The complete azimuth processing
spectra of the image pair is divided into 8 sub-spectra each such that the bandwidth of each look
is 347.75 Hz. The looks are generated by interpolation of the samples outside the bandwidth
of sub-spectrum so that there is no aliasing in the respective looks. The looks in the complex
SAR image pair are only employed in azimuth, and a single look is maintained in the range. In
the following sections, multilooking will be implemented on the image spectrum with antenna
pattern correction and without antenna pattern correction.

40



5.1 Multilooking
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Fig. 5.2: SAR image spectra without antenna pattern correction divided into 8 looks without
antenna pattern correction.

5.1.1 Without Antenna Pattern Correction

Without performing antenna pattern correction on the image, the spectrum is divided into 8
looks with 347.75 Hz as bandwidth of each look. The SAR image pair spectra can be observed in
Fig. 5.2.

The SNR of each look! in the two image spectra evaluated according to equation 4.1.11 is
mentioned in Tab. 5.1. From the above table, it is evidently clear that the looks on the outer

Look (k) SNR [dB]
Image 1 Image 2
1 5.11 5.11
2 9.42 9.42
3 12.24 12.20
4 13.61 13.6
5 13.60 13.58
6 12.23 12.25
7 9.45 9.48
8 5.16 5.16

Tab. 5.1: SNR in SAR image 1 and 2 with no antenna pattern correction.

edges of the spectrum have poor SNR and inner looks of the spectram have considerably higher
SNR and therefore the phase noise is least in the inner spectra with maximum illumination of
the pixel implying high intensity and lower phase noise. The overall SNR in the complete spectra

!'Note: k is the independent look index and K is the total number of looks the spectrum is divided into.
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Look (k) |v|  Omeasured [radians] oeppected [radians]

1 0.64 1.16 1.16
2 0.74 1 1.02
3 0.80 0.91 0.91
4 0.82 0.86 0.87
5 0.82 0.86 0.87
6 0.80 0.91 0.91
7 0.74 1 1.02
8 0.64 1.16 1.16

Tab. 5.2: Coherence and standard deviation in interferometric phase for 8 looks with no antenna
pattern correction.

of the two images is 10 dB respectively.

The expected coherence || is estimated for each independent look using equation 3.3.11 that
relates coherence with the SNR in the images and the interferometric phase standard deviation
o of each look is estimated using the numerical simulations and analytically using equation
3.3.9. The discussed parameters are mentioned in Tab. 5.2. Although, it has been observed
that this coherence estimate for large number of looks tends to overestimate the coherence and
becomes asymptotically biased by the influence of systematic errors as discussed in [17]. To
obtain unbiased coherence from the estimated coherence, Cramér Rao bound can be used [17]:

(11—

var(|y))er = ok (5.1.3)
[37] discusses several estimators to compute asymptotically unbiased coherence.
The probability density function of the interferometric phase after implementing 8 looks on
the image spectrum can be seen in Fig. 5.3. It can be seen that the interferometric phase is
concentrated around the mean phase 0. By performing comprehensive simulations, the standard
deviation ¢ in interferometric phase is obtained for single look performance and various degrees
of multilooking as given in Tab. 5.3

Looks (K) o [radians]

1 0.965
2 0.642
4 0.381
8 0.229
16 0.152
32 0.104

Tab. 5.3: Interferometric phase standard deviation for different number of looks without antenna
pattern correction.
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Fig. 5.3: Probability density function of interferometric phase for 8 looks without antenna
pattern correction.

5.1.2 With Antenna Pattern Correction

The spectra of the complex SAR image pair are divided into K = 8 looks in a similar manner
as discussed above. The bandwidth of each independent looks spectrum is 347.75 Hz. The SNR
of the indepdendent looks in the image spectrum calculated using 4.1.11 are stated in Tab. 5.4.
Tab. 5.4 and 5.1 give a comparison of the SNR in the individual looks of the interferometric SAR
image pair for cases involving antenna pattern correction and without antenna pattern correction.
And it can be observed that the outer look have lower SNR in case of antenna pattern correction.
From the divided spectrum in Fig. 5.4, it can be observed that the looks in the outer spectra have
increased phase noise due to the antenna pattern correction. Therefore, the outer looks have more
interferometric phase standard deviation. The useful SAR signal backscattered from the ground
is weighted by the antenna pattern. The thermal noise that rises in the Low Noise Amplifier
after the antenna is not useful. Therefore, a correction of the antenna pattern for the useful
signal, i.e the constant amplitude of the spectrum rises up the noise component in the signal.

Look (k) SNR [dB]
Image 1 Image 2

1 4.8 4.8

2 9.3 9.3

3 12.17 12.17
4 13.58 13.55
) 13.57 13.55
6 12.17 12.14
7 9.36 9.33
8 4.86 4.86

Tab. 5.4: SNR in SAR image 1 and 2 with antenna pattern correction.
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Fig. 5.4: SAR image spectra with antenna pattern correction divided into 8 looks.

The total intensity of the signal can be seen in Fig. 5.4. The coherence |y| and interferometric
phase standard deviation o are given in Tab. 5.5. The comparison of the probability density

Look (k) |v| Omeasurea [radians] oegpecreq [radians]

1 0.63 1.17 1.16
2 0.74 1.01 1.02
3 0.80 0.91 0.91
4 0.82 0.86 0.87
) 0.82 0.86 0.87
6 0.80 0.91 0.91
7 0.74 1 1.02
8 0.64 1.16 1.16

Tab. 5.5: Coherence and standard deviation for 8 looks for the case with antenna pattern
correction.

function of the interferometric phase for the case with and without antenna patter correction is
shown in Fig 5.5 while performing multilooking with 8 looks. As expected, the phase concentrates
around the mean phase 0 and standard deviation is reduced significantly as compared to the
single look case, but yields more standard deviation and reduced coherence as compared to 8
look processing of without antenna pattern correction case. The interferometric phase standard
deviation for various degrees of multilooking is mentioned is Tab. 5.6 w.r.t the single look case.
It can be seen from the table that the standard deviation is higher for every look as compared to
the standard deviation for the case where no antenna pattern correction was made. This is due
to the increased phase noise in case of antenna pattern correction as discussed earlier.

Based on simulations, multilooking has proven to be a good solution that allows for pixel

by pixel noise reduction by reducing the bandwidth by spectral averaging [38]. However, the
phase noise is reduced at the expense of geometric resolution. As the number of looks are increased,
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5.2 Spatial Averaging by Moving Average

Looks (K) o [radians]

1 1.01
2 0.694
4 0.42
8 0.254
16 0.168
32 0.116

Tab. 5.6: Standard deviation for different number of looks for the case with antenna pattern
correction.
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Fig. 5.5: Probability density function of interferometric phase. Blue curve depicts for the case
without antenna pattern correction, and red depicts for the case with antenna pattern correction
for multilooking with 8 looks.

the geometric resolution decreases. Therefore, a trade-off between the resolution and phase noise
should be found. Additionally, in case of antenna pattern correction, use of several weighting
windows can provide to be an optimal solution for sidelobe suppression. In that case, overlapping
looks can be used while performing multilooking to better exploit the phase spectrum [39]. It is
not preferable to perform multilooking on the SAR image spectra if no antenna pattern correction
is performed because for the non-uniform amplitude due to the antenna pattern weighting, the
SAR impulse response function for each look is not uniform. Therefore, in that case, moving
average can be performed on the interferogram as described in the following sections.

5.2 Spatial Averaging by Moving Average

The complex SAR data has phase fluctuations that contribute to phase noise. These phase jumps
can be reduced by averaging the pixels arranged in time by a sliding window that reduces the
irregularities that appear in the phase. It can also be understood as a technique to smoothen the
pixel properties to diminish phase jumps. Boxcar Filter which is analogous to moving average by
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a rectangular window is typically a low pass filtering process that removes the high frequency
components from the data. It is one of the most widely used local statistical image filters that is
implemented for denoising of pixels in the images [40]. Being a local filter, it is important that it
can only be applied to coregistered images as it only works when the pixels in the neighborhood
belong to the same scattering scene. In this method, while carrying out the moving average, the
intensity of a pixel is set in accordance with the averaged intensities of its neighboring pixels.
And thus, all pixels are close to the expected value therefore down-scaling the variations and
diminishing the noise. The number of averaged samples depends on the size of the window.
However, there is a limit to length the window size that can be used as averaging the pixel
intensity also results in loss of details which makes edge detection difficult.

It is important to note that for the phase noise reduction, the moving average is applied on the
complex interferogram i.e. the real and imaginary parts undergo same moving average operation.
This is equivalent to addition of complex pointers. Also, it is worth mentioning that moving
average can principally be executed both in range and azimuth dimensions. In this thesis, we
focus on moving average on the complex interferogram only in the azimuth dimension.

In the following simulations, different window lengths performance will be assessed by estimation
of coherence values and corresponding standard deviations. A boxcar filter can be defined as [40]:

1
Box(P;) = W > P (5.2.1)
v jew;

Where P; is the pixel under consideration in the interferogram and W; is the set of pixels in the
sliding window.

A moving average filter is smoothing filter that acts as a rectangular window in time domain. The
spectrum of the interferogram is weighted by a wide si function with relatively high sidelobes.
Therefore, we apply two moving averages in sequence, which in effect acts as a moving average
with a triangle function. In the interferogram, this lowers the sidelobes of the si weighting. And
so, to perform sidelobe suppression on the spectrum of interferogram, variants of moving average
filters with different windows or cascaded filters can be used. Doing the moving repeatedly
results in different kinds of windows that can be chosen depending on the required sidelobe
suppression of the samples in stopband in frequency domain. The moving average window shape
is be demonstrated in Fig. 5.6. Here, n is the window size of a rectangular window and 2n is the
window size of a triangular window that results from convolution of the two cascaded rectangular
windows.

5.2.1 Without Antenna Pattern Correction

The moving average is applied on the interferogram considering no antenna pattern correction was
performed on the image spectra. The averaging is done such that the intensity of the pixel under
consideration is set to an average value of its neighboring pixels within the window, simultaneously
causing a reduction in the phase errors. The moving average has been implemented on every
azimuth line in the interferogram and the corresponding phase standard deviations ¢ have been
recorded in Tab. 5.7 for different window sizes?. It should be noted that these window sizes
correspond to the two rectangular windows. For example, a rectangular window of size 2 is
applied twice to achieve a standard deviation of 0.642.

2n is the window size of one rectangular window. 2n is the resultant size of the triangular window.
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Fig. 5.6: Two cascaded rectangular windows of length n result in a triangular window of length
2n.

Window size (n) o [radians]

1 0.965
2 0.642
4 0.389
8 0.2311
16 0.156
32 0.111

Tab. 5.7: Interferometric phase standard deviation for different moving average window sizes
without antenna pattern correction.

5.2.2 With Antenna Pattern Correction

In this case, the moving average is applied on each azimuth line of the interferogram that has
been obtained with the complex image spectra after performing antenna pattern correction on
them. The phase standard deviations ¢ with different window sizes (2) are mentioned in Tab.
5.8. The results from the above simulations conclude that the error reduction performance of the
repeated boxcar filter improves with the increasing size of the window. The standard deviation
reduces significantly with increasing window size as can be seen from Tab. 5.8. However, using
this kind of local filter also leads to resolution degradation and is only applicable for homogeneous
scenes with Gaussian scatterers.
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Window size (n) o [radians]

1 1.01
2 0.691
4 0.421
8 0.236
16 0.157
32 0.108

Tab. 5.8: Interferometric phase standard deviation for different moving average window sizes
with antenna pattern correction.

5.3 Proposed Parameter for Comparison of Phase Error Reduction
Methods: MFPC

In our simulations until now, a constant phase with mean p = 0 was considered. This corresponds
to a constant height to be measured and allows for measuring direct interferometric phase error
in interferogram. However, in real measurements, the phase of interferogram is not constant and
has lot of phase variations that reflect the elevation in scene. After all, this is the quantity to be
measured in the interferogram. The radar is sensitive to these phase variations.

For comparison of phase noise reduction methods, multilooking and moving average is done in
terms of reduction of interferometric phase errors i.e. reduction in phase error standard deviation.
However, the effect on the height details that can be measured needs to be accounted for, too.

In SAR image processing, the quantity is the geometric resolution. Multilooking or moving
average reduce the speckle but deteriorate the geometric resolution. For interferograms, the
standard deviation of the interferometric phase error provides the information about what height
differences can be measured. But for interferograms, the geometric resolution does not directly
give information about what variation in the interferometric phase can be measured. Therefore,
in this section, a new parameter for interferometric performance estimation is proposed called as
Maximum detectable Frequency of Phase Change (MFPC), that measures the highest frequency
of interferometric phase change that is possible.

A test scene has been used with linearly increasing phase change frequency. For understanding
the behavior of this test scene, the fourier analysis provides a good appreciation of the detectable
phase change frequencies.

For this purpose, phase modulation is performed on the master SAR image by modeling a phase
scene with linearly increasing phase change frequency. There is a highest phase change frequency
that is detectable in the interferogram after interferometric processing for error reduction, and
this highest frequency shall be estimated. The idea of investigation is depicted in Fig. 5.7. The
phase change frequency is linearly increasing in azimuth direction and it is shown that for higher
phase variations, the MFPC comes down from the maximum frequency present in the phase
scene after averaging. PRF is the maximum detectable frequency of phase change in a scene.
Frequencies higher than the PRF will undergo undersampling and cannot be detected at all. The
phase scene modulation is done according to the following relation:

SMaster(t) = s(t) X exp(joq), (5.3.1)

where s(t) is the raw SAR image signal, syraster(t) is the Master SAR image acquired during
interferometric acquisition, and ¢, is the test phase scene. The test phase scene is obtained using
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Fig. 5.7: Phase test scene with linearly increasing frequency of phase change in azimuth direction.

a complex frequency sweep signal such that [41]:
x(t) = cos(2m f(¢)t) + jsin(2m f(1)t), (5.3.2)

where f(t) is the linearly varying frequency function given by [41]:

f(t) = % + for (5.3.3)

where, k is the rate of change of frequency. With linearly varying frequency, signal phase takes a
quadratic form as [41]:

¢a =2m (gt + fsta'rt) t+ ¢o; (534)

where ¢, is the initial phase of the signal which is set to 0 in the following. The frequency
modulated phase of the signal z(¢) is applied to the raw complex master SAR signal in azimuth
according to equation 5.3.1. The rate of change of frequency in the test phase scene & is obtained

as:
k= fend - fstart

T )
where fgqrt = 0Hz and f.,,q = 700 Hz are the starting and ending frequencies respectively at
duration T" = 2.73seconds. The real part of the frequeny modulated signal x(¢) sampled at
PRF = 3000 Hz is shown in Fig. 5.8 (a). Fig. 5.8 (b) and 5.8 (¢) depict phase and phase map
of the test scene respectively. The investigations of the test phase scene influence for MFPC
are performed for the cases involving antenna pattern correction and without antenna pattern
correction on the signal spectra where the same phase variation in azimuth has been applied to
all range lines. In practical, the phase error reduction methods performed on the interferogram
or on the image pair spectra tend to average out the phase errors. During simulations, it was
also observed that along with the phase errors, the reduction in the resolvable frequency of
the phase change is also reduced as a result of spatial and spectral averaging. The numerical
simulations are done for both error reduction methods i.e Multilooking and Spatial averaging by
moving average with a cascaded rectangular window as discussed earlier in this chapter. The

(5.3.5)
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interferometric phase affected by the phase scene can be observed in Fig. 5.10. The SNR of
the SAR image pair is maintained as 10dB throughout the simulations as no antenna pattern
correction is performed. The two cases involving with antenna pattern correction and without
antenna pattern correction have been investigated because in practice, both approaches are
applied depending on the emphasis on resolution during image processing or interferometric
phase errors during interferometric processing.
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(a) Real part of the amplitude of the frequency modulated test phase scene signal x(t).
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(c) Phase map of the test scene.

Fig. 5.8: Test phase scene with linearly increasing frequency of phase change.
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e Case 1: Without antenna pattern correction: During interferometric processing of

the SAR image pair, no antenna pattern correction has been performed on the complex
image spectra. Similar to modulation transfer function (MTF) in optics, a Spectrum of
Interferometric Phase (SIP) is obtained by taking FFT in azimuth of the interferometric
phase. The spectrum of the interferometric phase after averaging is obtained by taking
FFT of the phase from one azimuth line of the interferogram and for better visualization,
the profile of the FFT of all the azimuth lines is generated. The azimuth profile of the FFT
of phase in all azimuth lines is obtained by averaging the phase in all range lines. The
modification in Fig. 2.5 including the phase scene combined for cases with and without
antenna pattern correction is shown in Fig. 5.9. The red blocks represent the modifications
involving test phase scene. The phase spectrum obtained is depicted in Fig. 5.11.

From the SIP in Fig. 5.11, the maximum observable frequency is verified as 700 Hz which
is the maximum frequency in the generated test phase scene. The amplitude of this phase
change frequency is obtained by taking 50% decay value in the SIP amplitude. This
amplitude corresponds to 0.0055. Similarly, 50% decay in amplitude has been used to
calculate the cut-off detectable frequency of the spectra for different averaging method
cases.

Let us analyze the performance behavior of the test phase scene in azimuth profile if
multilooking is performed on the interferometric SAR image spectra during image processing
with different number of looks. The interferometric phase map of the multilooked analysis
with 8 looks is depicted in Fig. 5.13. From the figure it can be observed that only lower
frequencies of phase changes are visible. The higher frequencies are subsided as a result
of averaging. Lower frequencies have higher phase amplitude and the phase variation is
less and therefore, the effect of noise is not strong enough to cause deviation in their
phase. However, for higher frequencies, phase changes rapidly and averages to 0. In the
spectrogram in Fig. 5.14, the intensity of higher frequencies can be observed in 1 azimuth
line and in azimuth profile after averaging. It becomes clear the in 1 azimuth line in 5.14 (b),
the intensity of the phase is high for low frequencies but drops to very low values for higher
frequencies. Phase frequency response in azimuth profile in 5.14 (a) represents a better
visualization of the phase behavior. For further cases, only SIP in azimuth profile is shown.
From Fig. 5.12, it can be seen that on performing multilooking on the complex image
spectra, the increasing number of looks result in reduction of MFPC. At lower frequencies,
phase is closer to the real value that corresponds to the real height of the scene i.e. phase
errors are lower. But at higher frequencies, phase fluctuations are higher and phase errors
arise in random directions and averaging brings the phase close to 0, subsiding the higher
frequencies in the phase frequency response. The MFPC are marked with black circles for
the corresponding looks.
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Fig. 5.9: Modification in the image processing steps involving the test phase scene to obtain

spectrum of interferometric phase.
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Fig. 5.10: Interferometric phase influenced by the test phase scene without antenna pattern

correction performed on the complex image spectra.
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Fig. 5.11: SIP in azimuth profile without antenna pattern correction.
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Fig. 5.12: Multilook performance of SIP with the influence of phase scene without antenna
pattern correction on the spectrum.
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Fig. 5.13: Interferometric phase map for multilooking with 8 looks without antenna pattern

correction.
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Fig. 5.14: Spectrogram of the interferometric phase
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In spatial domain, the moving average using a sequential /cascaded rectangular window
is applied on the interferogram. Due to the effect of averaging, the higher rapid phase
changes are subsided as was observed in multilook performance. The interferometric phase
frequency response for different window sizes can be observed in Fig. 5.15. The MFPC
is marked with black circles for the respective window sizes. Note that, the window size
considered here is size of one rectangular window, and two such rectangular windows are
cascaded, thus, the effective window size is twice of the mentioned size. On removal of the

Interferometric phase frequency response in azimuth profile for moving average without pattern correction
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Fig. 5.15: SIP in azimuth profile for moving average with no antenna pattern correction.

phase scene from the interferogram, the interferometric phase only constitutes of phase
errors. The standard deviations for the interferometric phase obtained by multilooking
and moving average method have been used to compare the number of looks and size®
of the window that result in the similar interferometric phase standard deviation o and
corresponding MFPC has been recorded in Tab. 5.9. For reference, the standard deviation
is mentioned only for multilooking. The corresponding standard deviation for the moving
average is recorded in Tab. 5.7.

Looks (K) Window size in moving average (n) o [radians] MFPC [Hz]
Multilooking Moving average
1 1 0.965 700 700
2 2 0.642 672.8 678
4 4 0.381 433.5 415
8 8 0.229 251.7 230
16 16 0.152 143.4 135
32 32 0.104 86.8 87

Tab. 5.9: Number of looks and window size corresponding to MFPC for Case 1.

e Case 2: With pattern correction: In this case, the effect of antenna pattern has
been corrected on the spectrum. Similar to Case 1, the averaging is carried out in spectral
domain (multilooking) on the SAR image spectra and in the spatial domain the moving

3The effective window size of cascaded rectangular windows is 2n.
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average has been made with a cascaded rectangular window on the interferogram. The
interferometric phase spectrum in the azimuth profile without any averaging is depicted in
Fig. 5.16. The maximum resolvable frequency of phase change is 700 Hz according to the
phase scene. The same can be derived from the frequency response in this figure where the
maximum observable frequency is 700 Hz corresponding to the phase amplitude of 0.00525.

Phase frequency response in azimuth profile of Interferogram with pattern correction

0.008

0.006

Amplitude

0.004

0.002 1

0 200 400 600 800 1000 1200 1400
Frequency [Hz]

Fig. 5.16: SIP in azimuth profile with antenna pattern correction.

When averaging is performed in the spatial and spectral domain, the amplitude of the higher
frequencies of phase change is reduced close to 0 value. This is expected as was observed in
Case 1. As discussed earlier, the breakdown of frequencies is caused by the higher frequency
of phase changes that are affected by the noise more adversely than the phase changes at
lower frequencies. In Fig. 5.17, the maximum resolvable frequency of phase change can
be observed for 8 looks in the phase map of the interferogram for multilooking. Fig 5.18
compares the performance results for multilook method and moving average method to
observe maximum resolvable frequency of interferometric phase change for different degrees
of looking and window sizes. The standard deviations for the interferometric phase are

Looks (K) Window size in moving average (n) o [radians] MFPC [Hz|
Multilooking Moving average
1 1 1.01 700 700
2 2 0.694 674.7 683
4 4 0.42 435.4 413
8 8 0.254 254.5 228
16 16 0.168 142.4 131
32 32 0.116 88.7 85

Tab. 5.10: Number of looks and window size corresponding to maximum resolvable phase change
frequency (MFPC) for Case 2.

obtained by removing the phase scene from the interferogram and after performing averaging
by multilooking and moving average, the comparison has been made for the number of looks
and size of the window that result in the similar interferometric phase standard deviation
o and corresponding MFPC has been recorded in Tab. 5.10. For reference, the standard
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Fig. 5.17: Interferometric phase map for multilooking with 8 looks with antenna pattern
correction.

deviation is mentioned only for multilooking. The corresponding standard deviation for the
moving average is recorded in Tab. 5.8.

After obtaining these results, the curiosity arises for the performance in case of poor SNR. Let
us consider an instance where the interferometric processing has been performed in presence of
different noise levels, considering antenna pattern correction on the image spectra as shown in
Fig. 5.19. The MFPC for different levels of SNR is marked with black circles.

For different SNR levels, it was observed that MFPC does not change considerably with decreasing
SNR. For further assessment, the evaluation was extended for moving average performance with
window size=8 and different SNR levels in the interferometric SAR pair spectra. The simulation
results are depicted in Fig. 5.20. Black circles represent the MFPC for the respective SNR level.
In this case, it was observed that the MFPC decreases with the decrease in the SNR. But the
decrease is not significant enough to be compared to the noise levels. Also, the noise degrades the
phase at lower frequencies as can been seen from the figure. This should further be investigated
for varying interferometric processing parameters.
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Fig. 5.18: SIP in azimuth profile with antenna pattern correction.
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Fig. 5.19: SIP for different levels of SNR present in the SAR image pair for antenna pattern
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Fig. 5.20: SIP for different levels of SNR, present in the SAR image pair for moving average
with window size=S8.
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6 Summary

SAR Interferometry is a useful technique for the study of Earth topography, especially the
construction of a Digital Elevation Model (DEM) for which the height measurement is directly
related to the interferometric phase. The height accuracy is determined by the interferometric
phase noise, which mainly is caused by Signal to Noise Ratio (SNR). Therefore, it is highly
important to control the height accuracy by the employment of interferometric phase error
reduction methods. This work presents a detailed overview of the SAR image processing and
interferometric processing with the analysis of the influence of antenna radiation pattern on the
image spectra and the interferometric phase errors that were measured and compared with the
analytical predictions. The phase error reduction based on Multilooking involves the division of
SAR interferometric image pair spectra into multiple sub-spectra called looks that are used to
produce corresponding independent interferograms. The coherent addition of these interferograms
reduces the phase errors. It was concluded from the performance results that a higher number
of looks result in lower standard deviations of the interferometric phase. The other method
based on moving average is applied on the interferogram for pixel-by-pixel error averaging, and
it was shown that larger window sizes reduce the interferometric phase errors, but at the cost
of resolution. These are the state-of-the-art methods that are applied in SAR interferometry.
However, for interferograms, these error reduction methods were up-to-now analyzed in terms of
phase differences that correspond to height difference measurement and height error. The ability
to measure up to what maximum phase variations can be measured in a scene has not been
explicitly described up to now. Therefore, in this work, a new concept has been developed that
measures the maximum detectable frequency of phase change MFPC.

6.1 Key Observations and Discussion

Firstly, in this thesis, the influence of antenna pattern and its correction on the interferometric
SAR image pair spectra were analyzed. It is known that if antenna pattern correction is not
performed on the SAR image spectra, then weighting of the independent looks spectra is different
due to the spectral weighting. In this case, it is difficult to define for each look the Impulse
Response Function and geometric resolution. Hence, for image processing, antenna pattern
correction is crucial for well-defined resolution. However, from simulation results involving a
constant phase in the SAR interferometric image pair, it was concluded that the antenna pattern
correction leads to an increase in phase noise in the outer spectra of the SAR image. Thus,
for interferometric performance, the height measurement accuracy is degraded. Comprehensive
simulations were carried out and presented to evaluate the interferometric phase error reduction
performance of both methods i.e. multilooking in the image domain and moving average in
the spatial domain. A correspondence has been found between the number of looks and the
window size? of a cascaded rectangular sliding window used for moving average that results
in the similar phase error standard deviations as can be observed from the tables below. Tab
6.1 and 6.2, show the correspondence for the SAR image pair spectra without antenna pattern

4The effective window size of the cascaded rectangular windows is 2n.
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correction and with antenna pattern correction respectively. However, it is difficult to say if

Looks (K) Window size in moving average (n) o [radians]
Multilooking Moving average
1 1 0.965 0.965
2 2 0.642 0.642
4 4 0.381 0.389
8 8 0.229 0.231
16 16 0.152 0.156
32 32 0.104 0.111

Tab. 6.1: Number of looks and window size corresponding to similar phase standard deviations
without antenna pattern correction.

Looks (K) Window size in moving average (n) o [radians]
Multilooking Moving average
1 1 1.01 1.01
2 2 0.694 0.691
4 4 0.42 0.421
8 8 0.254 0.236
16 16 0.168 0.157
32 32 0.116 0.108

Tab. 6.2: Number of looks and window size corresponding to similar phase standard deviations
with antenna pattern correction.

this correspondence holds valid for practical cases as the performance is dependent on SNR, the
shape of antenna pattern, and PRF. Additionally, it was observed that multilooking takes longer
computation time as compared to doing moving average. Based on the correspondence, it can
be concluded that for the similar error reduction results, moving average is a better processing
method based on computational value. Furthermore, since moving average is directly applied on
the interferogram, it can be used for error reduction regardless of the antenna pattern shape
which is not a preferable solution with multilooking as the non-uniform weighting of the looks
spectra destroys the impulse response function.

Secondly, in variations of the characteristics, this work concluded with the development of a
very interesting preliminary concept of maximum phase change detection frequency. In the case
of high phase variations in the interferogram, that were simulated using a test scene involving
linearly increasing frequency of phase change, it was observed that for low noise levels i.e better
SNR, the MFPC can be predicted analytically based on the type of window being used for
averaging using 50% decay in the phase spectrum amplitude. In principle, it means that the
MFPC is influenced by geometric resolution determined by the window. Based on the simulation
results, it was concluded that error reduction methods improve interferometric performance but
on the other hand deteriorate the resolution of MEFPC in presence of rapid phase variations. This
brings the work closer to a practical approach to interferometric processing. For high noise levels,
it would be difficult to make analytical estimations and deeper investigation would be required.
To throw light upon the same, brief analysis was made for different SNR levels in SAR image
processing. In the interferometric processing, for the phase error reduction performance, it was
observed that MFPC is reduced for a lower SNR but not to a large extent.
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6.2 Future Scope

In conclusion, phase errors are the foremost important determinant of the quality of an iterfero-
gram and spectral and spatial averaging methods prove to be legitimate phase error reduction
techniques supported by measurements. In addition to it, the determinant MFPC is a promising
quality indicator that addresses the conundrum of phase variations in an interferogram. This
thesis lays a foundational ground work for the future prospect of this new entity.

6.2 Future Scope

This work presents preliminary development of the concept of MFPC. The work can be extended
for the simulations on the real data to yield analytical derivations of the maximum detectable
frequency of phase change that could be a measure for the choice of the window to be used in
averaging. A myriad of possibilities beget from the concept that can further improve the quality
of an interferogram and even better DEM could be obtained. Besides, the MFPC needs to be
assessed further for different degrees of noise in the SAR images.
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