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Abstract

We propose a coherent ambiguity suppression algorithm for short-baseline interferometric systems with modest ambigu-
ity rejection capabilities, typically suited for companion SAR missions. The algorithm leverages different looks of an
interferogram to achieve multilooking and ambiguity suppression. Applying different window functions to SAR images
allows to modulate the azimuth ambiguity to signal ratio (AASR). The interferograms with different AASRs are then
combined such that the mean square error is minimized, which provides good ambiguity suppression performance and
tolerance to common phase and amplitude calibration errors.

1 Introduction

Companion Synthetic Aperture Radar (SAR) extensions
offer the possibility to enhance existing missions with
single-pass interferometric capabilities. Companion satel-
lites are typically receive-only simplified versions of the
accompanied system, using smaller platforms and anten-
nas. This results in modest ambiguity rejection capabilities
when compared to their full-performance counterparts. An
example is ESA’s Explorer 10 candidate mission Harmony
[1], which uses along-track interferometry (ATI) [2] with
a short-baseline in the order of a few meters and requires
an interferometric phase estimation accuracy well below
1 deg.

The impact of correlated ambiguities in SAR interfero-
grams was analyzed in [3]. The removal of azimuth ambi-
guities from interferograms has been proposed by using an
iterative equalizer by Lépez-Dekker et. al. [4]. The algo-
rithm in [4] assumes a stable behavior of the interferomet-
ric signatures beyond the synthetic aperture time, which
might limit its applicability when imaging non-stationary
areas.

We propose in this paper a removal scheme at interfero-
gram level, which leverages differences in ambiguity sig-
natures from multiple interferograms to separate main and
ambiguous parts.

2  Problem Statement

Let us assume our SAR system modulates the return of the
imaged scene signal with a similar weighting as the one
shown in Fig. 1. The figure shows in blue the weighting of
the signal of interest and in red and green the weighting of
the ambiguous returns. By applying the windows shown in
Fig. 2 to the focused images, those variations will modu-
late the ratios between ambiguous and main signal power
within the image as listed in Tab. 1.

It is possible to spread the azimuth ambiguity to signal
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Figure 1 Exemplary spectral signal and alias magnitude
of a SAR system
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Figure 2 Exemplary window functions

ratio (AASR) for the first ambiguity within a range of
13.5 dB and the second ambiguity by 12.4 dB. We will
use the different signatures of ambiguities in each interfer-
ogram to estimate and suppress the ambiguous power.

The algorithm is implemented by means of a linear filter;
unlike [4], it does not require interferometric data from the
positions of ambiguities and is therefore more robust with
respect to the temporal stability of the observed surface.
When assessing the performance with static scenes the
suggested approach shows a lower sensitivity to amplitude



Window AASR in dB for ambiguity

function -2 -1 +1 +2

Flat -24.55 -15.71 -15.68 -24.6
Hann -30.59 -22.21 -22.19 -30.52
shifted Hann  -21.55 -12.59 -12.57 -21.62
Rect. 1/3 -239 -16.27 -1246 -22.24
Rect. 2/3 -3397 -2598 -2597 -33.69
Rect. 3/3 -22.04  -12.51 -16.3  -23.75

Table 1 AASR for first two ambiguities using different
window functions.
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Figure 3 Block diagram of data processing for ambiguity
suppression using several window functions.

and phase errors compared to the [IR equalizer in [4], at the
expense of a small degradation in the ambiguity suppres-
sion performance. This includes the absolute knowledge
of interferometric along-track baseline, hence the phase of
the interferometric complex ambiguity to signal ratio [5].

3 Interferometric data model

The present subsection describes the signal model for the
derivation of the algorithm. Firstly, two SAR channels
with a mutual along-track baseline are focused and the sec-
ond channel co-registered to the first channel as shown
in Fig. 3. The azimuth spectra of the two images are
separately weighted with B different window functions
W®)(k), where k is the azimuth wavenumber. This pro-
duces an interferometric pair associated to each window
function, i.e.,
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where n; and n, denote additive noise, i indexes the differ-
ent signal parts (with ¢ = 0 being the main signal and i # 0
being the ambiguities), Fi(b) [n] denotes the complex reflec-
tivity of the scene, ¢; is the interferometric phase, Bﬁb) and
Béb) are real-valued scaling factors and agbz and o:gbz)
complex-valued factors such that |a{”)[? and |al”)|* are
ambiguity to signal ratios of the i-th ambiguity for win-
dow b in images 1 and 2, respectively; note aﬁb} : ag?_g*,
where * denotes complex conjugate, represents the com-

are

plex ambiguity to signal ratio in the interferogram
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The scene signal is modeled as a zero-mean complex Gaus-
sian process, 1.e.,
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the first condition applies in general because of different
spectral support and ambiguities being uncorrelated; the
second condition only holds if the windows do not share
any common spectral support; the last condition is true for
homogeneous areas. The same will later be applied to the
range impulse response function. The two additive noise
components are also zero mean proper complex Gaussian
distributed with variances Pébl) and PIS;) and identical as-
sumptions on cross-correlation. Some assumptions will not
hold for real interferograms, i.e. if the spectral support
overlaps, but simplifies the algorithm formulation dramat-
ically.

The algorithm combines pixels from B different interfer-
ograms. In general, the interferograms may have different
azimuth resolutions A, due to the windowing. For the sake
of simplicity, we conduct an equalization of the azimuth
resolution by applying a boxcar pre-averaging of Q") pix-
els per range line. Then, /N pixels in range direction are
stacked into an interferogram data vector
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Finally, all B interferogram data vectors are stacked to
form the total interferogram vector

i(l)[n]
i[n] = . (6)
iB)[n]
The expected interferometric data
E[i|c%¢] = As, W)
consists of the ambiguity matrix A, which contains the

modulated complex signal to ambiguity ratios, and the in-
terferometric signal parameters
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where only oJel?° is of interest. The other parameters con-
tain information about the interferometric parameters of all
ambiguities.



4  Linear Minimum Mean Square
Error Estimator

4.1 Deriving a linear estimator

The interferograms are combined in terms of a Linear Min-
imum Mean Square Error (LMMSE) estimator

s=Ti+m, (9)

which minimizes the Mean Square Error (MSE) [6]

T,m = arg minE [15 _Ti- mﬂ (10)
T.m
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where all variations of the interferogram data about its ex-
pected value due to thermal noise and speckle [7] are com-
bined into a noise vector

v=i-—As. (12)

The estimator is found to be
T = Cos A" (AC,sA™ + C) ™ (13)
m=E[s]-TAE|s], (14)

where the Cgs and C,, are the covariance matrices for s
and v, respectively. When computing Cy,, neglecting the
cross-correlations of speckle and thermal noise between
interferograms is true for interferograms which share no
common azimuth bandwidth only, but definitely wrong for
interferograms with common bandwidth. For large val-
ues of Q®), the covariance matrix for the interferometric
signatures will dominate the total noise covariance matrix,
which reduces the impact of the cross-correlations of the
interferograms in the estimation.

4.2 Deriving the complex azimuth ambigu-
ity to signal ratios

Rather than deriving the usual power ratios of |a§bz |2 and
|agb3|2 well known in the literature, [8], [9], we present

the computation of the ratios of the complex-valued sig-
nals. For a wide-sense stationary scene or approximately
also for slowly changing scene, one can derive the value of

(b) ()"
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where kpgrp is the pulse repetition frequency, kpc the
Doppler centroid and kpw the processed bandwidth, for
consistency all scaled into wavenumbers; Hi(k) and
H5(k) denote the azimuth spectra of the SAR data, and
Fn1(k) and Fi2(k) are phase-only focusing kernels.

Wind speed  Exp. RCS Shape Scale
in m/s E [JD} indB  parameter £ parameter 0
3.78 -5.9 3.46 0.0743
10.53 -11.8 2.58 0.0256
15.23 -19.7 2.61 0.0041

Table 2 Shape and scale parameter of Gamma distributed
ground reflectivity for different wind conditions.

5 Experimental results

5.1 Parameter distributions for Monte
Carlo runs

The ground reflectivity parameters are assumed to be inde-
pendently Gamma distributed [10]

O'G:a(im,...,ag.,...,agcwI’(k‘,H)

(16)

according to the scene reflectivity condition, which have
been derived from Sentinel-1 data in wave mode for differ-
ent wind conditions, as shown in Tab. 2.

We further assume the interferometric phases are indepen-
dent and uniformly distributed within a maximum variation
of the Doppler velocity of +90 cm/s.
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where s; denotes the interferometric sensitivity [2] of the
ATI-SAR system.
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5.2 Simulation model

In order to prove the ability of the suggested algorithm
to achieve a reasonable ambiguity suppression, a one-
dimensional model is used. It considers the azimuth im-
pulse response function and the effect of co-registration on
coherent ambiguities [5]. Furthermore, cross-correlations,
which will occur in real interferograms but have been ne-
glected in the model formulation in (4), are present in the
simulated data. Multiple range lines are simulated by using
several independent realizations of the one-dimensional az-
imuth model.

The offset of the phase error curve in a double logarithmic
plot is determined by the coherence, which may be found
according to [3]. The curve shows a linear slope over the
number of samples as expected from [11]

i = 1= h’JQ (18)
© o VeNpl
where N is the number of averaged samples. Low

backscatter typically requires high averaging to mitigate
thermal noise as shown in Fig. 4 (a) to (c). With a suffi-
ciently large number of averaging pixels, the uncorrected
interferometric phase shows biases due to ambiguities,
which do not decrease with more averaging. The imple-
mented LMMSE algorithm achieves similar suppression
performance compared to the IIR equalizer in [4]. For an
increasing number of averaging pixels, the phase error per-
centiles of the data corrected with our LMMSE algorithm
appear slightly higher, a consequence of the use of the win-
dows to spread the ambiguity to signal ratios.
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Figure 5 Percentiles of phase error caused by 3 left and
3 right ambiguities over along-track baseline error for an
expected RCS of -5.9 dB, oy, = —20dB and averaging
15000 pixels, before and after applying suppression algo-
rithms, DPCA condition is fulfilled in 0 % error case and
28 window functions are applied.
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Figure 4 Percentiles of phase error caused by 3 left and 3
right ambiguities, for scenes with different expected RCS
and ol = —20dB before and after applying suppression
algorithms, DPCA condition is fulfilled and 28 window
functions are applied.

5.3 Sensitivity analysis

To study the sensitivity of azimuth ambiguity suppression
algorithms to the phase knowledge of the complex ambi-
guity to signal ratio, we introduce an along-track baseline
error in our model between + 8 %, which induces a vari-
ation of phase of the complex ambiguity to signal ratio of
=+ 28.62 deg. Fig. 5 shows the variation of the performance
of the algorithms as a function of the relative baseline error.
It can be seen that the performance of the IIR equalizer de-
grades beyond 1 %, whereas that of the LMMSE approach
stays constant. The reason for this independence with the
baseline error is due to the fact that the error is common to
all interferograms formed by different window functions,
i.e., the phase error due to the baseline knowledge is ab-
sorbed in the estimation of ambiguous signals. The effect
of antenna phase pattern variations on algorithm sensitivity
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Figure 6 Percentiles of phase error caused by 3 left and
3 right ambiguities over antenna length error for an ex-
pected RCS of -5.9 dB, 0%z = —20dB and averaging
15000 pixels, before and after applying suppression algo-
rithms, DPCA condition is fulfilled in 0 % error case and
28 window functions are applied.

are subject to further investigations.

By varying the antenna length of our model we investigate
the algorithm sensitivity to the variation of the magnitude
of the AASR. When sweeping the antenna length within
+8 %, one observes a variation of the first ambiguity to
signal ratio (with ¢ = +1) for a flat window function from
1.65 dB to -0.81 dB. The effect of the error caused by a
broadening/shrinking of the pattern due to the imperfect
knowledge of antenna length on the performance of the
ambiguity suppression is shown in Fig. 6. In case of the
LMMSE algorithm, one finds a comparable sensitivity of
ambiguity suppression within +8 %, where the variation of
the first ambiguity to signal ratio is confined within -5.74 to
8.87 dB. The LMMSE algorithm depends on a larger set of
different ambiguity to signal ratios, which all have differ-
ent sensitivity to antenna length variation. The dependence
is more complex and determined by the sensitivity of each
ratio with respect to the antenna length knowledge. Never-
theless, we find similar behavior for both algorithms.



6 Conclusion

We presented a multi-interferogram LMMSE algorithm
that removes ambiguities by weighting different looks of
an interferometric scene. By forming several interfero-
grams from images with different window functions during
image processing, the AASR aparent for the interferogram
is varied. These variations, together with the knowledge on
the antenna patterns, are used to estimate the contributions
of ambiguities to the interferograms. The scheme is espe-
cially suited to short-baseline interferometric systems with
modest ambiguity rejection capabilities. We have shown
in this paper that the suggested algorithm does not impose
longer temporal stability on the signatures of the ambigu-
ities and is capable of coping with common phase error
sources.
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