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 
Abstract—Scan-on-receive (SCORE) is a key digital 

beamforming (DBF) technique for future high-resolution wide-
swath spaceborne synthetic aperture radar (SAR) systems. 
Compared to a conventional approach, it allows to improve the 
signal-to-noise ratio and the range ambiguity suppression. 
Nevertheless, it also exposes the system to new errors, associated 
with terrain height variations and pulse duration. This work 
investigates the mutual effect of these error sources on the 
SCORE SAR image. A novel, closed, mathematical expression is 
derived, respectively, for the impulse response function of the 
image formation process and for the radiometric loss affecting 
the image pixels. This makes it possible to predict and quantify 
the effect of terrain height variations and pulse duration as a 
function of system, processing, and geometric parameters. The 
numerical results, based on the end-to-end simulation of the SAR 
image formation process in different operational scenarios, 
highlight the relevance of this effect and of the derived analytical 
description, especially in view of the demanding radiometric 
quality requirements imposed on future SAR images. 
 

Index Terms— Elevation digital beamforming (DBF), high-
resolution wide-swath (HRWS), multichannel synthetic aperture 
radar (SAR), scan-on-receive (SCORE). 

I. INTRODUCTION 

CAN-on-receive (SCORE) [1], [2] is one of the most 
important digital beamforming (DBF) techniques for 

forthcoming high-resolution wide-swath (HRWS) spaceborne 
synthetic aperture radar (SAR) systems [3]-[6]. It plays a key 
role in the implementation of advanced space-based SAR 
missions and projects, such as the U.S.-Indian NISAR and 
Japanese ALOS-4 missions, both scheduled for launch in 
2022-2023, the European Copernicus missions ROSE-L and 
Sentinel-1 Next Generation, and the highly innovative German 
mission proposal Tandem-L [7]-[11].  

According to SCORE, a wide swath is illuminated by using 
a broad transmit (Tx) beam, whereas, on receive (Rx), 
multiple digital channels are combined onboard in order to 
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realize a sharp and high gain elevation beam, that scans the 
illuminated swath from near to far range, following the pulse 
echo as it travels along the ground range direction [1], [2]. 
Compared to a conventional technique, SCORE allows to 
achieve a higher signal-to-noise ratio and a more efficient 
suppression of range ambiguities [1], [2]. Nevertheless, a full 
exploitation of the advantages offered by SCORE-based 
systems relies on the possibility to properly steer the Rx beam 
towards the instantaneous direction of arrival (DoA) of the Rx 
signal. 

In the basic SCORE formulation, the Rx beam is steered in 
real time towards the expected DoA by a simple DBF [1], [2]. 
This is obtained by summing up the multichannel digital 
signals, previously multiplied by a range time variant phase. 
The expected DoA is assumed to be independent of the 
azimuth time, and to correspond one-to-one with the range 
time. Specifically, it is computed based on the center of the 
travelling pulse, a pure spherical Earth model (with no terrain 
height), and the zero-Doppler geometry. This SCORE solution 
neglects the pulse duration, the elevation of the backscattering 
surface, and terrain height variations in the azimuth direction. 
Accordingly, it works under model mismatch in a real 
acquisition scenario [12]-[14]. In particular, as illustrated in 
Fig. 1, due to the pulse duration, the actual instantaneous DoA 
is given by an angular sector, rather than the expected value 
[12]. Moreover, the terrain height introduces an offset between 
actual and expected DoA [13].  

The effect of unmodelled terrain height and pulse duration 
on this basic SCORE technique has been investigated in the 
literature, both in view of the angular mismatch between 
actual and expected DoA and the related loss on the Rx power 
[12]-[14]. However, these effects have been evaluated mainly 
separately, or without considering the interaction between 
SCORE DBF and the SAR image processing. As a 
 

 
Fig. 1. Zero-Doppler geometry: mismatch between actual and expected 

DoA, due to unmodelled terrain height (left) and pulse duration (right). 
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consequence, a prediction of the SCORE SAR image quality 
degradation, occurring in a real acquisition scenario, is still not 
possible. This is a relevant drawback, especially considering 
the demanding requirements on the radiometric quality of 
future SAR images (accuracy and stability are expected to be 
below 0.5 dB).  

The mentioned basic SCORE technique offers the 
advantage of a relatively simple and cost-effective 
implementation. It is conceived for “short pulses” [1], [2], and 
considered for the realization of systems using pulses with an 
extension lower than the SCORE beam width [12]. For longer 
pulses (or sharper beams), already in [1], [2] it was suggested 
to realize a frequency-dispersive SCORE beam, in order to 
account for the dependence of the DoA on the pulse 
components. Different implementations are reported in the 
literature [1], [2], [15]-[17]. Nevertheless, their successful 
application in presence of topographic variations has not been 
addressed yet with sufficient care. In [1], [2], [15], the 
dispersion is obtained by including in the basic DBF a line of 
time delays, which implement a phase shift varying linearly 
over frequency. This solution relies, however, on a pure 
spherical Earth model and, more specifically, on the 
assumption of a linear relationship between DoA and range 
time. Consequently, it may fail in a real acquisition scenario. 
Especially, fast topographic variations may be critical. More 
sophisticated solutions are based on the decomposition of the 
Rx signal into frequency subbands, and the application of 
specific DBF coefficients to each component [16], [17]. 
Anyway, in this case too, the compensation of the pulse 
extension in presence of fast topographic variations may be 
problematic, due to the constraints imposed by a realistic 
implementation complexity.   

This work investigates the mutual effect of unmodelled 
terrain height and pulse duration on the SCORE SAR image. 
The basic SCORE formulation is considered, as a first relevant 
case of interest. The focus is on the image radiometric quality, 
with the aim to provide a better understanding of the 
achievable SAR imaging performance in a real acquisition 
scenario. Additionally, the impulse response function (IRF) of 
the image formation process is examined, in order to obtain a 
more general understanding of the problem. The impact of 
terrain height and pulse duration is studied from an analytical 
and numerical perspective; its dependence on acquisition 
geometry, instrument, and SAR processing parameters is 
considered too. The investigation is supported by simulations, 
based on point and distributed target scenarios. Real SAR 
images, acquired by the TanDEM-X mission [18], are also 
used to generate the SCORE SAR image. Initial results, 
already published in a short conference paper [19] and a 
master thesis [20], are here extended, further justified and 
discussed. 

The paper is structured as follows. Section II describes the 
data model and presents the problem to solve. Sections III-VI 
investigate the effect of terrain height variations and pulse 
duration from an analytical perspective: the transfer function 
of the SCORE SAR image formation process is derived in 
Section III; the SCORE IRF is analyzed in Section IV; a 
closed expression of the SAR image radiometric degradation 
is derived in Section V; Section VI extends the previous 
results by considering the effect of a SAR Rx window. The 

numerical analysis, based on the end-to-end simulation of the 
SAR image formation process in different acquisition 
scenarios, is reported in Section VII, followed by the 
concluding remarks in Section VIII. Appendices A and B 
provide mathematical details on the obtained results. 

II. DATA MODEL AND PROBLEM STATEMENT 

Let us consider a DBF SAR system with SCORE capability. 
The architecture is based on a planar array antenna with K  
digital Rx elevation channels, uniformly distributed along the 
antenna height, anth . Without loss of generality, the array 

element spacing, antd h K , is assumed small enough to 

allow approximating the antenna elevation Rx pattern by the 
array factor (AF) [21]: 
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where   denotes the elevation angle measured w.r.t. nadir in 
the zero-Doppler plane, i.e., the look angle; tilt  the antenna 

tilt angle, set such that the boresight direction intersects the 
imaged swath; tilt    ;   the radar wavelength1; j  the 

imaginary unit. Let us assume, for the sake of simplicity, that 
the data are acquired in stripmap mode (coupled with 
SCORE), and neglect the effect of the range cell migration 
(RCM)2 [14], [22].  

Based on the previous assumptions, SCORE behavior can 
be investigated by considering only the zero-Doppler 
geometry (Fig. 1) and the one-dimensional SAR processing in 
range [13].  In particular, the relevant SAR image formation 
process is represented by the block diagram in Fig. 2, with 
reference to the discretized baseband signals. As shown in the 
figure, a generic range line of the simulated SCORE SAR 
image is obtained from the reflectivity function and the actual 
terrain height of the corresponding surface stripe.  

More in detail, the imaged surface stripe is modelled as a 
discrete sequence of scatterers, positioned along the range 
direction, and spaced by the range sampling interval, assumed 
to be (approximately) equal to the range resolution cell size. 
The backscattered signal is then described by the ground 
reflectivity function, ( )g t , being t  the discretized range time 

(two-way time delay). For instance, the reflectivity is a Dirac 
delta for a point target, such as a corner reflector; for a 
distributed uniform target, such as a homogeneous forest, it is 

 
1 The radar wavelength is assumed to be constant, and given by the value 

associated with the carrier frequency. A more accurate model could include 
the antenna pattern dependence on the operational frequency [14]. 
Nevertheless, the analysis of this effect goes beyond the aims of the present 
work. 

2 It is worth to remark that, in first approximation, the reported analysis 
applies in presence of RCM too, even if the effect of the RCM on the SCORE 
DBF and SAR image formation process is assumed to be negligible. In fact, 
for typical HRWS spaceborne SAR system parameter values, the samples 
received from a point target, in each range sweep during the azimuth 
integration time, are weighted approximately by the same SCORE pattern 
values [14], [22]. Accordingly, the RCM effect on the SAR image formation 
process can be compensated in a conventional way.  



>IEEE TGRS 2022< 
 

 

3

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TGRS.2022.3148907, IEEE 
Transactions on Geoscience and Remote Sensing 

0196-2892 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. 

a stationary white complex Gaussian (WCG) random process3, 
with zero mean and mean power, given by the “radar cross 
section” of the resolution cell [21], [23].  

According to the actual topographic profile in the vertical, 
zero-Doppler plane (Fig. 1), each reflectivity sample is 
associated with an actual DoA4, ( )act t , and a set of 

interferometric phases at the antenna Rx channels, 

 2 0.5 0.5 sin ( )
( )

act
k

d k K t
t

 




     ,  1, ,k K  ,  (2) 

where ( )k t  is measured w.r.t. the center of the array of 

elevation channels; act act tilt    ; t  is the range time of 

the considered reflectivity sample.  
The useful signal, received by each channel, can then be 

described as the convolution of the transmitted chirp pulse, 
( )c t , with the reflectivity, previously multiplied by the 

corresponding interferometric phase: 
( )( ) ( ) ( )kj t

kr t g t e c t   
,   1, ,k K  ,   (3) 

where   denotes the convolution operator, and ( )( ) kj tg t e   

the reflectivity “seen” by each channel. 
SCORE DBF is applied to this set of K  raw data, by 

including a range time dependent phase excitation, 
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and adding up the K signals: 
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where exp exp( ) ( ) tiltt t     denotes the expected DoA, 

assumed to correspond one-to-one with the range time. 
As a result, the antenna Rx beam is steered in real time 

towards the expected DoA. In particular, from (1), the SCORE 
pattern is given by 

     exp exp( ), sinc sin sin ( )anth
AF t K t   


      

. (6) 

It is worth to remark that the SCORE steering law, exp ( )t , 

does not depend on the azimuth time, i.e., the same steering is 
applied in each range sweep during the whole SAR acquisition 
[1], [2]. In contrast to this, the relationship between actual 
DoA and range time, ( )act t , changes in general from sweep 

to sweep, due to the terrain height variations. 
Finally, the range compression is applied by the matched 

filter, to obtain a range line of the simulated SCORE SAR 
image: 

( ) ( ) *( )q t s t c t   .        (7) 

As a comparison, Fig. 3 shows the relevant SAR image 
formation process for a conventional (single Rx channel) 
 

3 The reflectivity samples can be assumed: (i) independent, since originated 
by different areas; (ii) CG, due to the Central Limit theorem; (iii) identical 
distributed, since the backscattering scene is homogeneous [21]. More in 
general, for a heterogeneous natural scene, the point (i) and (ii) generally still 
apply; for an anthropogenic surface, they may not hold [21]. 

4 For sake of simplicity, in the present analysis, layover and shadow are not 
considered, i.e., a one-to-one relationship between reflectivity sample, range 
time, and actual DoA is assumed. 

system. Here the SAR processing reduces to the range 
compression of the signal received by a single channel [23]:  

( ) ( ) *( )cq t r t c t   .        (8) 

Let us now discuss more in detail the SCORE steering law 
[1], [2]. The SCORE steering direction, exp ( )t , is assumed to 

have a one-to-one correspondence with the range time, and to 
be independent of the azimuth time. It is computed with 
reference to the zero-Doppler geometry, based on the position 
of the center of the backscattering pulse and a simple 
reference topographic profile. For instance, the reference 
topographic profile generally used to describe SCORE and 
predict the system imaging performance is that of a spherical 
Earth with no terrain elevation. 

This basic SCORE formulation has the advantage of a 
relatively simple implementation, and is considered for SAR 
systems transmitting pulses with an extension smaller than the 
half power beam width (HPBW) of the SCORE pattern. 
However, pulse duration and unmodelled terrain height 
generate a mismatch between actual and expected DoA. In 
particular, the pulse duration, T , is associated with a twofold 
error: for a distributed target, the actual DoA is an angular 
sector (Fig. 1, right) [1], [2], [12]; for a point target, the actual 
DoA is constant vs. range time for the whole pulse duration 
[14]. As regards the unmodelled terrain height, h , it 
introduces an offset between the actual DoA of the center of 
the pulse and the expected one (Fig. 1, left) [13]. Note that this 
topographic error may occur independently of the reference 
topographic profile used to compute the expected DoA. In 
fact, since the SCORE steering does not depend on the 
azimuth time, errors associated with terrain height variations 
in the azimuth directions may be unavoidable.  

The two steering errors are plotted in Figs. 4 and 5, as a 
function of the acquisition geometry [14]. As shown in the 
figures, the errors are larger in near range, and for lower orbit 
heights: around 20 deg incidence angle, for an orbit height of 
500 km, the errors due to topography and pulse duration could 
 

 
Fig. 2. SCORE-based SAR system (K digital Rx channels): block diagram of 
the relevant SAR image formation process, from the ground reflectivity of the 
imaged scene to (a range line of) the final SAR image. The first two blocks 
represent the raw data acquisition; the next two (in red) SCORE DBF; the last 
one the range compression by a matched filter. All signals are in baseband and 
discretized. 
 

 
Fig. 3. Conventional SAR system: block diagram of the relevant SAR image 
formation process. The first block represents the raw data acquisition; the last 
one the range compression. All signals are in baseband and discretized. 
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reach values around 0.6 deg and 1.2 deg, respectively. 
The mutual effect of pulse duration and topography on the 

Rx power is described in the literature by the so-called pulse 
extension loss (PEL) [12]: 

2
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where   denotes the elevation angle; exp( , )sR    the value in 

  of the normalized SCORE pattern, steered towards exp ; 

act  the pulse extension (i.e., the width of the angular sector 

associated with the footprint on ground of the pulse), 
computed according to the actual terrain height, h . However, 
the PEL cannot be used to predict the radiometric loss on the 
SAR image. In fact, it quantifies in general only the power 
loss on the SAR raw data, under the assumption of a 
homogeneous backscattering surface. 

The problem of interest is to clarify the mutual effect of 
pulse duration and unexpected terrain height on the SAR 
imaging performance of SCORE-based systems. With this 
aim, the IRF of the image formation process is derived and 
analyzed. Moreover, in order to quantify the radiometric 
degradation at image level, the following figure of merit, 
denoted as SCORE loss (SL) for a distributed target, is defined 
and studied: 
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where 0( )P t  is the mean power of a pixel in the SAR image, 

obtained by SCORE; 0( )cP t  the mean power of the same 

pixel, obtained by conventionally processing a single channel; 

0t  the pixel position, in range time;  E   the expectation 

operator. 

III. EQUIVALENT LINEAR TIME-VARYING FILTER 

Let us consider the SAR image formation process of a 
SCORE-based system in Fig. 2 for a point target. The input 
ground reflectivity function is given by  

0( ) ( )g t t t   ,          (11) 

where 0t  denotes the range time of the target;   a complex 

amplitude, assumed equal to one in the following without loss 
of generality.  

The discretized baseband Rx signal at the k -th digital 
elevation channel (neglecting a complex scaling factor) can be 
written as [15] 

 0 0( ) ( ) exp ( )k kr t c t t j t  ,     (12) 

where 0( )k t  denotes the interferometric phase in (2), 

associated with the actual DoA, 0( )act t , of the target; and 

 2( ) rect exp r
t

c t j K t
T

   
 

     (13) 

the Tx chirp; being T  the chirp duration, and rK  the chirp 

rate. The range sampling frequency, fS , is approximately 

 

Fig. 4. Zero-Doppler geometry: SCORE steering variation during a time 
interval equal to the pulse duration vs. incidence angle, for different values of 
orbit heights, Horb, and pulse duration, T. The SCORE steering law is assumed 
to be based on a spherical Earth model, with no terrain height. The maximum 
steering error due to the pulse duration is about half the steering variation.  

 

Fig. 5. Zero-Doppler geometry: steering error due to unmodelled terrain 
elevation, h, vs. incidence angle, for different Horb. The SCORE steering law 
is assumed to be based on a spherical Earth model, with no terrain height. 

 
equal to the chirp bandwidth, c rB K T . Note that 0( )k t  is 

constant w.r.t. range time, t . 
SCORE DBF is applied to the set of K  received signals5: 

 
1

( ) ( ) exp ( )
K

k k
k

s t r t j t


          

  0 exp 0( ) ( ), ( )actc t t AF t t   ,     (14) 

where the last equivalence is obtained from (1) and (6). 
Equation (14) shows that SCORE DBF behaves like a 

window, weighting the samples received from a point target in 

0t  by the values of the SCORE pattern: 

 0 exp 0 0( , ) ( ), ( ) ,  / 2AF actw t t AF t t t t T    ,   (15) 

 
5 A first attempt to describe the Rx signal modulation was given in [12], by 

considering the signal instantaneously received from a distributed target. This 
should anyway not be confused with the modulation of the signal received 
from a point target in (14), which is necessary to characterize the IRF of the 
SAR image formation process. 
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where  exp 0( ), ( )actAF t t   denotes the array factor, i.e., the 

SCORE Rx pattern, steered towards exp ( )t  and computed in 

0( )act t . In fact, each sample received from the target with 

DoA, 0( )act t ,  during the pulse duration, is weighted by a 

different SCORE pattern value, according to the SCORE 
steering law, exp ( )t .  

It is useful to remark that, for the considered planar array, 

   1 2 2 1, ,AF AF     and the window in (15) can be 

equivalently expressed by the SCORE pattern steered towards 

0( )act t  and computed in exp ( )t :  

 0 0 exp 0( , ) ( ), ( ) ,  / 2AF actw t t AF t t t t T    .   (16) 

This expression of AFw  allows a direct visualization of the 

SCORE pattern sector weighting the received samples. 
Finally, the convolution with the matched filter returns the 

IRF, 0( , )sh t t . Accordingly, the overall transfer function of the 

image formation process is 

 0 0 0( , ) ( , ) ( ) ( , ) *( )s s AFH f t FT h t t C f W f t C f  , (17) 

where ( )C f  denotes the discrete-time Fourier transform (FT) 

of ( )c t ; ( ) *  the complex conjugate operator; and 

0 0 /
( , ) ( , )

r
AF AF t f K

W f t w t t  ,   (18) 

is the expression in the frequency domain of the window 

AFw , obtained by means of the one-to-one correspondence 

between frequency and time for the linear FM chirp pulse.  
As shown by (17), 0( , )sH f t  is composed of three factors: 

the first and last one describe the conventional process 
(convolution of the ground reflectivity with the Tx chirp, and 
range compression by matched filter); the middle one SCORE 
DBF. The related block diagram is displayed in Fig. 6. 

Equation (17) provides a novel representation of the 
SCORE image formation process as a linear time-varying 
(LTV) filter, equivalent to that in Fig. 2 as regards input and 
output. 

Concerning the effect of unmodelled terrain height 
variations and pulse duration, the previous derivation shows 
that they do not affect the image formation process, if two 
conditions are simultaneously satisfied:  
(i)  exp 0 0( ) ( )actt t  ; 

(ii) exp 0( ) ( )actt t HPBW   ,    for 0 / 2t t T  , 

where HPBW  denotes the half power beam width of SCORE 
Rx pattern, approximately equal to 0.89 anth  for the 

considered planar system [21]. The first condition means that 
the assumed reference topographic profile reflects the actual 
one; the second that the pulse duration is negligible. In this 
ideal case, all the samples received from the point target are 
weighted by a constant AF equal to K , and SCORE DBF just 
amplifies the conventional SAR signal by a factor K , i.e., 

2
( ) ( )sH f K C f .       (19) 

 
 
 

 
Fig. 6. SCORE-based SAR system: block diagram of the equivalent SAR 
image formation process, for a target at 0t . 

 
In a more realistic case, where a mismatch between expected 
and actual DoA is present, the received samples are weighted 

by  exp 0( ), ( )actAF t t  , with  exp 0( ), ( )actAF t t K   . 

Note that, for a very short pulse, all the Rx samples are 

weighted (approximately) by  exp 0 0( ), ( )actAF t t  , i.e., 

  2
exp 0 0( ) ( ), ( ) ( )s actH f AF t t C f  ,    (20) 

and 0 exp 0( ) ( )act t t   is the topographic steering error (Fig. 

5). 

IV. IMPULSE RESPONSE FUNCTION ANALYSIS 

Equations (17) and (19) show that in SCORE-based SAR 
systems, unmodelled terrain height variations and pulse 
duration affect the image formation process. In order to 
describe their effect on the IRF, it is worth to note that 

0( , )AFW f t  is a real function without a specific symmetry, 

whereas 
2

( )C f  is symmetric with respect to the central 

frequency of the pulse, 0 0rf K t . Accordingly, the IRF is not 

real and symmetric w.r.t. 0t , as in the ideal (and conventional) 

case, but complex with symmetric amplitude and 
antisymmetric phase.  

Concerning the radiometric properties, since 

0( , )AFW f t K , the IRF peak power and energy values 

reduce compared to the ideal ones. In particular, from (14), the 
value of the IRF at the target location is 

 2
0 0 exp 0( ) ( ) ( ), ( )actt

q t c t t AF t t     

   
0 0

0 0

/2 /2
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/2 /2
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t T t T

act AF
t t T t t T

AF t t w t t 
 

   

   . (21) 

In the ideal case 0( ) sq t K N , being s fN T S  the number 

of integrated pulses. Then, the SCORE loss on the IRF peak 
power is given by 

 
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2
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0 2 2
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p
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
, (22) 

where /nAF AF K  denotes the normalized AF. 

As regards the energy of the IRF, the loss is given by 
22

00
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 
0

0

/2 2

exp 0
/2

( ), ( )
t T

n act
t t T

s

AF t t

N

 


 


,      (23) 

where the equivalences descend from the Parseval’s theorem, 

the fact that ( )C f  is (approximately) constant over the chirp 

bandwidth and ( ) 1c t   [24], [25].  

The pattern values in (22) and (23) are the same as in the 
SCORE pattern window, 0( , )AFw t t , in (15). Indeed, 

according to (23), the IRF energy loss is given by the ratio 
between the energy of a chirp weighted by the SCORE pattern 
window and that of a chirp weighted by a rectangular window 
with magnitude K.  

It is worth to note that for a very short pulse, the loss 
depends only on the topographic error and is given by 

  2

0 0 exp 0 0( ) ( ) ( ), ( )p e n actSL t SL t AF t t   .  (24) 

As regards the phase of the IRF, as mentioned, it is in 
general antisymmetric w.r.t. 0t , and depends mutually on 

0( )act t  and exp ( )t  trough the SCORE pattern shape. 

However, it can be easily derived from Section III that the 
interferometric phase obtained from IRFs of SCORE-based 
systems is equal to the conventional one, as long as the 
SCORE pattern and the actual DoA, 0( )act t , are the same for 

the combined SCORE SAR images.  

V. SAR IMAGE RADIOMETRIC DEGRADATION 

In case of a distributed target, the radiometric degradation at 
SAR image level is quantified by the SCORE loss in (10), as 
the pixel mean intensity reduction w.r.t. the ideal case. In 
particular, under the assumption that the reflectivity samples 
can be modelled as independent, random, variables with zero 
mean, it is given by (see Appendix A) 

 
0

0

/2 2

exp 0
/2

0 0

( ), ( )

( ) ( )

t T

n act
t t T

d e
s

AF t t

SL t SL t
N

 


  


,  (25) 

where 0t  here is the range time of the considered pixel, and 

0( )act t  the actual DoA of the corresponding imaged area 

(resolution cell). 
Equation (25) is generally valid for natural imaged surfaces. 

If the samples of the ground reflectivity are not independent, 
but the reflectivity is stationary with zero mean, the SL can be 
obtained from (17)-(19) [24]: 

2
0

0 42

( ) ( , )
( )

( ) ( )

g s
d

g

S f H f t df
SL t

K S f C f df
 


       

2
0

2

( ) ( , )

( )
c

c

g AFB

gB

S f W f t df

K S f df




,    (26) 

where ( )gS f  denotes the power spectral density (PSD) of the 

ground reflectivity; cB  the chirp bandwidth.  

The derived expression of the SL quantifies the radiometric 
degradation at SAR image level, as a function of the actual 
topography, the pulse duration, the acquisition geometry, the 
SCORE pattern shape and steering velocity.  

Note that dSL  differs from the loss on the raw data signal, 

i.e., the PEL in (9). To clarify this statement, let us consider 
the PEL for a homogeneous imaged scene (Appendix B):  

 
0

0

/2 2

exp 0
/2

0

( ), ( )

( )

t T

n act
t t T

s

AF t t

PEL t
N

 


 


.  (27) 

Here, the SCORE pattern is steered towards the expected 
direction of arrival at the instant 0t , exp 0( )t , and computed 

over the footprint on ground of the pulse, i.e., ( )act t  for 

0 / 2t t T   [12]. In contrast to this, for the dSL  in (25), the 

pattern is computed only in 0( )act t  according to the steering 

variation within the pulse duration. Moreover, for the 
considered planar array,    1 2 2 1, ,AF AF     and (27) 

can be equivalently written as 

 
0

0

/2 2

exp 0
/2

0

( ), ( )

( )

t T

n act
t t T

s

AF t t

PEL t
N

 


 


.  (28) 

Accordingly, 0 0( ) ( )dPEL t SL t  only if exp ( ) ( )actt t  . 

However, since exp ( )t  is constant vs. azimuth time, the 

previous condition could be eventually satisfied for a specific 
range line, but not for the whole SAR image, unless the 
imaged scene has no topographic variations in the azimuth 
direction. Indeed, as shown by the numerical analysis in 
Section VII.C, the two losses could be significantly different, 
depending on the system and acquisition parameters.  

VI. SCORE LOSS AND SAR RX WINDOW 

In the SAR processing, a Rx window, 
( ), / 2Rxw t t T ,       (29) 

such as a Hamming window, can be used at range 
compression stage (instead of the rectangular window, 
considered till now), in order to reduce the IRF sidelobe level 
[25]. In this case, the transfer function in (17) must be 
generalized by including the Rx window at range compression 
level. Accordingly, the SL expressions become: 
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,  (30) 
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 0( )eSL t .               (31) 
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VII. NUMERICAL ANALYSIS 

A. Simulation Frame 

The effect of unmodelled terrain height and pulse duration 
on the SCORE image formation process is investigated 
numerically by means of an end-to-end (E2E) simulator. The 
simulation procedure reflects the data model in Section II and 
the block diagram in Fig. 2. As a benchmark, the conventional 
SAR image formation (Fig. 3), based on a single Rx channel, 
is simulated too. 

Unless explicitly stated otherwise, the reference scenario in 
Table I is considered: an X-band SAR system, orbiting at an 
altitude of 514 km; the planar array antenna is 1 m high and 
composed of 25 digital channels; the pulse duration is 56 s.  

The expected DoA, i.e., the SCORE steering law, is based 
on a pure spherical Earth model with no terrain height ( h  = 0 
m), as in the original SCORE formulation [1], [2]. The actual 
DoA, used to simulate the reflectivity, is based on the 
topographic profile in Fig. 7: the unmodelled terrain height, 

h , is 0 m in near range, increases linearly until 2000 m, and 
remains constant in far range.  

As regards the SAR processing, a rectangular Rx window is 
assumed at the range compression stage, if not otherwise 
specified. 

Concerning the imaged surface, both a single point target 
and a distributed target are simulated. Specifically, three kinds 
of ground reflectivity functions are considered:  
 

TABLE I 
REFERENCE SYSTEM PARAMETERS 

Quantity Value 

Orbit Height, Horb 514 km 

Antenna Tilt Angle (w.r.t. Nadir), tilt 29.18 deg 

Rx Antenna Height, hant 

Nr. of Digital Rx Elev. Channels, K 
RF Center Frequency 

1 m 

25 
9.65 GHz 

Chirp Duration, T 56 s 

Chirp Bandwidth, Bc 100 MHz 

Range Sampling Frequency, Sf 109.88 MHz 

 

 
Fig. 7. Reference scenario: actual topographic profile in the zero-Doppler 
plane vs. incidence angle. 

 

(i)   a Dirac delta (for the point targets in Table II); 
(ii) a stationary, WCG process with zero mean and mean 

power  2 (Fig. 8);  
(iii) a range line extracted from a real TerraSAR-X (TSX) 

[18], slant-range, single-look, complex (SSC) SAR image, 
illustrating the Amazonas forest or a rural area (Fig. 8); 
where the simulated WCG process has a mean power given by 
the mean intensity of the Amazonas TSX image. 

The SL for a point target is computed numerically, based on 
a single (interpolated) range line of the simulated SAR 
images, ( )q t  and ( )cq t , as 

2
0

0 22
0

( )
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( )
p

c

q t
SL t

K q t
 ,       (32) 

2

0 22

( )
( )
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t
e

ct

q t
SL t

K q t





.      (33) 

For a distributed target, 1000 statistically identically 
distributed range lines of the output SAR images are generated 
and combined as 

 
 
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2
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


.  (34) 

The SL on the raw data, i.e., the PEL [12], is computed as: 

 
 

1000
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0 1000 2222 0
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1
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s t n E s t
PEL t
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



 



.  (35) 

Note that the inputs/outputs of the E2E simulator are 
generated vs. range time. Nevertheless, in order to provide a 
clearer information on the geometry, they are illustrated in the 
reported figures vs. incidence angle (angle corresponding to 
the range time, based on a pure spherical model). 
 

TABLE II 
SINGLE POINT TARGET SCENARIOS 

Quantity Value#1 Value#2 

Unmodelled Terrain Height, h 0 m 1999 m 

Incidence Angle 30.9999 deg 31.8883 deg 

Expected DoA, exp 28.4653 deg 29.2662 deg 

Actual DoA, act 28.4653 deg 29.6277 deg 

 
 

 
Fig. 8. Matrix of 1000 range lines representing the amplitude of: the simulated 
WCG process (top); a cut of an SSC TSX image [18] representing the 
Amazonas (center), and a rural area around Munich (bottom). Each complex 
range line is used as input ground reflectivity of the E2E simulator. 
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B. Point Target Analysis 

Let us first refer to the two point targets in Table II, to 
investigate the effect of unmodelled topography and pulse 
duration on the SCORE IRF.  

Figs. 9.a and 10.a show the normalized SCORE pattern 

values,  0 exp( ), ( )n actAF t t  , 0 / 2t t T  , weighting the 

Rx chirp echo according to (16). As comparison, a typical 
Hamming Rx window (with coefficient  = 0.6) is reported 
too. The figures describe the mutual effect of T  and h  on 
the SCORE pattern sector, weighting the Rx samples. In 
particular, T  determines the angular extension of the pattern 
sector, according to the SCORE steering velocity at the target 
position (see Fig. 4); h  determines the value around which 

the pattern sector is centered,  exp 0 0( ), ( )n actAF t t  . Note 

that this pattern value defines the SL for a very short pulse in 
(24), and 0 exp 0( ) ( )act t t   represents the topographic 

steering error (in Fig. 5). The obtained topographic steering 
error is equal to 0 deg and 0.36 deg, respectively, for the target 
in near and far range. The angular extension of the pattern 
sectors is around 1.3 deg for both targets. In near range, where 
no topographic mismatch is present, the sector is almost 
symmetric, and all the values are within the HPBW. In far 
range, due to the unexpected topography, the sector shifts and 
becomes visibly asymmetric. Here pattern values outside the 
HPBW also weight the Rx signal. The interval of pattern 
values is anyway less extended than that of the Hamming 
window. 

Figs. 9.b-c and 10.b-c show the IRF vs. incidence angle; the 
ideal IRF (with SL = 1) is reported too, as benchmark. All the 
figures, except Fig. 10.c, assume a rectangular Rx window at 
the range compression stage. Fig. 10.c shows the IRF for a 
Hamming Rx window with coefficient  = 0.6. The plots 
show that energy, maximum value, and sidelobe level of the 
SCORE IRF are lower than the corresponding ideal values; 
however, almost no variation of the main lobe width (range 
resolution) is present. In particular, when the rectangular Rx 
window is considered, the loss on the IRF peak power and 
energy are around -0.67 dB in near range, and -1.1 dB in far 
range. The peak-to-sidelobe ratio improves by about 1.5 dB. 

As shown by the zoom in Fig. 9.c, the measured peak power 
degradation corresponds with the expected theoretical value of 
SLp (in the title of the figure); the measured energy 
degradation reflects the expected SLe value too (the difference 
between measured and expected value is well below 10-3).  

The obtained results indicate that the radiometric 
degradation could be significant, especially considering the 
demanding requirements on the quality of future SAR images 
(the radiometric stability and accuracy must be in the order of 
0.5 dB). The other effects seem not critical. Indeed, the 
sidelobe reduction is a positive effect, and could be eventually 
considered to optimize the choice of the Rx window.  

Figs. 9 and 10 evidence that, if the SCORE pattern sector is 
asymmetric, the IRF is not real (as in the ideal case) but has an 
antisymmetric imaginary component. The SAR Rx window 
plays also a role (Fig. 10.c). Accordingly, the phase of the IRF 
depends on the target position, the SCORE pattern, the 
assumed steering law, and the Rx window. 

Fig. 11 shows the phase difference between the IRFs of two 
identical SCORE SAR systems, whose antenna arrays are 
separated by a cross-track interferometric baseline. In 
particular, the figure is obtained for the target in far range, 
based on the reference scenario, assuming that the two arrays, 
each with K = 25 elements and a height of 1 m, are located on 
the same platform, as lower and upper portion of a 2 m high 
array with K = 50 elements. As a comparison, the phase 
difference between conventional IRFs, obtained from the 
central channels of each array are reported. As expected, the 
phase difference between SCORE IRFs is constant and given 
by the interferometric phase associated with the target 
position, as in the conventional case. Actually, the SCORE 
interferometric phase is more stable compared to the 
conventional one, due to the average performed by the DBF. 

Based on the results in Figs. 9-11, it is possible to conclude 
that the phase of a SCORE SAR image representing a 
distributed target will differ in general in a noisy way from the 
conventional one. However, the interferometric phase 
extracted from SCORE images is not affected by topographic 
variations and pulse duration, as long as the actual DoA and 
the SCORE pattern are the same for the combined images. It is 
worth to remark that a deviation from this condition may 
occur, due for instance to attitude and calibration errors. The 
analysis of this effect goes anyway beyond the aim of the 
present work. The next section focuses on the SAR image 
radiometric degradation associated with topographic variations 
and pulse duration. 

C. Distributed Target Analysis 

Let us now consider a distributed target. As shown in 
Sections V and VI, the SL depends on the terrain height, the 
pulse duration, the SCORE pattern shape and steering law, the 
location (in near or far range) of the imaged area, and the SAR 
Rx window. In order to evaluate the individual influence of 
these quantities, the following numerical analysis starts from 
the reference scenario (Table I, Fig. 7, rectangular Rx 
window) and moves then to scenarios obtained from the 
reference one by varying a single parameter of interest.  

Fig. 12 illustrates the SL on the simulated SCORE SAR 
image vs. incidence angle for the reference scenario. The 
considered input reflectivities are the realizations of the WCG 
process, and the range lines of the TSX image of the 
Amazonas (Fig. 8). Together with the obtained numerical 
values, the expected theoretical ones, in (22) and (25), for 
point and distribued targets, are indicated. Additionally, the 
SL for a very short pulse in (24) is reported as benchmark. It 
represents the loss introduced exclusively by the topography, 
whereas the other curves show the mutual effect of topography 
and pulse duration. In particular, in near range, where h = 0, 
only the pulse duration is responsible for the SL, whereas, in 
far range, both effects are present. 

The SL obtained from the WCG process matches the 
expected theoretical value, and varies between about -0.66 dB 
and -1.1 dB from near to far range. The SL obtained from the 
TSX image of the Amazonas improves by about 0.4 dB, in 
comparison. This mismatch evidences the effect of a possible 
correlation between reflectivity samples (resolution cells). In 
fact, the TSX processor introduces a correlation on the  
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(a) 

 
 

(b) 

 
 

(c) 

 
Fig. 9 Reference scenario (Table I, Fig. 7). Point target in near range (Table II, 
h = 0 m). Top: normalized SCORE pattern window (i.e., values of the 
normalized SCORE pattern, AFn, weighting the Rx samples); Hamming Rx 
window ( = 0.6) as comparison. Center: simulated IRF of the SCORE 
system (with rectangular Rx window). Bottom: zoom of the IRF intensity in 
dB.   

(a) 

 
 

(b) 

 
 

(c) 

 
Fig. 10. Reference scenario (Table I, Fig. 7). Point target in far range (Table 
II, h = 1999 m). Top: normalized SCORE pattern window (i.e., values of the 
normalized SCORE pattern, AFn, weighting the Rx samples); Hamming Rx 
window (= 0.6) as comparison. Center: simulated IRF of the SCORE 
system (with rectangular Rx window). Bottom: simulated IRF of the SCORE 
system, with Hamming Rx window (= 0.6). 
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Fig. 11. Reference scenario (Table I, Fig. 7). Point target in far range (Table 
II, h = 1999 m). Phase difference between SCORE IRFs (obtained by two 
arrays, as the reference one, separated by an interferometric baseline of 1 m), 
and phase difference between conventional/ideal IRFs (obtained from the 
central channel of each array). The expected interferometric phase associated 
with the target position is reported in the title. 
 
Amazonas image. As a consequence, even if in both cases the 
samples of the input reflectivity functions are CG(0, 2), they 
are independent only for the WCG process.  

Fig. 13 highlights the effect of the pulse duration, which is 
here halved to 28 s compared to the reference value. As 
expected, the SL improves when the pulse duration reduces. 
For T  = 28 s the SL decreases by about 0.4 dB compared to 
the SL in Fig. 12. However, even in this case the loss is not 
negligible. In the limiting case of a very short pulse (black 
dotted curve) the SL would further improve by about 0.2 dB. 
It is anyway worth to remark that the pulse duration cannot be 
arbitrarily short, due to the antenna thermal and power 
constraints. 

Fig. 14 highlights the effect of the swath location, which is 
here shifted in far range. The SL improves by about 0.3 - 0.6 
dB compared to the SL in Fig. 12, due to the lower SCORE 
steering velocity (see Fig. 4). The dependence of the SL on the 
range position cannot be neglected. 

Fig. 15 is obtained by considering the Rx window of the 
TSX processor: a Hamming window with  = 0.6. The 
comparison with Fig. 12 evidences the strong dependence of 
the SL on the choice of the Rx window. Moreover, it shows 
that the SL obtained from the TSX image of the Amazonas 
(with a rectangular Rx window) is similar to that obtained 
from the WCG reflectivity with the TSX window on Rx. This 
suggests that the correlation between pixels of the Amazonas 
image is due mainly to the Hamming Rx window of the TSX 
processor, which shapes the PSD of the Amazonas reflectivity. 

Fig. 16 investigates the influence of the SCORE steering 
law. It is obtained by assuming a SCORE steering law that 
perfectly matches the actual topographic profile (Fig. 7). The 
correspondence between the obtained SL and the expected one 
confirms the validity of the derived expressions for a general 
steering. The comparison with Fig. 12 highlights the strong 
dependence of the SL on the assumed steering law. The 
maximum loss is reached at the swath center, where the 
topographic profile increases linearly with the slant range (see 
Fig. 7). In fact, here the SCORE pattern sector weighting the 

signal received from a resoltion cell has the maximum width, 
i.e., the SCORE steering velocity assumes the highest values 
during the pulse echo duration. It is worth to note that, for an 
actual topography with negative slope, the minimum loss 
occurs at the swath center. This suggests the possibility to use 
the derived SL expression to optimize the SCORE steering 
law according to the actual topography.  

Fig. 16 also shows that, even if the topographic error is zero 
(see the SL for a very short pulse), the SL depends on the 
actual topography and the assumed steering law through the 
pulse duration. It must be emphasized that the compensation 
of the pulse extension by a frequency-dispersive SCORE 
could be extremly complicated, eventually not realistic, for 
acquisition scenarios characterized by fast topographic 
variations. This highlights the importance to consider the 
mutual effect of pulse duration, topographic variation, and 
steering law.  

The results in Figs. 12-16 indicate that the radiometric loss, 
associated with topographic variations and pulse duration, can 
reach values larger than 1 dB, depending on the system 
parameters and acquisition geometry. This is true for point and 
distributed targets. Indeed, the loss on the IRF peak power is 
even larger than the SL for a distributed target, with a 
difference that depends on the system and acquisition 
parameters. Such a loss cannot be neglected, if the radiometric 
accuracy and stability of future SAR images must be in the 
order of 0.5 dB. In particular, the effect must be considered 
not only to properly predict the achievable SAR imaging 
performance of the SCORE system, but also to retrieve the 
SAR signal intensity by means of the external calibration. The 
derived SL expressions, for distributed and point targets, 
appear then as a novel important support for both of these 
tasks.  

As mentioned in the previous sections, the effect of pulse 
duration and topographic variations on SCORE is described 
sofar in the literature by the PEL, as a loss on the Rx power 
[12]. In order to clarify the difference between the proposed 
SLd and the PEL, Fig. 17 reports the loss on the simulated 
SAR raw data (after DBF) and the expected PEL, for the 
reference scenario. They are computed according to (35) and 
(27), respectively. The comparison with Fig. 12 shows that the 
difference between SLd and PEL could be important. In fact, 
the two curves have a completely different trend vs. slant 
range. Moreover, the worst value of the PEL is about 0.23 dB 
larger than the SL. This confirms the unadequacy of the PEL 
to describe the SCORE SAR imaging performance. 

The results reported so far refer to distributed uniform 
targets. A less homogeneous surface, the rural area in Fig. 8, is 
considered in Fig. 18. The simulation parameters are those of 
the reference scenario, except for the actual topographic 
profile, which was changed in order to make the SL clearly 
visible on the simulated SAR image (see Fig. 18, top and 
center). The theoretical SL is here computed according to (26) 
as 
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Fig. 12. Distributed target: SL vs. incidence angle. Reference scenario (Table 
I, Fig. 7, rectangular Rx window). 
 
 

 
Fig. 13. Distributed target: SL vs. incidence angle. Reference scenario, except 
for the pulse duration: here T = 28 s. 
 
 

 
Fig. 14. Distributed target: SL vs. incidence angle. Reference scenario, except 
for the swath location: here the swath is moved in far range. 

 
Fig. 15. Distributed target: SL vs. incidence angle. Reference scenario, except 
for the Rx window at the range compression stage: here a Hamming window 
( = 0.6) is assumed, the same used by the TSX processor. 
 

 
Fig. 16. Distributed target: SL vs. incidence angle. Reference scenario, except 
for the steering law: here the expected DoA perfectly matches the actual DoA 
in Fig. 7. 
 

 
Fig. 17. Distributed target: SL and PEL vs. incidence angle. Reference 
scenario. 
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where Hw  is the Hamming window ( = 0.6) used by the 

TSX processor at the range compression stage, assumed to be 
a scaled version of the input ground reflectivity PSD. The 
numerical value of the SL is obtained according to (34), by 
averaging, in the azimuth direction, 1000 samples of the 
simulated range lines. It is worth to remark that (34) relies on 
the assumption that the range lines are homogeneous 
(identically distributed) in the azimuth direction, which is true 
only approximately (see the dashed circles in the top of the 
figure). As shown in Fig. 18, the obtained numerical value of 
the SL confirms the theoretical prediction, even showing some 
residual fluctuation in correspondence of the mentioned 
heterogeneities. 

Finally, it is worth to remark that, for a distributed target, 
each single range line of the SCORE SAR image is not an 
exact scaled version of the corresponding ideal one. This is 
due to the time-varying nature of the image formation process, 
described by (17). In fact, dSL  represents the ratio between 

the mean power of corresponding pixels, in the actual SCORE 
SAR image and the ideal one. This is shown in Fig. 19, for the 
previous rural area scenario, where the ratio between the 
intensity of two corresponding range lines is reported together 
with the theoretical dSL . Nevertheless, the relationship 

between the SCORE SAR image and the ideal one is 
deterministic, and given by the derived equivalent LTV filter 
in (17). In particular, for a point target, the values of peak 
power and energy are scaled by pSL  and eSL , respectively, 

compared to the ideal values. It is then reasonable to assume 
that the knowledge on the equivalent LTV filter could be 
exploited in order to compensate the losses on the SCORE 
SAR image.  

VIII. CONCLUSION 

The mutual effect of topographic variations and pulse 
duration on the SAR imaging performance of future 
spaceborne systems with scan-on-receive (SCORE) cabability 
is investigated, both from an analytical and numerical 
perspective. The basic SCORE formulation for short pulses is 
considered, as first relevant case of interest.  

A novel description of the SAR image formation process, as 
a linear time-varying (LTV) filter, is presented. The related 
IRF is derived and analyzed, showing that the main effect of 
unmodelled terrain height and pulse duration is a reduction of 
the peak power and energy of the IRF. A new mathematical 
expression of the radiometric degradation, denoted as the 
SCORE loss (SL), is demonstrated. This makes it possible to 
predict and quantify the radiometric loss at SAR image level, 
based on the knowledge of system, processing, and geometric 
parameters. The contribution of the SAR processing Rx 
window is also included and described for the first time. 

The effect of the topographic variations and pulse duration 
is further investigated numerically, by means of an end-to-end 
simulator, in different acquisition scenarios. The obtained 
results indicate that, due to unmodelled topographic variations 
and pulse duration, a significant degradation of the SAR 
image radiometric quality may occur. In fact, the amount of 
degradation can reach values higher than 1 dB, and depends 
 

 
Fig. 18. Rural area scenario: simulated SCORE SAR image (top); actual 
topographic profile (center); SL (bottom). 
 

 

Fig. 19. Rural area scenario: ratio between the intensity of a range line of the 
simulated SCORE SAR image and the corresponding ideal one. The 
theoretical value of the SL for a distributed target is reported as comparison. 
 
on the SCORE pattern shape and steering law, the slant range 
position, the statistical properties of the backscattering, the 
SAR processing Rx window. Such a loss and its dependence 
on the acquisition parameters cannot be neglected, if the 
radiometric accuracy and stability of future SAR images must 
be in the order of 0.5 dB.  

The derived expression of the IRF and of the SL appear 
then as a novel useful tool for DBF SAR, able to support tasks 
of system design, imaging performance prediction, and 
external calibration. A further possible application is the 
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optimization of the SCORE steering law, based on the 
acquisition scenario. Moreover, it is reasonable to assume that 
the knowledge on the derived equivalent LTV filter could be 
used in order to compensate the effect of topographic 
variations and pulse duration on the SAR image. 

APPENDIX A: LOSS ON THE SAR IMAGE 

Let us consider a homogeneous imaged scene. The ground 
reflectivity, ( )g t , can be modelled as a stationary WCG 

process with zero mean, and mean power [21] 

 22 ( ) ( )gE g t S f df    ,       (37) 

where ( )gS f  denotes the PSD, constant w.r.t. frequency at 

least over the chirp bandwidth.  
The SL in (10) can be then derived based on the transfer 

function of the filters in (17)-(19) as [24] 
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,     (38) 

where nAF  denotes the normalized SCORE pattern array 

factor, steered towards exp ( )t  and computed in 0( )act t . 

Accordingly, the SL for a given pixel of the SAR image is 
determined by the SCORE pattern values weighting the signal 
received from the corresponding imaged area (resolution cell). 
Indeed, (38) still applies even if the condition of homogeneity 
is not satisfied, as long as the ground reflectivity samples can 
be modelled as independent, random, variables with zero 
mean. 

APPENDIX B: LOSS ON THE RAW DATA 

Let us consider a homogeneous imaged scene. The signal 
received at the instant 0t  by means of the SCORE pattern is 

 
0

0

/2

0 0 exp 0
/2

( ) ( ) ( ) ( ), ( )
T t

act
t T t

s t g t c t t AF t t 
 

 

  ,   (39) 

where ( ) 1c t  , and ( )g t  is the ground reflectivity, modelled 

as a WCG process, whose samples are independent CG 

random variables, with zero mean and variance 2 ,  i.e., 

 2( ) 0,g t CG  ; AF  is the SCORE pattern, which is 

steered towards exp 0( )t  and computed over the instantaneous 

footprint on ground of the pulse, i.e., ( )act t  for 

0 / 2t t T   [12].   

The mean power of the Rx signal, at the instant 0t , is given 

by the variance of 0( )s t : 
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where the equation relies on the independence of the ground 
reflectivity samples and their identical distribution. In the ideal 
case of no losses, 

 2 2 2
0( ) sE s t N K .       (41) 

Accordingly, the loss on the raw data signal (after DBF) is 
given by 
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This expression is known in the literature as pulse extension 
loss (PEL) [12]. 
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