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Abstract 10 
In order to realistically predict and optimize the actual performance of a concentrating solar power 11 
(CSP) plant sophisticated simulation models and methods are required. This paper presents a 12 
detailed dynamic simulation model for a Molten Salt Solar Tower (MST) system, which is capable of 13 
simulating transient operation including detailed startup and shutdown procedures including 14 
drainage and refill. For appropriate representation of the transient behavior of the receiver as well as 15 
replication of local bulk and surface temperatures a discretized receiver model based on a novel 16 
homogeneous two-phase (2P) flow modelling approach is implemented in Modelica Dymola®. This 17 
allows for reasonable representation of the very different hydraulic and thermal properties of molten 18 
salt versus air as well as the transition between both. This dynamic 2P receiver model is embedded in 19 
a comprehensive one-dimensional model of a commercial scale MST system and coupled with a 20 
transient receiver flux density distribution from raytracing based heliostat field simulation. This 21 
enables for detailed process prediction with reasonable computational effort, while providing data 22 
such as local salt film and wall temperatures, realistic control behavior as well as net performance of 23 
the overall system. Besides a model description, this paper presents some results of a validation as 24 
well as the simulation of a complete startup procedure. Finally, a study on numerical simulation 25 
performance and grid dependencies is presented and discussed. 26 

Keywords: 27 
Molten salt solar tower, molten salt receiver system, dynamic simulation, two-phase modelling, 28 
transient flux distribution, startup simulation  29 

1 Introduction 30 
Recently, Concentrated Solar Power (CSP) has developed from an innovative green technology to a 31 
growing industry of mayor importance for the global energy transition. Molten Salt Solar Towers 32 
(MST) pose the most established and commercially utilized point focusing technology, while 33 
achieving the highest yield per occupied land area (Ahmadi et al., 2018). Still, they hold great 34 
potential for efficiency improvements and cost reduction. Especially operational efficiency has been 35 
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proven to be challenging, while the receiver system is the most significant cause for unavailability of 36 
MST (Kolb, 2011). In the past, freezing has been one of the most demanding issues (Pacheco et al., 37 
2002), whereas today, reliability and lifetime play an increasing role. Hence, more attention to 38 
transient behavior (local temperatures, gradients and thermal stresses) and the control systems is 39 
needed (Mehos et al., 2020).   40 

Basically, the most critical operational events occur during irregular flux distributions at either a very 41 
high or at a low level. The first is obvious, the second is due to low Reynolds numbers during morning 42 
and evening hours (Rodriguez-Sanchez et al., 2015). Operation experience from the first commercial 43 
MST project Gemasolar led to different startup strategies, under thorough consideration of expected 44 
DNI. For instance, in winter, startups are initiated as early as possible because of limited flux in the 45 
morning in contrast to fast startups on summer days (Burgaleta et al., 2012). Further, performance 46 
limitations due to cloudy conditions are reported, especially during partial shading, which cause 47 
decreasing outlet temperatures (García and Calvo, 2012). This is also confirmed by first operation 48 
experiences from the NOOR III MST. In order to avoid local hotspots during volatile DNI conditions, 49 
the molten salt receiver is operated on a semi fixed mass flow rate, resulting in heavy outlet 50 
temperature fluctuations (Relloso, 2019). 51 

In the light of the above, simulation models that are used for performance evaluation of MST need to 52 
consider these operational features. However, the commercially available simulation tools usually 53 
neglect certain details about the actual limitations of the receiver system they represent, which leads 54 
to non-realistic overpredictions of annual yield in the range of 11 % (Relloso and Gutiérrez, 2016). For 55 
instance, the dynamic behavior and with that the controllability of a molten salt receiver, depends on 56 
not only the temporal but also the spatial variability of the DNI. Neglecting just this, can lead to a 57 
yield overprediction around 2 - 4 % (Schwager et al., 2019). Furthermore, allowable flux density (AFD) 58 
limits, which were introduced to prevent exceeding of limitations for thermal stresses and maximum 59 
salt film temperatures, need to be considered (Vant-Hull, 2002; Sánchez-González et al., 2020). 60 

Current research is therefore designated to improve operational efficiency and availability 61 
considering realistic limitations and boundary conditions, for which sophisticated software tools and 62 
simulation models are developed. One way to control receiver temperatures is through different aim 63 
point strategies. For instance, Belhomme et al. (2013) developed a raytracing based aim point 64 
optimization algorithm applying an ant colony optimization metaheuristic. This was later improved 65 
by Flesch et al. (2017) and Oberkirsch et al. (2021) reaching a performance that allows to even 66 
optimize aiming in cloudy conditions. Meanwhile, García et al. (2018) presented a model predictive 67 
aiming control methodology combined with a PI-controlled set point adjustment to prevent cloud 68 
induced overshooting  69 

Besides, several approaches have been presented to determine transient receiver flux distributions 70 
throughout the day and also during cloud passages (Ahlbrink et al., 2012; Augsburger and Favrat, 71 
2013; Schöttl et al., 2018). With these as input data a dynamic thermal model of the receiver system 72 
allow for further predictions about actual performance. The challenge however lies in finding an 73 
efficient way of modelling the distributed states.  74 

In this regard, the published absorber tube respectively receiver models range from a simple but fast 75 
zero-dimensional steady state absorber tube model (Li et al., 2019) over a dynamic one-dimensional 76 
models with vertical and circumferential absorber tube wall discretization (Crespi et al., 2018; Losito 77 
et al., 2018) to high resolution FEM and CFD models (Fritsch et al., 2017; Uhlig et al., 2018; Montoya 78 
et al., 2019). A common approach for dynamic process simulations is to discretize absorber tubes in 79 
numerous elements along the direction of flow, but in only two elements along the circumference. 80 
By this, Doupis et al. (2016) and Sani et al. (2018) were able to implement drainable receiver models 81 
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within a larger system model to simulate filling and draining procedures. However, they did not share 82 
any details about the applied two-phase flow modelling, and this two-element discretization 83 
approach does not reflect the inhomogeneous flux distribution and the resulting temperature peak 84 
on the front tube surface. Hence, Flesch et al. (2016) proposed a similar approach but with an 85 
addition crown (max) temperature without introducing more differential equations. This was also 86 
adopted by R. Popp et al. (2019), who developed a non-drainable but very efficient dynamic model as 87 
basis for a model predictive controller, which allows for controlling the outlet temperature by mass 88 
flow adjustments while adhering to fluid film temperature and flux limits (Popp et al., 2021). 89 

In the context of developing model predictive assistance for molten salt receivers, a model that 90 
realistically represents the dynamic behavior of the whole receiver system during volatile solar 91 
conditions and transitions between different states of operation was needed. Local temperatures 92 
and transients in the receiver panels need to be represented appropriately to identify violations of 93 
operational limits. This demands for an efficient modelling approach to maintain the complex 94 
receiver model numerically manageable. The model presented by Flesch et al. (2016) poses a suitable 95 
approach except for the two-phase (2P) flow model, which is based on a two-fluid modelling 96 
approach. The numerical stability is insufficient for larger simulations including a whole receiver and 97 
periphery. 98 

Consequently, a novel 2P flow model has been developed and implemented into a comprehensive 99 
receiver system model. This novel modeling approach incorporates a simplified homogeneous 2P 100 
flow model, which uses half as many partial differential equations as the aforementioned two-fluid 101 
modeling approach (three instead of six per state). Due to the resulting improvement of numerical 102 
performance, this allowed for including not only a basic mass flow control (like state of the art 103 
models) but a process control system that manages the whole receiver system though normal 104 
operation as well as startup and shutdown procedures applying numerous controllers in 105 
combination. Also, the overall model includes comprehensive periphery according to a commercial 106 
receiver system layout. The purpose of introducing this additional complexity is to allow for realistic 107 
transient simulations of startup and shutdown procedures in clear and cloudy conditions, thus to 108 
minimize the gap between predicted and actual yield in MST systems. 109 

This paper provides a detailed description of the novel 2P modeling approach, the absorber tube 110 
model as well as basic information about the periphery and system model. This is followed by a 111 
validation and discussion of simulation results of a typical startup procedure. 112 

2 Modell Description 113 

2.1 Flow Model 114 
In general, 2P modelling can be described as a challenging task. Solving the Navier-Stokes equations 115 
for both phases in all details is not manageable for today’s computers. Especially, “when one or both 116 
of the phases becomes turbulent (as often happens) the magnitude of the challenge becomes truly 117 
astronomical” (Brennen, 2005), which is why generally certain simplifications are applied to the 118 
Navier-Stokes Equations depending on the application and the regime in which the model is being 119 
used. This section presents simplifications suitable for a process model of a solar receiver with 120 
vertical tubes, generally operated with a liquid and a gas phase. In this case it is justified to consider 121 
liquid and gas phase as a separated flow, which simplifies the problem compared to disperse flow.  122 

In this sense, 𝜙 is introduced as volume fraction and 𝜉 as mass fraction of the respective phase. 123 
Consequently, for liquid (molten salt) and gas (air) phase this leads to 124 
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𝜙୐ + 𝜙ୋ = 1 (2.1) 

and 125 

𝜉୐ + 𝜉ୋ = 1. (2.2) 

In order to derive one from the other, the following equations apply: 126 

𝜙୐ =

𝜉୐
𝜌୐

𝜉୐
𝜌୐

+
𝜉ୋ
𝜌ୋ

 (2.3) 

𝜙ୋ =

𝜉ୋ
𝜌ୋ

𝜉୐
𝜌୐

+
𝜉ୋ
𝜌ୋ

 (2.4) 

𝜉୐ =
𝜙୐𝜌୐

𝜙୐𝜌୐ + 𝜙ୋ𝜌ୋ
 (2.5) 

𝜉ୋ =
𝜙ୋ𝜌ୋ

𝜙୐𝜌୐ + 𝜙ୋ𝜌ୋ
 (2.6) 

with the pure substance densities 𝜌୐ and 𝜌ୋ. 127 

As usually in system modelling approaches, we will use a one-dimensional modelling approach. The 128 
two-phase modelling approaches can be categorized by the level of detail in which the flow fields of 129 
the two phases are resolved: In case of a two-fluid model the field variables of velocity and 130 
temperature locally differ, which leads to six partial differential equations to be solved. Further, 131 
closing approximations for impulse exchange and heat transfer between the phases are required 132 
(Scheuerer and Scheuerer, 1992; Vij and Dunn, 1996; Masella et al., 1998; Bauer, 1999; Issa and 133 
Kempf, 2003; Brennen, 2005; Akselsen, 2012; Hoffmann et al., 2014). 134 

However, in vertical receiver tubes we can assume locally identical velocities and temperatures of 135 
the phases and thus eliminate two differential equations. This leads to a homogeneous model, in 136 
which the flow is treated like the flow of a single phase (Francke, 2014; van Zwieten et al., 2015). The 137 
assumption of the identical velocity would not be valid for sections with horizontal flow, but an 138 
accurate representation of the two-phase flow is only necessary in the vertical absorber tubes of the 139 
receiver. All non-vertical sections in the considered system are slightly angled for drainability, so that 140 
the separation of liquid and gas phase is still given, but the further described heat transfer modelling 141 
is not valid in these components. However, since these pipes are insulated and electrically heat 142 
traced, the convective heat transfer in these pipes is not relevant. Another limitation of this approach 143 
is, that if individual tubes are filled quicker or earlier than others and molten salt would spill over 144 
from one into another tube, it would lead to invalid results. Nevertheless, this should be avoided by 145 
design and proper operation anyway. In an occurrence like that, the problem could be identified with 146 
this simulation model knowing that local temperature values at this particular moment would not be 147 
applicable. 148 

Accordingly, our homogenous model includes three joint differential equations for conservation of 149 
mass, momentum and energy 150 

𝜕

𝜕𝑡
(𝜌) +

𝜕

𝜕𝑥
(𝜌𝑢) = 0 (2.7) 
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𝐴𝜌
𝜕

𝜕𝑡
(𝑢) + 𝐴𝜌𝑢

𝜕

𝜕𝑥
(𝑢) = 𝐴𝜌𝑔| − 𝐴

𝜕

𝜕𝑥
(𝑝) + 𝐹୛

ᇱ  (2.8) 

𝐴
𝜕

𝜕𝑡
(𝜌ℎ) +

𝜕

𝜕𝑥
(𝜌𝑢ℎ𝐴) = 𝑄̇୛

ᇱ  (2.9) 

plus one additional continuity equation for the liquid phase 151 

𝐴
𝜕

𝜕𝑡
(𝜙୐𝜌୐) +

𝜕

𝜕𝑥
(𝜙୐𝜌୐𝑢୐𝐴) = 0. (2.10) 

All substance properties are determined from a mixture of the pure substance properties. 152 

Since the time scales on which the flow adapts to pressure changes are much shorter than those of 153 
the considered heat tranfer, the flow does not need to be simulated fully dynamically. Hence, the 154 
time derivative and the convective term in equation (2.8) can be neglected. The momentum 155 
equation is therefore simplified to 156 

𝐴
𝜕

𝜕𝑥
(𝑝) = 𝜉୐𝐴𝜌𝑔| + 𝐹୛

ᇱ . (2.11) 

With this simplification it would be unnecessary to solve the total mass balance (2.7) as it is only 157 
relevant to resolve local velocity gradients, but it is kept for numerical purposes. The component 158 
mass balance (2.10) is solved to get the receiver filling level and the energy equation (2.9) provides 159 
the fluid temperature. However, in order to avoid rapid changes in (2.7) during filling, the density is 160 
kept nearly independent from the composition (see. section 2.2). In order to account for the 161 
different gravitational forces on liquid and gas, the mass fraction of the liquid 𝜉୐ has been added to 162 
the geodetic term in equation (2.11), hence switching is off if an element is empty.  163 

Regarding the thermal significance of air inside the absorber tubes (with typically 𝑑୍
Δ𝑟

ൗ ≈ 20), there 164 
are three orders of magnitude between the absolute heat capacity of the tube wall and the air 165 
volume inside the tube. Consequently, the influent of stagnant air on the wall temperature is 166 
negligible. 167 

2.2 Medium Model 168 
In respect to the aforementioned flow model and the associated assumption that the composition 169 
has nearly no effect on the density, the differences between volume fraction and mass fraction 170 
disappear. Therefore, the substance properties are all defined as a function of temperature 𝑇, 171 
pressure 𝑝 and the composition 𝜉୐. The density is defined as 172 

𝜌 = (1 + (𝑝 − 𝑝୰ୣ୤)(𝜅୐𝜉୐ + 𝜅ୋ𝜉ୋ) − (𝑇 − 𝑇୰ୣ୤)𝛽୐)𝜌୰ୣ୤ (2.12) 

with an artificial compressibility 𝜅ୋ, which on the one hand improves numerical stability and on the 173 
other hand still guarantees a solution. The artificial heat capacity of the gas is adjusted so that 𝜌𝑐୮,ୋ 174 
is in the order of magnitude of the real value of air. The isothermal compressibility of the gas poses a 175 
trade-off between the requirement that the density should not change too much (because of the 176 
assumption 𝜉୐ = 𝜙୐) and the numerical stability/performance, since compressible media perform 177 
better in Dymola® than simulations of incompressible media. Furthermore, the specific enthalpy can 178 
be described as 179 

ℎ = ℎ୰ୣ୤ + (𝑇 − 𝑇୰ୣ୤) ⋅ ൫𝑐୮,୐ ⋅ 𝜉୐ + 𝑐୮,ୋ ⋅ 𝜉ୋ൯. (2.13) 

As shown, the dependency on pressure is neglected. The temperature rise due to adiabatic throttling 180 
is usually less than 1 K in such a system, which justifies this approximation. This also implies that  181 
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𝑢 = ℎ. Moreover, since the specific heat capacity of the molten salt actually varies by only 1.5 % 182 
between 290 °C to 565 °C, it is considered constant. Finally, the physical properties are modelled as 183 
follows: 184 

𝜆 = 0.443 + 0.00019
W

m Kଶ
⋅ 𝜃 (2.14) 

for the thermal conductivity 𝜆 and  185 

𝜇 = 10ିଷ ⋅ ൣ22.714 + 𝜃 ⋅ ൫−0.12 + 𝜃 ⋅ (2.281 ⋅ 10ିସ + 𝜃 ⋅ (−1.474) ⋅ 10ି଻)൯൧ (2.15) 

for the dynamic viscosity 𝜇 using 𝜃 = (𝑇 − 273.15 K) as the temperature value in °C. In Table 1 the 186 
assumed values for the mentioned properties are listed. 187 

Table 1. Assumed properties for homogenous pseudo mixture aligning with literature (Zavoico, 2001) 188 

Reference density 𝜌୰ୣ୤ 1,949.44 m³/kg 
Reference enthalpy ℎ୰ୣ୤ 104,929 J/kg 
Specific heat capacity of liquid 𝑐୮,୐ 1,516.53 J/(kgK) 
Artificial specific heat capacity of gas 𝑐୮,ୋ 1 J/(kgK) 
Isothermal compressibility of liquid 𝜅୐ 1·10-10

 1/Pa 
Isothermal compressibility of gas 𝜅ୋ 1·10-7

 1/Pa 
Thermal expansion coefficient 𝛽୐ 3.262468683·10-4

 1/K 
   

2.3 Absorber Tube Model 189 

2.3.1 Tube wall 190 
The transient heat conduction in a cylindrical body can be described by this partial differential 191 
equation (Verein Deutscher Ingenieure, 2013):  192 

𝜌𝑐୮

𝜆

𝜕𝑇

𝜕𝑡
=

1

𝑟

𝜕

𝜕𝑟
൬𝑟

𝜕𝑇

𝜕𝑟
൰ +

1

𝑟ଶ

𝜕ଶ𝑇

𝜕𝜑ଶ
+

𝜕ଶ𝑇

𝜕𝑧ଶ
 (2.16) 

with cylinder coordinates 𝑟, 𝜑 and 𝑧. Analogue to the modelling approach previously used by Flesch 193 
et al. (2016), the absorber tube wall is discretized into a flexible number of elements in the direction 194 
of flow, which are circumferentially discretized into a front and a back shell as well as. The radial 195 
discretization is represented by three temperatures (compare Fig. 1). The outer and inner surface 196 
temperature 𝑇୓,௝ and 𝑇 ,௝ are determined by the respective boundary conditions. The core 197 
temperature 𝑇େ,௝ is defined by a time differential considering the heat capacity of the wall. Based on 198 
this and equation (2.16) the core temperature 𝑇େ,௝ can be derived from 199 

𝑉௝𝜌𝑐୮

𝜕𝑇େ,௝

𝜕𝑡
= 𝜋 ⋅ Δ𝑧 ⋅ 𝜆 ⋅

𝑇୓,௝ − 𝑇େ,௝

ln ൬
𝑑୓
𝑑େ

൰
− 𝜋 ⋅ Δ𝑧 ⋅ 𝜆 ⋅

𝑇େ,௝ − 𝑇 ,௝

ln ൬
𝑑େ
𝑑୍

൰
 

+𝐴୊୆ ⋅
𝜆

𝑟େ
⋅

൫𝑇୊୆,௝ − 𝑇େ,௝൯

𝜋
+ 𝐴୕ ⋅ 𝜆 ⋅

𝑇େ,௝ାଵ − 𝑇େ,௝

Δ𝑧
− 𝐴୕ ⋅ 𝜆 ⋅

𝑇େ,௝ − 𝑇େ,௝ିଵ

Δ𝑧
 

(2.17) 

with the volume of the discrete half shell of element 𝑗 (vertical discretization) 200 

𝑉௝ = A୕ ∙ Δ𝑧 =
1

2
∙

𝜋൫𝑑୓
ଶ − 𝑑୍

ଶ൯

4
⋅ Δ𝑧 (2.18) 

and the contact area between front and back shell 201 
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𝐴୊୆ = (𝑑୓ − 𝑑୍) ∙ Δ𝑧. (2.19) 

 202 

Fig. 1. Discrete temperatures of a tube shell element 203 

Moreover, the boundary conditions for the outer surface temperatures of the front shell 𝑇୊,୓,௝ follow 204 
as 205 

𝑄̇ୟୠୱ,௝ − 𝑄̇୰ୟୢ,௝൫𝑇୓,௝൯ − 𝑄̇ୡ୭୬୴,௝൫𝑇୊,୓,௝൯ = 𝜋 ⋅ Δ𝑧 ⋅ 𝜆 ⋅
𝑇୊,୓,௝ − 𝑇୊,େ,௝

ln ൬
𝑑୓
𝑑େ

൰
, (2.20) 

whereas the corresponding equation for the back shell can be set to zero, considering that heat 206 
losses through the backside of the tube can be neglected due to adequate insulation. For the inner 207 
surface (film) temperature, the following equation applies for both, front and back shell: 208 

𝜋 ⋅ Δ𝑧 ⋅ 𝜆 ⋅
𝑇େ,௝ − 𝑇 ,௝

ln ൬
𝑑େ
𝑑୍

൰
= 𝑄̇୤୪୳୧ୢ,௝(𝑇 ,௝) (2.21) 

In order to further simplify the tube wall model, the heat flow rates in the tube wall are compared 209 
with each other. Based on typical temperature gradients the dominant heat flow, which is the one in 210 
radial direction through the front shell, lies in the order of 104

 W, while the thermal conduction in 211 
(vertical) flow direction is approximately 10-2

 W and can consequently be neglected. The heat flow 212 
between front and back shell reaches approximately 102

 W at normal operation and is therefore less 213 
significant as well. However, when the empty tubes are preheated (during startup) the flux density is 214 
much lower and the convective heat flow into the fluid (air) nearly zero so that the front-to-back 215 
heat flow becomes dominant (essential mechanism for preheating the whole tube). Besides, the 216 
designated temperature sensors are installed on the backside of the absorber tubes. In this case the 217 
vertical gradients are even smaller than during normal operation, so that the vertical heat flow is still 218 
insignificant. Consequently, equation (2.17) is reduced to 219 

𝑉௝𝜌𝑐୮

𝜕𝑇୊,େ,௝

𝜕𝑡
= 𝜋 ⋅ Δ𝑧 ⋅ 𝜆 ⋅

𝑇୊,୓,௝ − 𝑇୊,େ,௝

ln ൬
𝑑୓

𝑑େ
൰

− 𝜋 ⋅ Δ𝑧 ⋅ 𝜆 ⋅
𝑇୊,େ,௝ − 𝑇୊,୍,௝

ln ൬
𝑑୓

𝑑େ
൰

+ 𝐴୊୆ ⋅
𝜆

𝑟େ
⋅

൫𝑇୊୆,௝ − 𝑇୊,େ,௝൯

𝜋
 (2.22) 

for the front shell and 220 

 𝑇O,𝑗

 𝑇C,𝑗  

 𝑇I,𝑗  

 𝑇FB ,𝑗  

𝑑O  𝑑

 𝑑I 

 𝑑C
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𝑉௝𝜌𝑐୮

𝜕𝑇୆,େ,௝

𝜕𝑡
= −𝜋 ⋅ Δ𝑧 ⋅ 𝜆 ⋅

𝑇୆,େ,௝ − 𝑇୆,୍,௝

ln ൬
𝑑ୡ
𝑑 ୧

൰
+ 𝐴୊୆ ⋅

𝜆

𝑟ୡ
⋅

൫𝑇୊୆,௝ − 𝑇୆,େ,௝൯

𝜋
 (2.23) 

for the back shell, while applying the same boundary conditions as above. 221 

Crown temperatures 222 
The above described approach for the receiver tubes only considers two average temperatures (front 223 
and back) along the circumference of the absorber tube. In reality the nearly parallel radiation from 224 
the heliostat field is perpendicular to the tube surface only at the crown, whereas the incident angle 225 
and therefore the local flux density decreases towards the sides. As a result, the temperature 226 
distribution in the front element is highly inhomogeneous. The calculated mean temperature cannot 227 
reflect this circumferential profile and is only valid for the energy balance of each element. In terms 228 
of operational limits, the maximum temperatures at the pipe crown are of special interest. Instead of 229 
increasing the number of circumferential discrete elements, which would drastically increase the 230 
complexity and therefore compromise the computational performance of the model, a different 231 
approach is implemented posing only a few additional algebraic equations. 232 

Recently, Flesch et al. (Flesch et al., 2017) proposed the following: since at the crown of the absorber 233 
tube the temperature gradient 𝜕𝑇 𝜕𝜑⁄ ≈ 0 due to symmetry, the circumferential heat flow in this 234 
point is neglected, resulting in two algebraic equations for the associated outer and inner surface 235 
temperatures 𝑇େ୰,୓,௝ and 𝑇େ୰,୍,௝. However, the circumferential heat flow actually correlates to 236 
𝜕ଶ𝑇 𝜕𝜑ଶ⁄ , which is less than zero and can be significant – especially at low mass flow rates. 237 

Therefore, an improved approach is based on an infinitely small (in circumferential direction) sub-238 
element at the crown of the tube as shown in Fig. 2. Its radial and axial extend is the same as the 239 
discrete half shell element of the tube model. A steady state energy balance for this segment is 240 
described as 241 

0 =  
 𝑇େ୰,୓,௝ −  𝑇େ୰,େ,௝

ln ൬
𝑑୓
𝑑େ

൰
−

𝑇େ୰,େ,௝ − 𝑇େ୰,୍,௝

ln ൬
𝑑େ
𝑑୍

൰
+

2Δ𝑟

𝑑େ

𝜕ଶ𝑇

𝜕𝜑ଶ
ቤ

φ=0

 (2.24) 

with three additional temperatures 𝑇େ୰,୓,௝, 𝑇େ୰,େ,௝  and 𝑇େ୰,୍,௝ at the crown.  242 
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 243 

Fig. 2. Infinitely small tube wall element with crown temperatures 244 

In addition to equation (2.24), the outer surface boundary condition is 245 

𝜆
 𝑇େ୰,୓,௝ −  𝑇େ୰,େ,௝

ln ൬
𝑑୓
𝑑େ

൰
=

𝑑୓

2
⋅ ቀ𝑞̇ୟୠୱ,௝

ᇱᇱ − 𝑞̇୰ୟୢ,௝
ᇱᇱ ൫𝑇େ୰,୓,௝൯ − 𝑞̇ୡ୭୬୴,௝

ᇱᇱ ൫𝑇େ୰,୓,௝൯ቁ (2.25) 

and the absorbed flux density (area specific heat flow rate) 246 

𝑞̇ୟୠୱ,௝
ᇱᇱ = 𝛼 ⋅ 𝑞̇୤୪୳୶,௝

ᇱᇱ  (2.26) 

without any view factor, since this infinitely small segment only sees the ambient. Accordingly, the 247 
radiation losses are determined by 248 

𝑞̇୰ୟୢ,௝
ᇱᇱ = ε ⋅ 𝜎 ⋅ ቀ𝑇େ୰,୓,௝

ସ
− Tஶ

ସቁ (2.27) 

and convective heat losses by 249 

𝑞̇ୡ୭୬୴,௝
ᇱᇱ = 𝛼ୡ୭୬୴,୓ ⋅ ൫𝑇େ୰,୓,௝ − 𝑇ஶ൯. (2.28) 

Moreover, the inner surface boundary condition follows 250 

𝜆
𝑇େ୰,େ,௝ − 𝑇େ୰,୍,௝

ln ൬
𝑑େ
𝑑୍

൰
=

𝑑୍

2
⋅ 𝑞̇୤୪୳୧ୢ,௝

ᇱᇱ (𝑇େ୰,୍,௝, 𝑇୤୪୳୧ୢ,௝) (2.29) 

applying the same convective heat transfer coefficient 𝛼ୡ୭୬୴,୍,௝ as in equation (2.38).  251 

Lastly, there is the unknown 𝜕ଶ𝑇 𝜕𝜑ଶ⁄  in equation (2.24). To avoid introducing more differential 252 
equations, an approximation for 𝑇(𝜑) is required. Since the tube is irradiated only perpendicular to 253 
the crown, the temperature profile is symmetric with a maximum point in the center (𝜑 = 0) and 254 
progressive slopes to the edges. So, a parabola seems appropriate as a functional approach: 255 

𝑇୊,େ,௝(𝜑) = 𝑇େ୰,େ,௝ + ൫𝑇୊୆,௝ − 𝑇େ୰,େ,௝൯ ൬
2𝜑

𝜋
൰

ଶ

 (2.30) 

 𝑑𝜑 

 𝑇Cr,O,𝑗

ln ൬ 𝑇Cr,C,𝑗

൬
𝑑O
𝑑C

൰

− 𝑇Cr ,I,𝑗

൬
𝑑C
𝑑I

൰
 

𝑑O  𝑑

 𝑑I 

 𝑑C
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⇒
𝜕ଶ𝑇୊,େ,௝

𝜕𝜑ଶ
ቤ

ఝୀ଴

=
8

𝜋ଶ ൫𝑇୊୆,௝ − 𝑇େ୰,େ,௝൯ ≈ 0.81 ⋅ ൫𝑇୊୆,௝ − 𝑇େ୰,େ,௝൯ (2.31) 

Alternatively, with a cosine approach the factor 0.81 would be 1.0 instead, resulting in a greater 256 
circumferential heat flow, hence lower crown temperature. This means, the parabola function serves 257 
a more conservative approach. Finally, the equations (2.24), (2.25) and (2.29) pose an equation 258 
system, from which the three crown temperatures can be determined, while the number of 259 
differential equations is kept low. The error by assuming a steady state energy balance in (2.24) 260 
should be negligible, since the dynamics are well represented in the finite element model of the half 261 
shell. It would only be necessary to make this equation transient, if the aforementioned 262 
circumferential temperature profile would significantly change during operation. This is not 263 
expected, since it only depends on a fixed geometry. 264 

2.3.2 Internal radiation 265 
In addition to thermal conduction in the tube wall, radiation exchange in the empty elements 266 
between the front and the back shell is considered. In the following, the inner surface area of the 267 
tube shell is labelled 𝐴୍ and the projected area 𝐴ௗ. The front shell is indexed F, the back shell B. 268 
Accordingly, the surface brightness of the front shell inner surfaces is 269 

𝐴୍ ⋅ 𝑞̇୊
ᇱᇱ = 𝜀𝐴୍ ∙ 𝑞̇୊,஢

ᇱᇱ + 𝜌𝐴୍𝛷୊→୊ ⋅ 𝑞̇୊
ᇱᇱ + 𝜌𝐴୍𝛷୆→୊ ⋅ 𝑞̇୆

ᇱᇱ (2.32) 

with the emitted radiation 𝜀𝐴୍ ∙ 𝑞̇୊,஢
ᇱᇱ = 𝜀𝐴୍ ∙ 𝜎𝑇୊,୍

ସ , the reflection of the self-irradiation 𝜌𝐴୍𝛷୊→୊ ⋅ 𝑞̇୊
ᇱᇱ 270 

and the reflection of the radiation coming from the back shell 𝜌𝐴୍𝛷୆→୊ ⋅ 𝑞̇୆
ᇱᇱ. In this context the view 271 

factors can be derived as follows 272 

𝛷ி→ௗ𝐴୍ = 𝛷ௗ→୊𝐴ௗ    ,   𝛷ௗ→୊ = 1 − 𝛷ௗ→ௗ = 1 (2.33) 

⇒ 𝛷ி→ௗ =
𝐴ௗ

𝐴୍
=

2

𝜋
= 𝛷୊→୆ =  𝛷୆→୊ (2.34) 

 𝛷୊→୊ = 1 − 𝛷୊→୆. (2.35) 

Combining equation (2.32) with an analogue equation for the back shell concludes to  273 

𝑞̇୊
ᇱᇱ =

(1 − 𝜌𝛷୊→୊)𝜀 ∙ 𝑞̇୊,஢
ᇱᇱ + 𝜌𝛷୊→୆𝜀 ⋅ 𝑞̇୆,஢

ᇱᇱ

(1 − 𝜌𝛷୊→୊)ଶ − (𝜌𝛷୊→୆)ଶ
. (2.36) 

Based on this, the net radiative heat exchange between front and back follows 274 

Δ𝑄̇୰ୟୢ,୊୆ = 𝐴୍𝛷୊→୆(𝑞̇୊
ᇱᇱ − 𝑞̇୆

ᇱᇱ) = 𝐴୍൫𝑞̇୊,஢
ᇱᇱ − 𝑞̇୆,஢

ᇱᇱ ൯
(1 − 𝜌𝛷୊→୊)𝜀 − 𝜌𝛷୊→୆𝜀

(1 − 𝜌𝛷୊→୊)ଶ − (𝜌𝛷୊→୆)
 

= 𝐴୍𝜀𝜎൫𝑇୊,୍
ସ − 𝑇୆,୍

ସ ൯
1

ቀ1 −
4
π

ቁ 𝜀 +
4
π

. 
(2.37) 

In addition, this radiative heat flow rate is set to zero when the tube is filled with molten salt. Even 275 
though the transmissivity of molten salt is greater than zero, this radiative head exchange is then 276 
insignificant in comparison to the convective heat transfer between shell and fluid. 277 

2.3.3 Heat transfer into the fluid 278 
In order to complete equation (2.21), the heat transfer from an absorber tube half shell element into 279 
the fluid is modelled as 280 
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𝑄̇୤୪୳୧ୢ,௝൫𝑇 ,௝൯ = 𝛼ୡ୭୬୴,୍,௝ ∙
𝜋𝑑୍

2
Δ𝑧 ∙ ൫𝑇 − 𝑇୤୪୳୧ୢ,௝൯ (2.38) 

with the convective heat transfer coefficient derived from 281 

𝑁𝑢୍,௝ =
𝛼ୡ୭୬୴,୍,௝ ∙ 𝑑୍

λ௝
. (2.39) 

For the Nusselt number two different correlations for laminar and turbulent flow are implemented 282 
based on general correlations for a constant heat flux boundary (Verein Deutscher Ingenieure, 2013). 283 
The modified laminar Nusselt number follows 284 

𝑁𝑢୪ୟ୫,௝ = ቀ൫𝑁𝑢ଵ ൯
ଷ

+ 1 + ൫𝑁𝑢ଶ,௝ − 1൯
ଷ

+ ൫𝑁𝑢ଷ,௝൯
ଷ

+ ൫𝑁𝑢୤୧୪୪,௝൯
ଷ

ቁ
ଵ

ଷൗ

 (2.40) 

with  285 

𝑁𝑢ଵ = 4.364 (2.41) 

𝑁𝑢ଶ,௝ = 1.302 ⋅ ቆ𝑅𝑒௝ 𝑃𝑟௝  
𝑑୍

𝑧௝
ቇ

ଵ
ଷൗ

. (2.42) 

𝑁𝑢ଷ,௝ = 0.462 ⋅ 𝑃𝑟
௝

ଵ
ଷൗ

ቆ𝑅𝑒௝   
𝑑୍

𝑧௝
ቇ

ଵ
ଶൗ

. 
(2.43) 

In Addition, 𝑁𝑢୤୧୪୪,௝ accounts for increased heat transfer during filling right below the rising liquid 286 
surface due to radial fluid flow (in the not yet developed flow). Based on the results from Flesch et al. 287 
(Flesch et al., 2016) it is modelled as follows 288 

𝑁𝑢୤୧୪୪,௝ = 0.822 ⋅ ൬𝑅𝑒௝ 𝑃𝑟௝

𝑑୍

Δ𝑧∗
൰

଴,ସଷସ

, (2.44) 

where Δ𝑧∗ represents the distance between the aforementioned liquid surface and the center of the 289 
element 𝑗. However, this approach is only valid under constant flow rate. In case of turbulent flow, 290 
the Nusselt number conventionally follows 291 

𝑁𝑢୲୳୰ୠ,௝ =
൫𝜉௝

∗ 8⁄ ൯ 𝑅𝑒௝  𝑃𝑟௝

1 + 12.7ට𝜉௝
∗ 8⁄ ቀ𝑃𝑟௝

ଶ
ଷൗ −  1ቁ

∙ ቌ1 +
1

3
⋅ ቆ

𝑑୍

z௝
ቇ

ଶ
ଷൗ

 ቍ (2.45) 

with 292 

𝜉௝
∗ = ൫1.8 ⋅ log൫𝑅𝑒௝൯ − 1.5൯

ିଶ
. (2.46) 

In the range 𝑅𝑒௝ = 2300 … 10000 the model performs a smooth transition between 𝑁𝑢୪ୟ୫,௝ and 293 
𝑁𝑢୲୳୰ୠ,௝. 294 

2.3.4 Heat input and losses 295 
The absorbed heat flow 𝑄̇ୟୠୱ,௝ in equation (2.20) is calculated according to 296 

𝑄̇ୟୠୱ,௝ = 𝛼 ⋅ 𝑑୓ ⋅ Δ𝑧 ⋅ 𝑞̇୤୪୳୶
ᇱᇱ . (2.47) 
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The projected surface area of a tube serves as the effective area, since the incidence of the 297 
concentrated solar flux can be assumed as nearly parallel. This accounts for the reduction of the flux 298 
density on the edge of the tube due to the cosine effect.  299 

For calculating radiative heat losses, the radiative heat exchange between adjacent tubes need to be 300 
considered. The corresponding view factor can be determined from (Verein Deutscher Ingenieure, 301 
2013): 302 

𝛷୓→ୟୢ୨ =
1

𝜋
[𝜋 + ඨ൬2 +

2𝑠

𝑑୭
൰

ଶ

− 4 − ൬2 +
2𝑠

𝑑୭
൰ − 2 arccos ൮

2

2 +
2𝑠
𝑑୭

൲, (2.48) 

which for thin walled tubes (𝑠 ≪ 𝑑௢) is approximately 𝛷୓→ୟୢ୨ = 1 −
ଶ

గ
. Assuming that the 303 

temperature differences between adjacent tubes are small and the absorptivity high, only the 304 
radiation into the ambient needs to be considered with the corresponding view factor 305 

𝛷ை→ஶ = 1 − 𝛷୓→ୟୢ୨ =
2

𝜋
. (2.49) 

 Consequently, the radiative heat loss of a tube element can be modelled as 306 

𝑄̇୰ୟୢ,௝൫𝑇୊,୓,௝൯  = 𝑑୓ ∙ Δ𝑧 ⋅ 𝜀𝜎൫𝑇୊,୓,௝
ସ − 𝑇ஶ

ସ ൯. (2.50) 

Moreover, the convective losses can be determined by 307 

𝑄̇ୡ୭୬୴,௝൫𝑇୊,୓,௝൯ = 𝑑୓ ∙ Δ𝑧 ∙ 𝛼ୡ୭୬୴,୓ ൫𝑇୊,୓,௝ − 𝑇ஶ൯. (2.51) 

Applying the real surface area గ
ଶ

𝑑୓Δ𝑧 would significantly overestimate the convective losses, due to 308 

a cavity effect in the corner between two adjacent tubes. In this sense, an appropriate 𝛼ୡ୭୬୴ 309 
correlation for cross flow cylinders (Verein Deutscher Ingenieure, 2013) can be used. 310 

Generally, for high temperature solar receivers convective losses are significantly lower than 311 
radiative losses. However, in the lower temperature range, especially during startup, convection is 312 
more relevant. 313 

2.4 Receiver Panel Model 314 
Based on the above described absorber tube model, a receiver panel model has been developed 315 
according to a typical external molten salt receiver design. Similar to the frequently discussed Solar 316 
Two design, one panel is comprised of a bottom and a top header connected to a bundle of adjacent 317 
absorber tubes. Accordingly, a dynamic model of a receiver panel is implemented as depicted in Fig. 318 
3. The central component represents the irradiated portion of the absorber tubes, whereas the 319 
connected pipe components account for non-radiated parts of the tubes. Assuming that adjacent 320 
tubes in parallel flow have similar states (at the same height), the model can calculate a reduced 321 
number of tubes per panel to enhance the computational performance. Independently from that the 322 
discretization in flow direction is adjustable as well. The components that connect the absorber tube 323 
assembly to the headers are called multipliers and convert the flow, as to ensure the mass flow rates 324 
in the headers and therefore the inlet and outlet of the panel correspond to the real number of 325 
absorber tubes. The header model poses a lumped volume model with a temperature-controlled 326 
heat tracing considering thermal capacities and resistances of header wall and insulation.  327 
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  328 

Fig. 3. Diagram view of the receiver panel model in Dymola® 329 

2.5 Drainable Receiver Model 330 
The receiver design considered in this work originates from General Electric (GE) and relates to the 331 
one presented by ALSTOM (Das et al., 2015). Similar to other commercial designs, this receiver is 332 
subdivided into two independently operated parallel flow paths. The presented model, which is 333 
visualized in Fig. 4, comprises all components that exist for each flow path separately. The top left 334 
corner shows the inlet, which is connected to the inlet vessel of the receiver system. From there the 335 
salt flows through the main control valve and then either through an isolation valve to the receiver 336 
panels or down into the main drain line, which acts as a fill, drain or bypass line.  337 
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 338 

Fig. 4. Diagram view of the receiver flow path model in Dymola® 339 

The main (serpentine) flow of the flow path, located in the middle, is realized by three downwards 340 
and three upwards passes each consisting of multiple panels in parallel. Since the number of panels 341 
per pass in the GE design is classified, these data have been falsified in this illustration. Furthermore, 342 
panels in one pass are jointed together by top and bottom manifolds, which also act as 343 
interconnecting piping between two passes. These manifolds are modelled in the same way as the 344 
aforementioned headers. It is worth mentioning, that they both, header and manifold models, 345 
consider the non-diffusive transport of composition, i.e. salt only exits the top connectors if the 346 
volume is almost completely filled and air only exits the bottom connectors if the volume is nearly 347 
empty. This is important to accurately determine flood and drainage durations. Finally, the top right 348 
corner indicates the outlet of the serpentine flow with another isolation valve. 349 

To serve the purpose of simulating startup and shutdown procedures, this flow path model also 350 
includes drain and vent periphery. During flooding the aforementioned main drain line guides the 351 
molten salt to the bottom manifold through drain valves, while the displaced air in the receiver exits 352 
through four vent valves on top of the upper manifolds. In the bottom right corner, the main drain 353 
valve leads to the downcomer line of the receiver system. 354 

All valves that are implemented in this model consider individual actuation speed and leakage. 355 
Especially, the large size isolation valves actuate significantly slower and thus affect control 356 
performance during transitions. The leakage of valves is not considered as realistic representation of 357 
the physical components but it improves the numeric stability and performance of the simulation 358 
model, due to the avoidance of zero mass flow rates. However, these leakages might cause 359 
undesired results, since they allow molten salt to flow into the empty manifolds and receiver panels 360 
before any drain valves are open. To counteract this premature filling of the receiver, mass flow 361 
sources and sinks are connected to the lower manifolds, which create a slight flush current of air 362 
between manifold and drain valve. Since it flows opposite direction and is greater than the leakage 363 
flow, this prevents any liquid from rising into the manifold. Furthermore, during drainage with 364 
pressurized air, it is possible that small amounts of air leak from the empty panels through the 365 
isolation into the main drain line creating unnecessary difficulties for the solver. For this reason, 366 
there is also a slight flush current of molten salt opposing the air leakage. These flush currents are in 367 
the order of approx. 0.5 % of nominal flow and have no significant impact on the relevant simulation 368 
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results of the receiver system, but increase the numerical stability and performance of the simulation 369 
model. 370 

The intercept flux density distribution on the receiver surface is given to the model in an array, which 371 
corresponds to the number of discrete elements in vertical direction and along the circumference of 372 
the cylindrical receiver. These flux density arrays are obtained from the raytracing software STRAL 373 
(Belhomme et al., 2009; Ahlbrink et al., 2012) and transmitted to the Dymola® Simulation either 374 
through the co-simulation tool TISC or by a pre-processed input file (compare (Flesch et al., 2018)). 375 
By linear interpolation between time steps, the physical model is simulated with a continuously 376 
changing flux density array instead of stepwise changes. 377 

2.6 Top Level Model – Receiver system, Thermal Storage and Process Control 378 

System 379 
Basic background information about typical commercial receiver designs is provided in the available 380 
literature (Zavoico, 2001; Kolb, 2011; Das et al., 2015; Rodriguez-Sanchez et al., 2015) as well as 381 
about the operation of such a system (Pacheco et al., 2002; Burgaleta et al., 2012; Relloso and García, 382 
2015; Relloso and Gutiérrez, 2016). Accordingly, Fig. 5 illustrates the top-level simulation model, in 383 
which the above described receiver model is embedded for two-phase simulations. It includes the 384 
entire receiver system and the thermal storage system. It is designed for nominal 650 MWth receiver 385 
output and nominal storage temperatures of 290 °C respectively 565 °C.  386 

 387 

Fig. 5. Top level diagram view of the dynamic simulation model 388 

Starting at the cold storage tank, the molten salt is fed by the receiver pumps up through the riser 389 
into the pressurized inlet vessel. From there the flow splits up into the two flow paths (compare Fig. 390 
4) and exists through the top outlet ports into the non-pressurized outlet vessel during normal 391 
operation or through the drain ports directly into the downcomer during transitions. After the 392 
downcomer, the molten salt can either flow into the hot storage tank or being recycled into the cold 393 
storage tank. The heliostat field is represented by a component, which acts as an interface to the 394 
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raytracing software STRAL and controls normal or preheat flux depending on the active operation 395 
mode.  396 

The process control system (PCS) includes all control units running the system. For instance, the inlet 397 
vessel level is controlled by the speed of the pumps and its ullage pressure is maintained by venting 398 
or pressurizing the vessel with compressed air via two control valves on the top. The outlet vessel 399 
level, on the other hand, is controlled by adjusting a control valve at the lower end of the 400 
downcomer. Moreover, the two parallel receiver mass flow rates are controlled by designated flow 401 
path controllers. In order to achieve constant outlet temperatures, each flow path controller applies 402 
a clear-sky mass flow controller or a feedback and feedforward loop combination as used at the Solar 403 
Two molten test plant (Pacheco et al., 2002). Lastly, the flow selection station decides into which 404 
storage tank the down coming mass flow runs depending on the measured temperature. Since the 405 
steam generator (SG) return flow can affect the molten salt temperature in the cold tank and 406 
therefore the receiver performance, two prescribed mass flow boundaries represent the molten salt 407 
exchange with the SG considering a constant return temperature. 408 

Furthermore, the PCS includes a state-machine-based algorithm (using the StateGraph2 library) to 409 
conduct transitions between different operating modes, which are set by the human operator. This 410 
human operator is supposed to represent the typical behavior of a real operator and changes set 411 
values for operating modes based on measurement signals from the bus system and a predefined 412 
protocol. 413 

3 Validation  414 
Since the main novelty of the presented simulation model lies in the two-phase modelling approach 415 
and the crown temperature approximation, the following validation highlights these features for a 416 
single absorber tube. For better comparability, this validation references to the same CFD simulation 417 
data as Flesch et al. (2016) and Losito et al. (2018). First, local tube wall temperatures are examined 418 
in a steady state simulation. For this purpose, both simulations were conducted with the same 419 
homogeneous solar flux (related to aperture area, not tube surface) and the same mass flow rate 420 
inside the tubes. As a result, Fig. 6 shows the circumferential temperature profile at three different 421 
heights of the absorber tube. For both, CFD and Dymola, the resulting temperatures on the inner 422 
(black) and outer (green) surface of the absorber tube wall are plotted along the circumference. On 423 
the back shell (90 ° to 180 °), the CFD data show a nearly even temperature distribution, which agrees 424 
with the Dymola model. At the front shell, the CFD data reveal a great temperature difference 425 
between the edges (± 90 °) and the crown (0 °C) of approx. 55 K on the inner and 80 K on the outer 426 
surface, which confirms that only one mean temperature for the front shell element alone is not 427 
sufficient. However, the crown temperatures, which the Dymola model determines as described in 428 
section 2.3.1 meet the CFD results with 4 to 5 K overestimation and therefore hold as a slightly 429 
conservative approximation. 430 
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  431 

 432 

Fig. 6. Circumferential tube wall temperature distribution at three different heights in the Dymola model versus 433 
the CFD model 434 

Furthermore, the two-phase modelling is validated with CFD simulations of the single absorber tube 435 
being filled with a constant mass flow rate after it has been preheated under constant solar flux and 436 
has reached a steady state. Even though this homogeneous model consists of significantly less 437 
differential equations than the two fluid model by Flesch et al. (Flesch et al., 2016), it still provides a 438 
well representation of the hydraulic and thermal behavior during filling. In Fig. 7 we can observe the 439 
course of the molten salt level and the inlet pressure, which results from the geostatic pressure and 440 
friction in the filled elements. The graphs of the CFD and Dymola® simulations are hardly 441 
distinguishable and deviate by less than 0.2 %. 442 

 443 

Fig. 7. Course of molten salt level and inlet pressure during filling 444 

Finally, for a validation of the effect of the changing convective heat transfer from the tube wall into 445 
the fluid (air and molten salt) during filling (compare section 2.3.3) Fig. 8 depicts the front and 446 
backside wall temperatures during a filling simulation at two different heights. It confirms that this 447 
homogeneous 2P model represents the transient filling behavior of the preheated absorber tube 448 
quite well. The most significant deviation lies in the temperature difference between tube front and 449 
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back site. The higher local flux density at the crown causes the temperature to decrease towards the 450 
edges and therefore to be lower on the backside than on the front side, even though the backside is 451 
considered adiabatic. Since the Dymola® model only simulates two circumferential elements (front 452 
and back) it does not consider this circumferential flux gradient within the front shell element. 453 
Hence, in the Dymola® simulation the front and back site temperature are equal until the filling 454 
starts. A difference between front and back site temperature develops as soon as convection starts 455 
inside the tube. Then the heat flow from the back shell into the fluid causes a front-to-back 456 
temperature difference, which seems to converge to the same level as in the CFD model, as the 457 
trends in Fig. 8 indicate. 458 

 459 

Fig. 8. Wall temperature trends during filling at two different heights 460 

4 Simulation Results 461 

4.1 Startup Simulation 462 
The following section discusses the simulation results of two different startup scenarios focusing on 463 
the west oriented receiver flow path. Both scenarios are set on March 21 at -28.298 ° latitude. In 464 
scenario 1 the simulation starts at 06:00 (solar time) and the startup begins as soon as sufficient 465 
irradiation is available (here after approx. 5 min simulation time). First, the preheat flux densities rise 466 
due to increasing sun elevation (compare Fig. 9). The preheat controller continuously determines a 467 
floating set point for the flux density on each panel to maintain the desired temperature ramp of 468 
approx. 20 K/min. As soon as the available flux density exceeds this set point (after approx. 8.5 min 469 
simulation time), the flux density is then limited by the field control system. Consequently, the tube 470 
wall temperatures rise gradually as it can be observed in Fig. 10 for six exemplary panels. The back 471 
wall temperatures are taken as the measurement signals for the control system. As soon as they all 472 
exceed the set point of 290 °C, the preheat flux is ramped down to maintain this temperature (at 473 
around 22 min simulation time).  474 

In order to prevent tube damage due to high thermal stresses, the transitions between states of 475 
operation need to be appropriately smooth to ensure moderate local and temporal gradients in the 476 
absorber tubes as well as the welded joints to the headers. The highest temperature transients 477 
(temporal gradients) occur on the outer surface on the front side of the radiated absorber tubes. A 478 
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look at Fig. 11 reveals that during preheat these transients reach up to approx. 0.7 K/s with a 479 
distinctive peak at the same time, when the flux reaches the aforementioned set point for the first 480 
time (at around 8.5 min simulation time). In contrast, the header wall experiences a nearly constant 481 
temperature rise due to the well-controlled electrical heating. 482 

 483 

Fig. 9. Flux density trends during preheat and flood 484 

  485 

Fig. 10. Temperature trends during preheat in absorber front and back shell elements as well as header wall 486 
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 487 

Fig. 11. Temperature transients during startup 488 

After successfully preheating the receiver flood is initialized, recognizable by sudden changes in mass 489 
flow rates in Fig. 12 and a peak in temperature transients in Fig. 11 (at approx. 23 min simulation 490 
time). The receiver inlet flow is stepped up and thereafter the flow is changed from bypass flow to 491 
flood as recognizable by the drain valve mass flow rate (dashed line). This must be compensated by 492 
the pumps and the downcomer control valve to maintain acceptable levels, which explains the large 493 
variation.  494 

 495 

 496 

Fig. 12. Mass flow rates in the receiver system during flood 497 

After flooding is completed (at approx. 23.5 min simulation time), the ramp-up procedure is 498 
simulated as a linear transition between preheat flux distribution and operational flux distribution, 499 
i.e. from a semi homogeneous to a more focused flux. As a result, Fig. 13 shows a smooth 500 
temperature transition up to the nominal set value. The flux ramp is configured so that the 501 
temperature transients lie in the same range as during preheat. The small peaks that can be noticed 502 
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in Fig. 14 at 32.5 and 37.5 min are caused by rapid changes of the aim point configuration every five 503 
minutes, which would be smoother in real operation. 504 

 505 

Fig. 13. Temperature trends during the rampup procedure 506 

 507 

 508 

Fig. 14. Temperature transients during the rampup procedure 509 

 510 

In summary, until the outlet temperature exceeds the threshold for feeding into the hot storage 511 
tank, this early startup takes approx. 39 min, of which 5 min account for waiting until sunrise and can 512 
therefore be minimized to the response time of the pumps.  513 
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In comparison, figure Fig. 15 shows the quick startup in scenario 2 initiating at noon. Due to the 514 
higher flux availability, the solar preheat takes 9 min less than in scenario 1, with higher initial 515 
temperature transients but still within 1 K/s range. Also, the (filled) temperature ramp-up takes 3 min 516 
less due to the higher mass flow rate and therefore a quicker thermal responsiveness of the receiver. 517 
Accordingly, the startup duration is 31 min, around 21 % shorter than in scenario 1. 518 

 519 

Fig. 15. Temperature trends during startup at high flux 520 

4.2 Simulation Performance 521 
Thanks to the simplified homogeneous 2P flow modelling approach and in contrast to the former 522 
two-fluid modelling approach, this novel 2P receiver tube model offers sufficient numerical stability 523 
to allow for transient simulations of the entire receiver system in the two-phase regime. Extensive 524 
model optimization on all levels led to satisfactory computing times as well. As illustrated in Fig. 1, 525 
the computing time for the above presented validation case of flooding a preheated single receiver 526 
tube, in which the preheating takes 3000 s and the flooding 43.3 s simulation time, varies over 527 
several orders of magnitude depending on the chosen level of discretization. These tests were 528 
carried out on a 2.3 GHz IntelXeon® processor without multithreading but with sparse solver 529 
activation in Dymola. As expected, the computing time for the preheating sequence is significantly 530 
shorter and increases almost linearly with the number of discrete elements. In contrast, the 531 
computational effort for the relatively short filling sequence is much higher and scales approx. by the 532 
power of 1.9.  533 
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     534 

Fig. 16. Required computing time for single tube filling simulation in dependence of chosen discretization 535 

Furthermore, Fig. 17 reveals grid dependencies of the most relevant variables. With only 10 vertical 536 
elements, the peak value of the wall temperature transients caused by a sudden change in solar flux 537 
is underestimated by more than 18 % and this deviation decreases quickly with higher discretization. 538 
But the corresponding bulk temperature transient, which affects especially the downstream 539 
components (e.g. headers, outlet vessel), does not show any significant grid dependency. Regarding 540 
actual temperatures values the discretization has only a minor effect. The maximum of the molten 541 
salt film temperatures in the tube deviates at most by 1.3 K and the outlet temperature by 0.5 K in 542 
the investigated range from 10 to 640 vertical elements. 543 

    544 

Fig. 17. Grid dependencies of wall temperature transients during filling and film temperatures at normal mass 545 
flow 546 

In simulations of the entire system (as in section 2.6) usually a relatively low discretization is chosen 547 
to counteract for the added complexity. Fig. 18 shows the computing performance of the startup 548 
scenario from section 4.1 with one flow path and 6 vertical tube elements. The total 45 min startup 549 
simulation only takes 16.5 min, but as indicated by the red graph, most of the calculation time is 550 
spent solving the flood sequence. The cause for this lies in the dynamic integration solver, which on 551 
one hand can simulate very efficiently with quite large time intervals (here up to 152 s), but on the 552 
other hand, when transients are high, the solver needs to decrease the time step size drastically in 553 
order to keep integration errors within the prescribed tolerance. As depicted by the green dots in Fig. 554 
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18, the dynamics during receiver flooding cause the step size of simulation time to drop down into 555 
the nanosecond scale. Consequently, the relative CPU time, i.e. computing time per simulation time 556 
step, peaks at up to 21, but decreases to almost zero in times with slacker transients. In total, the 557 
computation of the startup takes about 37 % of the simulation time. 558 

 559 

Fig. 18. Numerical performance during startup simulation, i.e. integrator step size, total CPU time consumption, 560 
relative CPU time per simulation time and a corresponding moving average (over 60 s) 561 

5 Conclusion and Outlook 562 
A novel modelling approach for transient simulation of a molten salt receiver system has been 563 
developed and presented. For an appropriate representation of locally distributed dynamic effects 564 
during transitions, while maintaining manageable computing time, a simplified homogeneous two-565 
phase model has been developed and successfully validated for absorber tubes and internal piping. 566 
The composed receiver model represents detailed flow characteristics as well as local temperature 567 
distributions during normal operation and transitions. Combined with simpler models for peripheral 568 
components, the entire receiver system of an MST including thermal storage as well as all necessary 569 
local controllers and a process control system is implemented in Modelica Dymola®. Coupling with 570 
the raytracing tool STRAL enables simulation with transient flux density distributions. 571 

The validation shows good alignment with results from high resolution CFD simulations in steady 572 
state operation as well as in transient tube filling, despite the simplified approach of the 573 
homogeneous model compared to the previous two-fluid model. However, the two-fluid model was 574 
numerically unstable making it useless for simulating multiple receiver panels. The homogeneous 575 
modelling approach made it possible to simulate the whole receiver combined with periphery and a 576 
process control system in reasonable time. This enables overall system simulation of the entire 577 
startup procedure obtaining results on how the implemented control system is able to keep 578 
temperature transients within allowable limits and startup durations depending on different ambient 579 
conditions. The simulation of a 45 min long startup procedure takes approx. 16.5 min achieving a 580 
computing time to simulation time ratio of 37 %. However, the flooding itself causes most of the 581 
computational effort, where this ratio shortly rises above 200 %. 582 

Ongoing research focuses on daily simulations in cloudy conditions with drainage and refill 583 
maneuvers in respect to the corresponding net yield and how this can be optimized by operational 584 
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decisions. The presented simulation model serves as a basis for simplified / specialized process 585 
prediction models for an operating assistance system. This shall support the operator’s decision 586 
making by showing precise predictions based on fast models and algorithms in order to increase 587 
availability and actual yield in daily operation.  588 
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