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Abstract

Document retrieval implies the process of obtaining most relevant

documents based on some query from a large corpus of documents.

Traditional document retrieval methods focus on the existence and/or

non-existence of the query in a particular document to assess rele-

vance of the document to the query terms. However, this approach

does not guarantee relevance. For example, a document can be con-

textually relevant to some query without containing the exact query

words or the document might contain the query term and still be

about some completely different topic. Hence arises the need of con-

text aware document retrieval systems. In this thesis, we focus on

enhancing document retrieval methods in order to capture the con-

textual relevance of a document to a certain query. The primary

components used to achieve our goals are word embedding models

and transformer based pre-trained natural language models (details

follow in later sections). Here, we have proposed three different ap-

proaches for enhancing document retrieval methods. We use three

different datasets to evaluate our models and compare the results

with classical document retrieval models. Our first method, zero-

shot learning with transformer based pre-trained NLP models has

the best scores. However, it is computationally very expensive. On

the other hand, the proposed similarity score based relevance rank-

ing method successfully surpasses the performance of traditional re-

trieval methods on multiple performance metrics. At the same time,

it is significantly faster and robust. Our third approach, similarity

score based logistic regression also performs better than the tradi-

tional models, however, on the basis of recall scores, the similarity

score based relevance ranking model performs better.
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1 Introduction

1.1 Motivation

The objective of document retrieval is to find documents that are

most relevant to a certain query (information need) from within a

large corpus of unstructured texts. In this thesis we focus on map-

ping unlabeled documents to the right subjects where we concen-

trate on the contextual (semantic) content of the documents.

The well established methods in the context of document retrieval

usually uses Boolean combination of keyword searches and rank-

ing functions based on Bag-of-words vector models such as TF-IDF

[36, 27] or Okapi-BM25 [41]. However, estimating relevance of a doc-

ument based on the existence and non existence of particular terms

is not optimal for the following reasons:

1. Some documents might not contain a term but some semanti-

cally close word which is not contained in the query.

2. Some terms might be good indicators but no guarantee for rel-

evance.

Some of the possible solutions would be to use some related terms

along with the search term and use Boolean search with ‘logical OR’

to retrieve documents that does not contain the search term but are

relevant. Alternative approach is doing a BM25 ranking using the

actual term along with its related terms. Lastly, using a subject

dependent supervised learning, this option is not viable at all as

there will not be sufficient training data for all the subjects we want

to deal with.

1.2 Problem Statement

In the context of subsection 1.1, the main problems of classical

document retrieval techniques we want to address are,
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1. Inability to retrieve documents that are contextually relevant

but do not contain the search term.

2. Inability to assess relevance of documents that contain the search

term.

In this thesis, we begin with assessing the viability of simple Key-

word Search as well as Okapi-BM25 ranking. Then we move on to

assess the performance of pre-trained transformer models for zero-

shot classification, which can be used for document retrieval. Lastly,

we use word embedding models to gather similarity scores between

words of a document and search terms and use that score for doc-

ument ranking using two different approaches. The results from all

the mentioned methods has been discussed in section 5.

1.3 Contribution

The main contributions in this thesis are as follows:

1. Comparative study on transformer based different pre-trained

and fine-tuned NLP models for document retrieval using zero-

shot classification.

2. Brief study on the effect of different Hypothesis sentences used

in the classification pipe-line of zero-shot classifiers.

3. A novel relevance ranking scheme using word embedding based

similarity scores for keyword based document retrieval. Addi-

tional study on performance of different word embedding mod-

els.

4. Regression based document ranking method using similarity

scores acquired from combinations of several word embedding

approaches.

2



1.4 Report Organization

The thesis is organised in the following sections:

• Motivation and Problem statement. (Introduction) (section 1)

• Related work regarding relevance ranking and zero-shot learn-

ing. (Related Work) (section 2)

• Discussion on methods and models used in this project. (Back-

ground) (section 3)

• Elaboration on the datasets, data pre-processing and research

methodologies used. (Methodology) (section 4)

• Model setup and related results. (Experiments) (section 5)

• Comparative summary of all results from different approaches.

(Discussion) (section 6)

• Conclusion and suggested future work related to the thesis.

(Conclusion) (section 7)

All the scripts related to this thesis can be found at https://

github.com/SheikhMasturaFarzana/Master-Thesis.

2 Related Work

Document retrieval is an integral part of information storage and

efficient information retrieval. Different document retrieval methods

have been around for decades. Some of the earliest approaches of

document retrieval are based on full text search. The approach im-

plies that a certain query term is searched amongst all the available

documents and the documents containing the query is retrieved.

However, in 1986 Blair et al. argued that regardless of the apparent

advantages of full text search, the effectiveness of the approach is

quite poor [2].
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In 1995 Chen et al. proposed a knowledge based fuzzy infor-

mation retrieval method [7]. They based the concept on weighted

queries and weighted interval queries to retrieve documents using

transitive closure of concept matrices. The concept matrices contain

a set of concepts and relevance value of those concepts to a set of

documents. The user desired documents related to some concept � 9

is assigned a strength value and the query is assigned a weight in

accordance with concept � 9 hence producing a weighted query. This

fuzzy information retrieval method is capable of handling uncertain

information unlike its predecessors.

The Probabilistic Relevance Framework (PRF) was conceptualised

in the 1980s by Robertson et al [42, 41]. They came up with a the-

oretical framework for probabilistic models and can be used for in-

formation retrieval. PRF became the basis of many probabilistic rel-

evance ranking models for information retrieval including the well

know BM25 ranking model. PRF aims to estimate the probability of

relevance of a document against some query. The BM25 document

retrieval method ranks documents based on the appearance and fre-

quency of a query term in each document of a corpus (details follow

later subsection 3.3.)

Information retrieval functions based on the assumption of the

existence and non-existence of a certain query term in a document,

are not capable of extracting documents that are contextually rel-

evant to the query but do not contain the query word itself. One

possible solution in this direction is query expansion. In 2017, Liu

et al presented their work for the enhancement of word embedding

similarity measures using fuzzy query expansion rules [34]. Along-

side the original query term, they also considered the C>? − : similar

words of query @ from the word vector embedding space (generated

using Word2Vec) using cosine similarity as the similarity measure.

They later use fuzzy rules to re-weight the expanded queries based

on the weight of the original query.
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Qiu et al. proposed a word embedding based fuzzy information

retrieval approach [39]. Instead of relying on query term frequency in

a document, their model depends on word embedding model to cal-

culate the similarity between each query term against each word in a

document. Based on the similarity scores they assign a membership

score to each document for some query and present the documents

with higher scores as the retrieved documents.

We can comprehend from the above works that both relevance

ranking and word similarity measurement based information rank-

ing models can be useful for successful document retrieval. How-

ever, these techniques are not always capable of capturing the whole

context of a document for a specific query. A combination of rele-

vance ranking model and word embedding based similarity scores

offers the possibility of handling the problem of retrieving contextu-

ally relevant documents. In later sections we have described our pro-

posed models in this direction and compare our results with some

of the established traditional document retrieval models.

One other interesting approach towards efficient document re-

trieval can be zero shot learning. Zero shot learning methods are

capable of classifying classes that the model has not encountered

during training. In 2013, Elhoseiny et al. proposed a zero shot

learning method for image classification using textual description

[12]. They adapted a regression model to classify new data based

on the learned classification. Additionally, they also explored knowl-

edge transfer from textual to visual domain.

In 2020, Shaheen et al. presented their work on large scale

document classification using transformer models such as BERT,

RoBERTa, XLNet etc [44]. With the combination of these classifier

models along with strategies such as generative pre-training, grad-

ual unfreezing and discriminative learning, they were able to out-

perform then state-of-the art models on two different datasets. In

the same year, Pelicon et al. published their paper on cross-lingual

5



sentiment classification using zero-shot learning. The authors used

an intermediate training step to improve the BERT model to get bet-

ter input representations for sentiment classification. This improved

model was tested by them in the cross-lingual zero-shot classifica-

tion task without further training in the target language. The model

was able to achieve improved results on both monolingual and cross-

lingual sentiment classification task.

Adhikari et al. showed that their model DocBERT, based on a

pre-trained BERT model (transformer based NLP model) is capable

of reaching state-of-the-art performance on different models [1]. Al-

though it can be argued that BERT has some drawbacks in this

context such as a document can be larger than the BERT input

size. However, their paper was the first indication that transformer

based pre-trained can be successfully used for document retrieval.

The PatentBERT model, proposed by Lee et al. is also based on

the BERT model and is fine tuned to classify patent data [32]. The

model is capable of surpassing state-of-the-art approaches in the

same task.

It is evident that the transformer based models are powerful and

capable of handling various NLP related problems including docu-

ment retrieval. The combination of transformer based NLP models

and zero-shot learning is the most promising approach for classi-

fying large number of un-annotated text and has the the potential

capacity of relevant document retrieval without the need of further

training. In later sections, we experiment with zero-shot learning

based document document retrieval approach with different trans-

former based pre-trained NLP models.

3 Background

In this section we explain the theoretical background of the com-

putational architectures as well as algorithms used in this project.

6



We begin with discussing Natural Language Processing, document

retrieval and move on to elaborate the mechanism of BM25, Word

Embedding Models, Transformer Models and Dense Passage Re-

trieval (DPR),.

3.1 Natural Language Processing

Natural Language Processing (NLP) is a combined sub-field of

Computer Science, Artificial Intelligence (AI) and Linguistic. The

main goal of NLP is to automatically process, analyze and repre-

sent natural languages otherwise known as naturally evolved lan-

guages. In the present era of data, a large part of it consists of

highly unstructured textual and audio data containing human lan-

guage. The ability of properly processing these data will make trend

analysis, different types of forecasting and interaction with artifi-

cially intelligent entities (eg. smart assistants, self-driving cars etc.

) much easier. Some of the main challenges in NLP are, Natural

Language Inference (NLI), Natural Language Understanding (NLU),

Speech Recognition, Text Classification etc.

3.2 Document Retrieval

Document retrieval is a branch of information retrieval and by

extension natural language processing, that aims at retrieving doc-

uments based on some query from a corpus of mainly unstructured

texts. The main tasks of a document retrieval system are, identify-

ing the documents that match a certain query, evaluate the results

and rank them according to relevance. Form based retrieval focuses

on finding text that contain specific syntactic features such as ex-

act query sub-strings. The other form of document retrieval focuses

on content of a document and focuses on semantic properties. In

our project we explore possible improvements of the content based

document retrieval approach.

7



3.3 Okapi-BM25

BM25 or Best Matching25 algorithm is a ranking function based

on probabilistic retrieval framework (PRF) developed in the 1980s

[41]. BM25 is a bag-of-terms retrieval method. Bag-of-term model

regards multiplicity of words in a sentence but does not consider

order of word appearance or grammar. There are several versions of

the method with small differences in parameters. One of the notable

instances of the function is explained with Equation 1. Given a query

&, containing keywords @1, ..., @= the BM25 score of a document � is

(2>A4(�,&) =
=∑
8=1

��� (@8)
5 (@8, �) (: + 1)

5 (@8, �) + : (1 − 1 + 1( |� |0E63;
))

(1)

In Equation 1,

• ��� or Inverse Document Frequency indicates presence of a query

across the whole data corpus in consideration.

��� (@8) = ln(# − =(@8) + 0.5
=(@8) + 0.5

+ 1) (2)

– # is the total number of documents.

– =(@8) is the number of documents containing keyword @8.

• 5 (@8, �) is the term frequency of @8 in document �.

• |� | is the length of the document and 0E63; is the average length

of documents in the document corpus.

• : is the saturation to avoid rewarding higher term frequency

limitlessly.

• 1 is the length normalization term in order to keep into consid-

eration that a certain query is more likely to appear in a longer

document. Higher values of 1 makes it harder for term occur-

rences to weigh high.

8



3.4 Word Embedding

Word embedding is the representation of words in the form of

real-valued vectors in multi-dimensional space. Although word em-

bedding has been around for a while, semantic word embedding is

a rather contemporary method. Semantic word embedding methods

encode the meaning of the word in a way that the words that are sim-

ilar in meaning are closer to each other in the vector space. Some

of the popular techniques of producing word embedding are, dimen-

sionality reduction, neural networks etc. Figure 1 shows an exam-

ple of a 300 dimensional word embedding produced with the a pre-

trained fastText embedding model projected onto two dimensional

plane using tSNE [47]. In the figure we can observe that words with

similar context such as ‘atmospheric’ and ‘tropospheric’ are closer

together and words such as ‘resolution’ and ‘instrument’ that have

no contextual similarity are quite far apart.

Figure 1: Word embedding visualization

Through word embedding human languages are made compre-
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hensible to computers. Collobert et al. were the first to show the

utility of pre-trained word embedding models in downstream tasks

[9]. At present, for many NLP tasks such as text translation, recom-

mendation systems and text similarity calculation, word embedding

is a requirement in order to process the data further. Word em-

bedding has enabled machine learning and deep learning models to

employ vectors which are more efficient for neural networks to per-

ceive rather than direct textual data. Here we discuss about three of

the most prominent and recent pre-trained word embedding models

available.

3.4.1 Word2Vec

Word2Vec learns distributed word associations using neural net-

works from a large text corpus. For a long time words have been

regarded as atomic units without any notion of similarity amongst

them, because it allowed simplicity and that simple models can per-

form well with bigger data corpus. However, for many NLP tasks

such as automatic speech recognition, larger corpus is simply not

available. Milkov et. al introduced two simple log-linear models for

calculating continuous vector representations [37] which is the basis

of Word2Vec. The model was developed with the idea that contextu-

ally similar words have similar meaning and should therefore have

similar vector representations [20]. Word2Vec eliminates the need of

requiring large annotated dataset for NLP tasks as it is capable of

mapping a target word to its context words without the need of la-

beling. It uses a (shallow) neural net to train a mapping from unique

words of a corpus vocabulary to an N-dimensional real vector space.

Word2Vec exists in two versions depending on the training objective:

Continuous Bag Of Words (CBOW) and Skip Gram (Figure 2). CBOW

is faster and has slightly better performance on words that appear

frequently while Skip Gram works better with infrequent words com-

pared to CBOW [18].

10



3.4.1.1 Common Bag of Words In CBOW method, each target

word is predicted by taking into account the surrounded context

words. It is essentially a feed-forward neural network consisting

of three layers, input layer, projection layer and output layer. The

output is not influenced by the order of the context words. If we

consider a simple sentence, Apples, eggs andmilk are good for health,

with a context window of size 2, the labeled training data will consist

the following pairs (‘context word’, ‘target word’) : ([Apples, and, milk],

eggs), ([Apples, eggs, milk, are], and), ([eggs, and, are, good], milk) and

so on. The model will then try to predict the target word from the

context words. Figure 2a shows a primitive architecture of CBOW

model.

3.4.1.2 Skip Gram Skip Gram has a neural network architecture

similar to CBOW. The main difference is skip gram uses the current

word to predict the surrounding context words within the context

window. Considering the same sample sentence as CBOW, Apples,

eggs and milk are good for health and a context window of size 2, for

the target word milk its neighboring words are eggs, and, are, good.

The input and target word pairs would be (eggs, milk), (and, milk),

(are, milk), (good, milk). Since the proximity of context words to the

target word does not have any effect, all four context words will have

same priority. Figure 2b depicts the basic Skip-Gram architecture.

11



(a) CBOW (b) Skip Gram

Figure 2: Neural Network architectures of Word2Vec

3.4.2 fastText

fastText is a word embedding and text classification library. The

algorithm behind fastText is based on two publications from Face-

book AI research teams [3, 28]. fastText is a significant improvement

over Word2Vec in that it takes the morphological structure of words

into account.Word morphology is significant when a single word has

a large number of morphological forms, each of which might oc-

cur rarely. Word2Vec on the other hand produces embedding for

each unique work without considering their morphology. fastText

resolves the morphology issue by regarding each word as an aggre-

gation of its sub-words, which are treated as the character n-grams

of the base word. Then the word’s vector is the sum of all vectors

of its component characters’ n-grams. This process allows fastText

to support out-of-vocabulary words. The process of sub-word gen-

eration and skip gram with negative sampling is explained in the

following sections.

12



3.4.2.1 Sub-word Generation If we consider Apple as an exam-

ple word, character n-grams of length 3 is generated by sliding a win-

dow of 3 characters from the start to the end of the word. The result-

ing n-grams are <Ap, app, ppl, ple, le>, where the angular brackets

denote beginning and ending of a single word. Producing character

n-grams is useful in order for the model to understand prefixes, suf-

fixes and shorter words within a word. Hashing is used to bound the

memory requirements. fastText learns total ‘b’ embeddings where ‘b’

denotes the bucket size, which represents the array size allocated

for all the character n-grams. The original paper used a bucket of a

size of 2 million [3].

3.4.2.2 Skip Gram with Negative Sampling Negative sampling

refers to using Sigmoid function to learn the differentiation between

actual context words (positive) and false context words (negative)

sampled from a noise distribution. Hence, words vectors are not

needed to be learned by predicting context words of a target word.

For example, in the sentence The apple is red, if the target word

is apple and the context window is 1, the context words are, The,

is. Embedding for the target word is calculated by taking a sum

of vectors for the character n-grams and the whole word itself. For

the context words, their word vector are taken from the embedding

table without adding the character n-grams. Negative samples are

drawn randomly with probability proportioned to the square root of

the uni-gram frequency. For each positive context word, k random

negative words are sampled where k is a hyper-parameter and can

be tuned empirically. Sigmoid function is applie don the dot product

between the target word and positive context words. Based on the

loss, embedding vectors are updated with Stochastic Gradient De-

scent optimizer to bring actual context words (Sigmoid output close

to 1) closer to the center word but increase distance to the negative

samples (Sigmoid output close to 0). Figure 3 shows the process of

producing embedding vectors where the negative context word sam-
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ples are Moon, Air.

Figure 3: Skip Gram with Negative Sampling

3.4.3 ConceptNet Numberbatch

ConceptNet is a semantic network that provides different compu-

tations with word meaning including word embedding [46]. Concept-

Net itself is a knowledge graph that connects natural language enti-

ties with weighted and labeled edges. In addition to its own knowl-

edge about words, ConceptNet also represents links between various

knowledge resources such as WordNet, Wiktionary, OpenCyc, and

DBPedia.

A retrofitting approach is applied to combine ConceptNet with

distributed semantically produced word embeddings (Word2Vec) per-

forms better than distributional semantics alone. Numberbatch has

better performance because it benefits from the semi-structured com-

mon sense knowledge from ConceptNet. Numberbatch is a combi-

nation of ConceptNet, Word2Vec, GloVe and OpenSubtitles [46]. The

ConceptNet Numberbatch outperforms pre-trained word embedding

models such as Word2Vec, GloVe, fastText on word similarity tasks.

3.5 Transformer Models

The Transformer architecture was first proposed in the paper

Attention Is All You Need [48]. The transformer network is capa-

ble of solving sequence-to-sequence tasks with easier handling of

long-range dependencies compared to Recurrent Neural Networks.
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Python’s Hugging Face library provides a selection of pre-trained

models that have transformer networks in the core and are capable

of various Natural Language Understanding (NLU) and Natural Lan-

guage Generation (NLG) tasks [51]. In this project we employ some of

these pre-trained models for zero-shot classification. In chapter sub-

section 4.7 we explain the process of how we have used the models

for document retrieval. In this subsection, we first discuss the au-

toencoder and transformer architectures as part of preambles and

move on to explain details of the specific pre-trained transformer

models we have selected for our project.

3.5.1 Autoencoder

Autoencoder is a type of neural network that is able to encode and

compress data in an unsupervised way then learns to reconstruct

the input data from the compressed version with minimum error.

The idea of Autoencoder has been around for many years [31, 4,

23]. In 2016, Ian Goodfellow comprehensively explained the basic

structure and different variations of autoencoders in his book[17].

Figure 4: Simple Autoencoder

An autoencoder has two parts, the encoder side and the decoder

side. Encoder function ( 5 (G)) encodes input G into compressed rep-

resentation ℎ. Afterwards, decoder function 6(ℎ) decodes ℎ to a close

representation (G′) of input G. An autoencoder is intentionally re-
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stricted from learning to copy input to output by adding ‘noise’ to

the data which enables them to copy only approximately, resulting

in the model learning important features of the input data.

3.5.2 Transformer

Transformers were proposed as a neural network model that is

capable of processing sequential data (eg: natural language) for NLP

tasks. However, transformer models employ attention mechanism to

weigh the importance of each part of the input sequence. Whereas

its predecessors such as Recurrent Neural Networks, long short-

term memory [24] and gated recurrent neural networks [8] took into

account the symbol position of input and output data. This hinders

parallelization and becomes critical for processing longer sequences.

Since, transformer takes into account the context of each word in a

sequence, it does not need to maintain order which in turn reduces

training time by allowing parallelization [48].

3.5.2.1 Encoder Stack Figure 5 shows the original transformer

diagram depicted by the authors. The left portion of the diagram

shows the encoder stack which consists of 6 identical layers. Each

layer consists of two major components: a self-attention mechanism

(explained in a later paragraph) and a feed-forward neural network.

The sub layers have a residual connection around them followed by

layer normalization. The output encodings are finally passed to the

next encoder stack as its input, as well as the decoders. The first

encoder stack takes positional information and embeddings of the

input sequence as its input instead of encodings.
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Figure 5: Transformer Architecture [48]

3.5.2.2 Decoder Stack In Figure 5 the right side shows the de-

coder stack. Similar to the encoder side, it also has 6 identical lay-

ers. Each layer consists of the following three sub-layers, the self-

attention mechanism, a feed-forward neural network and a multi-

head attention mechanism that applies multi head attention on the

output received from encoder stack. Similar to the encoder stack,

The sub layers have a residual connection around them followed by

layer normalization. The self-attention sub-layer also encompasses

a masking scheme along with the output embeddings being shifted

right by one position to ensure that the prediction for a certain posi-
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tion depends only on the knowledge of outputs from previous posi-

tions.

3.5.2.3 Attention Mechanism The authors of the original trans-

former paper have described attention mechanism as such, An at-

tention function can be described as mapping a query and a set of

key-value pairs to an output, where the query, keys, values, and out-

put are all vectors. The output is computed as a weighted sum of the

values, where the weight assigned to each value is computed by com-

patibility function of the query with the corresponding key. [48].

The transformer architecture has two different types of attention

mechanism, scaled dot product attention and multi head attention.

The input for the scaled dot product attention has 3 components,

queries and keys (dim 3: ), and values (dim 3E). The dot product is

then calculated by dividing the query by all the keys and diving the

result by
√
3: , afterwards softmax function is applied to get the final

weights of the values.

For the case of multi head attention, the authors argued that is

is beneficial to project the queries (dim 3: ), keys (dim 3: ) and values

(dim 3E) linearly ℎ times with different, learned projection of dimen-

sions which is also linear. Afterwards, attention function can be

applied in parallel to these components to get output values of dim

3E. Which are then concatenated and projected to get the final val-

ues. With multi head attention it is possible to process information

from different subspaces at different postions in parallel.

3.5.3 Transformer Based Pre-trained NLP Models

The python Hugging Face library has a large number of pre-

trained models based on transformer architecture that are capable

of various downstream NLP tasks. For our project we have selected 7

of these models and employed them for document retrieval task. In

this section we briefly discuss the architecture and training of these
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models.

3.5.3.1 BERT BERT (Bidirectional Encoder Representations from

Transformers) is a popular transformer based context aware lan-

guage representation model used to solve several language process-

ing tasks. Opposed to directional models, which reads the text input

sequentially (left-to-right or right-to-left), BERT encoder reads the

entire sequence of words at once. It is an advantage for tasks where

information about later tokens are available while processing earlier

tokens.

The multi-layer bidirectional model has the original transformer

network at its core. It pre-trains deep bidirectional models from

unlabeled input text by accounting both left and right context in all

layers [11]. It was pre-trained with the following objectives, Masked

Language Model and Next Sentence Prediction.

• Masked Language Model (MLM): The general assumption in the

context of sequential models is that a bidirectional model would

perform better than either left-to-right or right-to-left as well

as simple integration of both. However, the bidirectional mod-

els poses the problem that a specific token of the input would

have the context of itself and would be able to predict the tar-

get word with this knowledge. To avoid this issue, in the MLM

issue some percentage of the input is masked during training

[49]. In order to avoid conflict between pre-training and fine-

tuning the authors of BERT chose 15% token positions at ran-

dom and amongst these tokens 80% of the time are replaced

with a mask, 10% of the time is replaced with a random token

and 10% of the time remain unchanged.

• Next Sentence Prediction (NSP): NSP is the basis of many other

NLP tasks such as language inference, question answering and

so on. BERT was trained for binary next sentence prediction

task in order to make it capable of doing sentence prediction
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tasks. In the training data, half of the time the target sentence

of a sentence pair is actually the sentence trailing the initial

sentence and rest of the time it is replaced with a random sen-

tence. The authors of BERT show that training towards NSP is

helpful for sentence prediction tasks [11].

The pre-trained model can be easily fine-tuned by adding one

extra output layer to produce models for several downstream NLP

tasks such as text classification, question answering etc. In our

task we use the Hugging Face bert-base-uncased model which has

12 - transformer blocks, 768 - hidden size, 12 - self-attention heads,

110" parameters and is trained on lower-cased English text [11].

3.5.3.2 RoBERTa RoBERTa (Robustly Optimized BERT Pretrain-

ing Approach) [35] as the name suggests is a study on the impact

of hyperparameter choices on the original BERT model [11]. The

authors of RoBERTa show that the original BERT model was under-

trained and the improved version (RoBERTa) with slightly different

design choices exceeds initial performance. Modifications on the

original BERT architecture are as follows:

• Exclusion of the Next Sentence Prediction (NSP) objective.

• Increase of batch size, data and training time.

• Increase of sequence length.

• Dynamic change of the input text masking pattern.

The mentioned changes led to improved performance on down-

stream tasks and the new model (RoBERTa) was proven to be com-

petitive with previously published similar approaches. In our project

we use the RoBERTa-large-mnli version of the model which is fine-

tuned on the MultiNLI dataset [10]. It has 24 transformer layers,

1024 hidden size, 16 attention heads and 355" parameters
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3.5.3.3 DeBERTa DeBERTa [22] (Decoding-enhanced BERT with

disentangled attention) uses disentangled attention mechanism and

an enhanced masked decoder to improve the original BERT [11] and

RoBERTa [35] models. In addition, fine-tuning was done using a

virtual adversarial training method to improve model generalization.

Here we briefly explain the disentangled attention mechanism and

the enhanced masked encoder approach.

• Disentangled Attention Mechanism: In BERT encoder architec-

ture, the input word vector is calculated as sum of the word’s

embedding and its position embedding. However, in DeBERTa

model, each input word is represented using two separate vec-

tors, one for the word content embedding and one for the word

position embedding. For each word the attentions weights are

calculated using disentangled metrics from their content and

position. Therefore, the attention weight of word pairs get equal

contribution from both content and relative position of each

word.

• Enhanced Mask Encoder: The enhanced mask encoder is in-

corporated in the architecture to account for the absolute po-

sition of a word in a sentence. Using disentangled attention

mechanism context and relative position of a word is consid-

ered however, syntactic roles of a word is more dependent on

the absolute position of the word in a sentence. Enhanced

mask encoder adds absolute word position embedding before

the Softmax layer, from there the decoder predicts the target

words based on the context and position embedding.

According to the authors the enhanced DeBERTa model perform

better on downstream NLG and NLU tasks compared to original

BERT or RoBERTa model [22](refer to original paper for detailed re-

sults). In our experiment we use the deberta-base model has 12

transformer layers and attention heads, hidden size 768 and ap-

proximately 140" parameters.
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3.5.3.4 SqueezeBERT SqueezeBERT [25] is an improved version

of the BERT [11] architecture that replaces computationally expen-

sive self attention layers with grouped convolutions. The resulting

model runs 4.3G faster than the original BERT model.

Inside the BERT encoder blocks, there is a self attention layer

which accommodates multiple separate position -wise-fully-connected

(PFC) layers. PFC layers generate the position wise activation vectors

for feature embedding. In the paper, the authors of SqueezeBERT

point out that upto 88.3% of the network latency. Furthermore, they

observe that the Fully Connected layers in the BERT encoder can be

considered as special case of non-grouped 1D convolution and the

PFC layers’ operation is same as a :4A=4;B8I4 = 1 convolution. Hence,

the networks behavior and numerical features remain same while

significantly decreasing run time.

3.5.3.5 BART The BART (Bidirectional and Auto-Regressive Trans-

former) proposed in 2019 is a denoising autoencoder model with

standard transformer network at its core [33]. BART performs well

on sentence generation as well as text comprehension tasks how-

ever, it can also be used for sentence classification the in the same

way as other pre-trained transformer models. In the original paper,

the authors have pointed out that, amongst many noising strategies,

both shuffling the original sentence in random order and a infilling

scheme (arbitrary spans of sentence masked with single mask to-

ken) work best. The transformer based machine translation model

leverages BERT [48] and GPT (Generative Pre-trained Transformer)

[40] models for training.

The BART auto-regressive model uses BERT for encoding to ben-

efit from its bidirectional encoder. However, the authors of BART

pointed out that, BERT is not a good model for sentence generation

as it predicts masked tokens randomly.
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Figure 6: BERT Encoder [33]

On the other hand GPT has a left-to-right decoder and predicts

tokens auto-regressively, making it useful for text generation. The

drawback here is that GPT cannot learn bidirectional interactions

because tokens have only leftward context.

Figure 7: GPT Decoder [33]

The encoder input and decoder output are not required to be

aligned which allows for random noise transformations. In the BART

model, input sentence is corrupted by adding mask symbols as re-

placement for text spans and then it is fed to the bidirectional en-

coder (BERT). The target output is predicted by an auto-regressive

decoder (GPT) from previous un-altered tokens and encoder output.

Figure 8: BART Architecture [33]
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In Figure 8, original input is ‘A B C D E’, the span C, D is masked,

at the same time an extra masked token is inserted before B. Hence,

the input of the encoder becomes A _ B _ E.

In our experiment we use the bert-large-mnli [33] model, a BART-

large base architecture that has been fine=tuned on the Multi-Genre

Natural Language Inference (MultiNLI) dataset [50]. The model has

an additional 2 layer classification head and 1" parameters.

3.5.3.6 BART-Yahoo In this version of BART, the bert-large-mnli

[33] model has been further finetuned on the Yahoo Answers topic

classification dataset [10]. Since the model has been fine-tuned on

topic classification dataset, it presumably performs well on zero-shot

classification tasks. Hence, we chose the model as one of our pre-

trained transformer models for our document retrieval task.

3.5.3.7 DistilBART DistilBART [38] is the distilled or student ver-

sion of the bert-large-mnli [33] model that used the No Teacher Dis-

tillation [45] approach. No Teacher Distillation is a ‘shrink and fine-

tune’ (SFT) technique which is simply reducing the teacher model to

a student model by copying parameters.

As an example, the authors described that, for a student BART

with 3 layers of decoder, they copy full decoder layers, 0,60=311 from

the original BART model. The encoder layers are copied entirely

without exclusion. They also argue that, during ties, any of the

layers can be arbitrarily chosen meaning instead of copying layer 6,

layer 5 would work equally well. When only a single decoder layer is

needed for the student mode, layer 1 is chosen.

According to the DistilBART paper, the student model performs

better when initialized with Direct Knowledge Distillation (KD) as

the student model tries to match the probability distribution of the

teacher model over next target words by reducing KL-divergence [30,

43].

We chose the pre-trained distilbart-mnli-12-3 model along with
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the bart-large-mnli in order to observe the performance of a smaller

version of bart-large model on downstream zero-shot classification

task.

3.6 Dense Passage Retrieval

DPR or Dense Passage Retrieval is a retrieval method implemented

using only dense representation where a simple dual encoder is used

for the embedding of passages and questions to be learned [29]. The

authors argue that the dense, latent semantic encoding based re-

triever is able to capture useful context of a text that is not possible

using a inverted index based retrieval approach. DPR uses the BERT

[11] pre-trained model along with a dual-encoder architecture [5].

The model is trained on mini-batches question and passage (an-

swers) pairs. The authors observe that optimizing the embedding for

maximizing inner products of question and relevant passage vectors,

with the objective of comparing all question-passage pairs in a single

batch gives better results. Additionally, they conclude that by only

fine-tuning input text encoders on existing QA pairs can significantly

outperform the standard BM25 model [41].

DPR uses two BERT models for encoding, one for passage vector

encoding from the passages (answers) and the other one encodes

questions into a question vector. Later during inference, the passage

encoder is applied to all the passages and indexed using FAISS [26]

which is a library for clustering dense vectors and similarity search

tasks. In our project we use the Haystack [21] implementation of

DPR using FAISS.
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4 Methodology

4.1 Dataset

This thesis strives to enhance document retrieval for finding the-

matically relevant documents (where themes are expressed using

keywords or some other form of query. The datasets used in this

project are unstructured and diverse in content. However, all these

datasets contain parts of text from scientific publications that are

in some way mapped towards keywords or labels. This allows us

to perform similar experiments on the datasets and evaluate the re-

sults using same metrics. There are in total 3 primary datasets. We

have selected the datasets based on their relevance to the task, each

of these datsets provide some advantages over other datasets.

4.2 Dataset Description

Here we discuss the source and content of our primary datasets.

• ENX Dataset : This dataset has been scraped from the en-

gineering pre-print server engrXiv [14]. The corpus contains

1237 documents from various engineering backgrounds such

as ‘Biotechnology’, ‘Aerospace’, ‘Computer Science’ etc. The

scraped data was processed and formatted in a way that can be

easily used. Afterwards, each document has the following list of

attributes, ‘_key’, ‘_id’, ‘rev’, ‘id’, ‘title’, ‘authors’, ‘abstract’, ‘doi’,

‘date’, ‘disciplines’, ‘tags’, ‘type_key’, ‘origin’, ‘link’ and ‘search-

text’. The useful features for our purpose are ‘_key’, ‘title’, ‘ab-

stract’, ‘disciplines’ and ‘searchtext’ (combination of ‘title’ and

‘abstract’). The disciplines attribute contains the thematic la-

bels which can be used for measuring the success of retrieval

methods. A relational data-frame has been produced mapping

each discipline to a list of corresponding documents (example:

Chemical = Chemical Engineering + Chemical Kinetics + Other
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Chemical Engineering.)

The raw dataset has 113 unique disciplines which were later

reduced to 80 by combining similar disciplines.

• ESR Dataset : ESR or Explicit Semantic Ranking dataset was

curated for the paper Explicit Semantic Ranking for Academic

Search via Knowledge Graph Embedding [52]. The raw dataset

contains query log, relevance judgments, candidate documents

(from Semantic Scholar) as well as ranking lists. We are us-

ing the candidate documents and query log for our experiment.

There are 100 different query terms mostly related to com-

puter science such as ‘Deep Learning’, ‘Part of speech tags’,

‘Convolutional neural networks’ etc. and 3251 corresponding

documents. Each document contains the following attributes

‘doc_no’, ‘title’ and ‘paperAbstract’. To maintain uniformity

‘doc_no’ has been changed to ‘_key’ and ‘searchtext’ has been

produced combining ‘title’ and ‘paperAbstract’. The main ad-

vantage of the ESR dataset over the ENX dataset is that, the

mapping between queries and documents has been done by ex-

perts which makes it more reliable.

• EU-ENV Dataset : It is a corpus of 1463 documents scrapped

from the Science for Environment Policy News site [16]. The ar-

ticles are mainly oriented towards environmental themes such

as ‘Climate change’, ‘Biodiversity’, ‘chemical’ etc. Each docu-

ment contains ‘key’, ‘link’, ‘title’, ‘abstract’, ‘text’, ‘date’, ‘theme’,

‘source’ and ‘contact’. We only use the fields ‘key’, ‘theme’ and

‘text’ for our experiments. There are also lists of documents

(keys) for all thematic tags which are concerned with that tag

and in total there are 31 unique tags. The headers ‘key’, ‘text’

and ‘theme’ has been changed into ‘_key’, ‘searchtext’ and ‘query’

respectively. Similar to the ENV dataset, the tags to document

mapping of EU-ENV Dataset has been done by the editors who
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collected the articles for the website. At the same time each

query in this dataset is mapped to a larger number of docu-

ments compared to ESR or ENX dataset, which makes per-

forming some of our experiments easier (explained in chapter

x).

• Others : We have used a corpus of scraped text from the ELIB

publications of DLR [13] for some preliminary evaluations of

relevance ranking models (further explanation on chapter x).

The corpus contains ‘abstracts’ from nearly 18000 documents

published on the DLR Electronic Library (ELIB).

4.3 Data Pre-processing

Data pre-processing is a crucial part of data centric projects. The

goal of pre-processing step is to bring uniformity amongst different

datasets as well as reduce redundancy from the raw data. Textual

data pre-processing is a fairly straight forward process and has a

well established set of techniques. We have followed the methods

adapted by the authors of these Topic Discovery papers [19] with

some changes.

Figure 9: Text pre-processing pipeline

Figure 9 illustrates the steps followed to prepare the raw data for

experiments. Below are the explanations of the process:

• Tokenization : Raw text (concatenation of several sentences)

is lower-cased and punctuation marks are removed. Then the

strings are tokenized. We have used custom SpaCy tokenizer in

order to not remove ‘hyphens’. Our experiments show that word

embedding models like fastText work better with hyphenated
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words (eg. non-standard) rather than pair of words (eg. non

standard).

• Non-ASCII Strings Removal : We remove all special characters

as well as non-English letters.

• Stop-words Removal : We have used the default stop-word list

from available with SpaCy. It has the largest (326 words) list of

stop-words in comparison with similar text processing libraries.

• Short Words Removal : We remove all words that are less than

2 characters long.

• Lemmatization : Lemmatization is the technique to convert

words to its contextually relevant base form. Hence same words

can have different lemma depending on the context they have

in a sentence. We removed redundancy by grouping different

inflected forms of words into their base form using lemmatiza-

tion.

• Re-join Tokens : Since the transformer models accept sentence

as input, in our processed datasets we keep the text input as a

single space separated string of tokens retrieved after the pre-

processing steps.

Here is a sample raw text along with the processed version.

Raw Text : Semantic parsing has been a topic of great interest to

researchers for a very long time. The drawback of these approaches

was that the systems were specific domain dependant [3]. Some

improved methods that take into consideration semantic aspects in-

stead of only syntactic information are proposed in some publica-

tions [5, 6, 7]. In recent years neural sequence-to-sequence mod-

els have been proposed to deal with semantic parsing [1,8]. These

systems have overcome the need for extensive feature engineering.

Some sophisticated ideas to improve the outcome of these models

are data augmentation [9] and transfer learning [10].
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Processed text: semantic parse topic great interest researcher

long time drawback approach system specific domain dependant im-

prove method consideration semantic aspect instead syntactic infor-

mation propose publication recent year neural sequence-to-sequence

model propose deal semantic parsing system overcome need exten-

sive feature engineering sophisticated idea improve outcome model

data augmentation transfer learning

4.4 Similarity Score Calculation

In our proposed similarity based relevance ranking and logistic

regression methods we require the similarity scores between two

terms. In our case, the first term is individual words from docu-

ments and the second term is the keyword we use to retrieve doc-

uments. The similarity score is calculated as cosine similarity be-

tween the embedding vectors of the two terms. The idea behind the

approach is that, word that are closer in the vector space are ex-

pected to be similar in meaning and have higher similarity score.

Euclidean distance metric accounts the magnitude of the vectors as

well as distance. Similarity score between two word vectors will then

depend on their length and frequency along with their orientation.

However, angular distance metrics such as cosine similarity depends

only on the orientation of the words and provides more accurate se-

mantic similarity scores between common and uncommon, frequent

and less frequent words.

• Cosine Score: It is the cosine of the angle between two vectors,

that gives the angular distance between the vectors. The for-

mula to calculate the cosine distance of two vectors, � and � is

as follows,

cos(\) = � · �
‖�‖‖�‖ =

∑=
8=1 �8�8√∑=

8=1 �
2
8

√∑=
8=1 �

2
8

(3)

Cosine is 1 at \ = 0 and −1 at \ = 180, hence for exactly same
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words the similarity score is highest and for opposite words

having opposite vectors it will be lowest.

In this thesis we use 4 different word embedding models to cal-

culate the word vectors. They are as follows:

• Pre-trained fastText model ft-en-cc [15].

• fastText model trained on some data from the ELIB repository of

DLR. We trained different embedding models on this data with

different parameter values and chose the elib_model_s_100_e_5_w_5

model, denoted as , it is on 100 dimension with a window size

of 5 and epoch 5.

• ConceptNet Numberbatch embedding model version one. Since

the model is not capable of handling out-of-vocabulary words,

we do a gradual removal of suffix characters and search for

vectors for out-of-vocabulary words until a single character is

left. The model is denoted as nb_vec henceforth.

• ConceptNet Numberbatch embedding model version two. In-

stead of gradual removal of suffix characters when out-of-vocabulary

words are encountered, we instead use ft-en-cc to get the em-

bedding vector of the out-of-vocabulary words. The model is

denoted as nb_vec_ft henceforth.

4.5 Similarity Score Based Relevance Ranking

In this section, we explain our proposed novel relevance ranking

method for term based retrieval of documents that are contextually

related to the term regardless of the existence or non-existence of

the term in the document. At its core the relevance ranking method

has a complex relevance ranking equation which returns the rank-

ing of a document corresponding to a specific term. Although, the

equation is inspired from the Okapi-BM25 ranking approach, it has
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many differing components. In the next part we have explained the

relevance ranking equation along with its different components.

'(C) =  � (C)
∑
8

� (F8, C)� (F8), (F8) (4)

Here,

• F8 indicates a specific word in a document and C indicates the

search term in consideration.

•  is an overall normalization constant which is chosen in order

to keep the maximum of '(C) at 1.

• � (F, C) is based on the embedding cosine similarity of F and C

(B8<(F, C)).

– � (F, C) is 0 for word pairs having similarity scores below a

certain threshold (this threshold is denoted as st hence-

forth), 1 for identical words and between 0 − 1 for some

semantic relevance between the words.

– We chose the following equation for � (F, C) where \ is a

threshold.

� (F, C) = @(B8<(F, C) − \2)
(1 − \)2

+ 1
@

(5)

• , (F) is a function that is related to the frequency of F in the

document.

– We use the following expression for F(F),

, (F) = G(:F + 1)
G + :F

(6)

and

G =
2>D=C8

(1 − 1F) + 1F ∗ 0F
(7)

– , (F) integrates length normalization, 1F and saturation,

:F.
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– 0F is the total number of words in document 8 divided by

the average number of words in all documents of the set.

• � (F) is a function that measures the significance of F within

the document.

– We have used the posIDfRank method proposed by Hamm

et al. to calculate these values [19].

– The method combines the following: voting based on lo-

cal word neighborhood associations; a weighting according

to the absolute position in the text; counter balancing the

influence of unspecific words by the inverse document fre-

quency.

• � (C) rewards situations where words that are semantically some-

what related to C cover a big portion of the document.

– We use the following expression for � (C),

� (C) = G(:2 + 1)
G + :2

(8)

and

G =
2>D=C8

(1 − 12) + 12 ∗ 02
(9)

– � (C) integrates length normalization, 12 and saturation, :2.

– 02 is the number of unique words in document 8 divided by

the average number of unique words in all documents of

the set.

In total there are 7 parameters (\, @, 1F, :F, 12, :2 and BC) can be

used for fitting to the labeled datasets.) in the relevance ranking

equation that can has been tuned to successfully rank the relevance

of a document against a particular term. After many experiments we

set @ = 3
4 , 1F = 0.1, :F = 2, 12 = 0.4 and :2 = 2. In subsubsection 5.2.5

we show how different values of \ and BC influence the relevance

ranking score.
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4.6 Similarity Score Based Logistic Regression

It is possible to use the similarity scores between the words in a

document and keywords as features for a regression model to predict

class probability. In our task, for each dataset, we gather similar-

ity scores each word in a document with individual keywords. We

have then processed these scores into 10 equidistant weighted his-

togram bins based on value. For the implementation of the weighted

bins, whenever a word has a similarity with the keyword within the

bin, instead of adding 1, we add the PIdfrank value of the word.

In this way, words have more impact on the count if they are im-

portant words. Normalisation is done in a way that the weighted

bin counts add up to 1 for each document. For each embedding

model we then have a single dataframe containing 10 features apart

from document key and label. For each dataset, apart from the 4

original dataframes from the 4 embedding models, we also create 4

other combinations of these dataframes by horizontally concatenat-

ing dataframes. Lastly, we apply logistic regression on the data to

predict the document class. We use a 70 − 30 train-test split for the

data. The 4 dataframes that are produced in combination of different

dataframes are as follows:

• ft_elib : ft_en_cc + elib_model_s_100_e_5_w_5

• ft_nb : ft_en_cc + nb_vec

• ft_nb_ft : ft_en_cc + nb_vec_ft

• ft_nb_elib : ft_en_cc + nb_vec + elib_model_s_100_e_5_w_5

4.7 Zero-shot Learning with Transformer based pre-

tarined NLP Models

Zero-shot learning, in the context of our task, is a classification

strategy where the task is to predict classes that had not been in-

cluded in the training. Natural Language Inference (NLI) is one of the
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possible strategies for zero-shot learning. Example: The premise ‘It

is snowing’ entails the hypothesis ‘The temperature is below 10°C’.

The premise ‘Today is the 29th of February’ contradicts the hypoth-

esis ‘It is the year 2021’. In the examples the relation between the

sentence pairs can be inferred from the context. In subsection 3.5

we have explained the core Transformer architecture and discussed

about the transformer based NLP models we use in this thesis.

The pre-trained transformer models available on the Hugging Face

library are trained with many different objectives, some of these

models can be used for downstream classification tasks. We employ

the Hugging Face classifier pipeline for this purpose. The compo-

nents of the classifier pipeline are:

• A language model (eg: bert-base-uncased) and a tokenizer.

• The text in to be classified, termed as premise. For our case

this is the content of the document.

• A list of hypothesis, possible classes for the text. We use the

list of keywords respective to each dataset as hypothesis.

• A hypothesis template, the default template is : this example is

.

• A Boolean parameter, when set it allows to compute entailment

probability score of a document for multiple possible classes.

The classifier pipeline returns the entailment probability of each

class from the hypothesis, we choose the class with the highest prob-

ability as the predicted class for the document.

subsubsection 3.5.3 contains the list of pre-trained NLP models

we use for the zero-shot learning task. Along with the pre-trained

models, we have also fine-tuned 2 other models. We have fine-tuned

the bert-base-uncased model with the help of the Trainer class from

the Hugging Face transformers module.
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• BERT-ENX : We considered 50% of the ENX data and did a

70 − 30 train-test split on it to fine-tune the bert-base-uncased

model. Later, we make a subset corresponding to the keywords

we used for ENX from the unused 50% data and use that during

testing.

• BERT-ESR : We considered 30% of the ESR data and did a

70 − 30 train-test split on it to fine-tune the bert-base-uncased

model. Similar to BERT-ENX, we make a subset corresponding

to the keywords we used for ESR from the unused 70% data

and use that during testing.

The Trainer Class requires a specially formatted NLI dataset. There-

fore, we converted the data subsets used for fine-tuning accordingly.

We set the document content as ’premise’ and convert the keywords

from single words to full sentences (eg. This is a document about

chemicals.) to be the ’hypothesis’. Lastly, for each document only its

true hypothesis is labeled as entailment and rest of the four hypoth-

esis are labeled as contradiction.

5 Experiments

5.1 Evaluation Metrics

All the documents from the three datasets are mapped to a cer-

tain keyword or in other words have pre-assigned class label. In our

different experiments, we essentially try to predict a class label for

the documents. Therefore, evaluation metrics for classification tasks

has been adapted as the evaluation metric. In this thesis, we use the

standard metrics, precision, recall and F1 score. We have also used

weighted average precision and weighted average recall to evaluate

some results. Since, some of our data sub-classes are imbalanced,

we do not use accuracy as it will not be an accurate reflection of

36



the results. Before we proceed with the explanation of the evalu-

ation metrics, we describe the confusion metrics terminology (see

Figure 10).

Figure 10: Confusion Matrix

• True Positive (TP) : For a specific class (keyword), the true label

of a document and the predicted label of the document both are

positive (1), successful prediction.

• True Negative (TN) : For a specific class (keyword), the true label

of a document and the predicted label of the document both are

negative (0), successful prediction.

• False Positive (FP) : For a specific class (keyword), the true label

of a document is negative (0) but the predicted label is positive

(1), false prediction.

• False Negative (FN) : For a specific class (keyword), the true

label of a document is positive (1) but the predicted class is

negative (0), false prediction.

We can now define our evaluation metrics using these terminolo-

gies.

• Precision : For a specific keyword, it is the ratio between cor-

rectly predicted observations and all predicted observations.

%A428B8>= =
)%

)% + �% (10)
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• Recall : For a specific keyword, recall calculates the ratio be-

tween correctly predicted observations and all true observa-

tions. Recall is also known as sensitivity.

'420;; =
)%

)% + �# (11)

• F1 Score : It is a combination (harmonic mean) of Precision

and Recall that takes into account both false positive and false

negative. F1 Score is a good metric for imbalanced classes.

�1_(2>A4 =
2 ∗ (%A428B8>= ∗ '420;;)
%A428B8>= + '420;; (12)

• Weighted Average Precision : In our experiments we have

used a set of keywords, we compile results using only one of

these keywords at a time. We can evaluate that result using

standard Precision and Recall. However, we also try to assess

the quality of the accumulated results on all keywords. The

Weighted Average Precision is the method we use to achieve

that. At first precision is calculated for each query separately

then we calculate the weighted average, weights are propor-

tional to the total number of documents related to the queries

being used.

%A428B8>=F0 =

∑
@ �@ ∗ %@∑

@ �@

(13)

Here, �@ is the number of documents mapped to query @ and

%3 is the Precision calculated for query @.

• Weighted Average Recall : We calculate Weighted Average Re-

call in a similar manner as Weighted Average Precision. At first

recall is calculated for each query separately then we calcu-

late the weighted average, weights are proportional to the total

number of documents related to the queries being used.

'420;;F0 =

∑
@ �@ ∗ '@∑

@ �@

(14)
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Here, �@ is the number of documents mapped to query @ and

'3 is the Recall calculated for query @.

•

Weighted Average F1 Score : We calculate the weighted average

F1 score with the same formula as standard F1 score with weighted

average precision and recall values.

�1_(2>A4F0 =
2 ∗ (%A428B8>=F0 ∗ '420;;F0)
%A428B8>=F0 + '420;;F0

(15)

5.2 Model Setup and Results

For our experiments, we chose 3 sets of 5 keywords correspond-

ing to each of our datasets. These are the queries we use to evaluate

our models along with the benchmarks. Table 1 shows the list of

keywords used for each dataset.

Table 1: List of keywords for each dataset.

Dataset q1 q2 q3 q4 q5

ENX biomedical combustion computer aerospace chemical

ESR deep question computer information crypto-

learning answering vision geometry graphy

ENV energy biodiversity soil agriculture chemicals

In the following subsections we discuss the approach and results

of the different experiments that have been conducted.

5.2.1 Keyword Search

Keyword search refers to explicitly looking for a keyword in a set

of documents. A certain document or text is retrieved only if the

query term exists in the document. Keyword search in our experi-

ment has been implemented by simply using Python’s ‘in’ command.
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We calculate precision, recall and f1-score on each individual key-

words and use the values to subsequently calculate the weighted

average precision, recall and f1-score.

Table 2: Keyword Search Evaluation

Dataset precisionwa recallwa f1-scorewa

ENX 0.73 0.14 0.23

ESR 0.96 0.68 0.79

ENV 0.72 0.59 0.65

Table 2 contains the Weighted Average Precision and Weighted

Average Recall. We can observe that the recall score is much lower

compared to precision score, this is due to the fact that with keyword

search we only extracted documents that contained the keywords.

However, there were other relevant documents in the corpus that

do not explicitly contain the keyword but is contextually associated

with it. Hence, we can draw the conclusion that in order to retrieve

documents that are contextually associated to the keyword but do

not contain the keyword explicitly explicit keyword search is not very

useful.

5.2.2 Okapi-BM25

We have explained in subsection 3.3 the principles behind the

Okapi-BM25 algorithm. It is an important benchmark in relevance

ranking tasks related to academic and commercial research. Hence,

we have produced relevance ranking results using the Okapi BM25

in order to be able to compare the results of our approaches with an

established method. Similar to the Keyword Search approach, we

chose the same 3 sets of keywords corresponding to our datasets

(Table 1). For each keyword, after applying BM25, we get a de-

scending ordered list of scores corresponding to the documents. For
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each keyword, we then consider the first (N+5) (N being the actual

number of documents corresponding to the keyword in the dataset)

documents as a match for the keyword. Afterwards, we compare

the predicted list of documents with actual list of documents using

standard precision and recall as well as weighted average precision

and recall to analyze the outcome. The relevance ranking algorithm

has been implemented using the Python library rank_bm25 which

has the okapi-bm25 version of the BM25 algorithms along with some

other variations of BM25 [6].

Table 3: Okapi BM25 Search Evaluation (Weighted Average Precision

and Recall)

Dataset precisionwa recallwa f1-scorewa

ENX 0.30 0.33 0.32

ESR 0.81 0.92 0.86

ENV 0.55 0.58 0.56

Table 3 shows the weighted average precision, recall and f1-score

values on all datasets. Here we can see that these evaluation scores

on ESR dataset is comparatively better than it is on ENX and ENV

dataset. Previously in the keyword search approach(Table 2), we ob-

served that the precision score for ESR dataset is much higher com-

pared to the other datasets. A closer look into the dataset content

shows us that ESR dataset tends to contain many direct instances

of the keywords in the searchtext which is not the case for ENX and

ENV dataset. At the same time, the documents of ESR dataset do

not have overlapping contextual similarities amongst them. Since

the documents in ENX dataset match contextually to the keywords

and in most cases do not actually contain the keyword itself, it is

not possible to efficiently retrieve documents from such a corpus

using Okapi-BM25. Another reason for the ESR scores being high

is, BM25 searches documents individually for each sub-word of a
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multi-word query (eg. deep learning) and combines the separate

results for the final rank, making it easier for BM25 to identify doc-

uments that contain both sub-words together or separately (possibly

out of context).

5.2.3 Dense Passage Retrieval

In subsection 3.6 we briefly explained the motivation and archi-

tecture of the dense passage retrieval method. The approach was

proposed for open domain question answering. Therefore, logically it

can be used for document retrieval in the sense that, we can think of

our unlabeled document corpus as the data source and our queries

as the questions and retrieve texts that are relevant using DPR. We

directly use the Haystack [21] implementation of DPR for our project.

For each dataset we first create the document FAISS store and from

there we get a resulting list counting retrieved texts in descending

order of relevance. For each query (@8), we choose the first # + 5 doc-

uments (# being the number of documents actually corresponding

to query 8) as the predicted documents matching (@8) by DPR. Later,

we use our evaluation metrics to analyze the results.

Table 4: Dense Passage Retrieval Evaluation

Dataset precisionwa recallwa f1-scorewa

ENX 0.47 0.50 0.49

ESR 0.55 0.62 0.59

ENV 0.56 0.59 0.57

In Table 4 we can observe that for ENX dataset we get signifi-

cantly improved results using DPR. The score for ENV dataset also

has some improvements. However, for ESR dataset the results de-

preciate. As explained before, BM25 algorithm treats muti-word

query (eg. deep-learning) as separate words and culminates those
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scores while ranking documents whereas DPR treats such queries

as a single term.

5.2.4 Zero-shot Learning with Transformer based pre-trained

NLP Models

In subsection 4.7 we have described the zero-shot learning method

along with the pre-trained (subsection 3.5) and fine-tuned NLP mod-

els we are using. In this section we present the evaluation results

we retrieved using the zero-shot learning approach. Along with the

pre-trained models, we have also fine-tuned the BERT (bert-base-

uncased) with ENX and ESR dataset.

During our initial experiments we observed that the hypothesis

template criterion in the zero-shot classifier pipeline influences the

results. Therefore, we ran small tests to evaluate the effects of dif-

ferent hypothesis template options for the classifier. The default

hypothesis template is This example is {}., where the {} is replaced

by the hypothesis, in our case keywords. We present our findings

regarding this analysis in this section. We have used 8 different

hypothesis templates in combination with two different transformer

models (pre-trained BART and fine-tuned BERT_ESR). We conduct

this experiment on the following two datasets, ENX and ENV.
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Table 5: Template Evaluation - ENX - BART

template pwa rwa f1-swa

This is a document about {}. 0.78 0.77 0.78

This text is about {}. 0.78 0.76 0.77

This is a text about {}. 0.77 0.75 0.76

This text contains {}. 0.77 0.75 0.76

This topic is {}. 0.77 0.74 0.76

This is an example of {}. 0.75 0.72 0.74

This example is {}. 0.73 0.7 0.72

{}. 0.69 0.69 0.69

Table 6: Template Evaluation - ENX - BERT-ESR

template pwa rwa f1-swa

This is an example of {}. 0.7 0.51 0.59

This is a document about {}. 0.69 0.56 0.62

This is a text about {}. 0.69 0.61 0.65

This text contains {}. 0.68 0.51 0.58

This text is about {}. 0.67 0.6 0.63

This topic is {}. 0.67 0.53 0.59

{}. 0.65 0.46 0.54

This example is {}. 0.6 0.51 0.55
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Table 7: Template Evaluation - ENV - BART

template pwa rwa f1-swa

This is a document about {}. 0.86 0.86 0.86

This is a text about {}. 0.86 0.85 0.85

This text is about {}. 0.86 0.85 0.86

This topic is {}. 0.85 0.84 0.84

This example is {}. 0.83 0.81 0.82

This text contains {}. 0.83 0.81 0.82

This is an example of {}. 0.79 0.79 0.79

{}. 0.67 0.65 0.66

Table 8: Template Evaluation - ENV - BERT-ESR

template pwa rwa f1-swa

This text is about {}. 0.8 0.7 0.75

This is an example of {}. 0.79 0.73 0.76

This is a document about {}. 0.79 0.73 0.76

This is a text about {}. 0.79 0.72 0.75

This topic is {}. 0.79 0.71 0.75

This text contains {}. 0.76 0.7 0.73

This example is {}. 0.74 0.66 0.7

{}. 0.72 0.6 0.66

In tables (Table 5, Table 6, Table 7, Table 8) the template, {}. indi-

cates that no template was used. In the tables we can clearly observe

that changes in sentence pattern and words have significant effects
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on the results. Almost in all cases, the other hypothesis templates

have better scores than the default template (This example is {}.). Al-

though, different words (i.e. document, example, topic etc.) meaning

same context have different results, sentences made with different

combinations of same words have quite similar results. Such as,

the templates This is a text about {}. and This text is about {}.. After

carefully observing the results, we can conclude that amongst these

examples the following three, This is a text about {}., This is a docu-

ment about {}. and This text is about {}. consistently do better than

other examples. An aspect of the example sentences is, we began

structuring new sentences from the default sentence by first chang-

ing the structure then the words. Therefore we can only conclude

that our example sentences work better than the default hypothesis

template (This example is {}.), there may exist other sentences that

could work better than our top examples.

In our subsequent experiments we work with the following two

hypothesis templates: This is a text about {}. and This is a document

about {}. . For all the pre-trained transformer models we use the

same subsets of our dataset as the previous experiments.

From the evaluation results (Table 9, Table 10, Table 11) it is

evident that zero-shot classification does significantly better than

the other approaches described so far on keyword based informa-

tion retrieval task. Although the pre-trained classifiers were trained

on shorter sentences, they do very well with longer texts as well.

Amongst the classifiers, the BART model has notably higher scores

compared to the other models across all three datasets in general.

One important aspect we can observe from these scores is that, even

the models fine-tuned on the same dataset distribution do not do

better than the available pre-trained models. Which implies that we

can achieve good results by applying pre-trained transformer based

zero-shot learning without explicit fine-tuning. We can also notice

here that amongst the two hypothesis templates, the template This
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is a document about {}. is consistently better than This is a text about

{}. which is on par with our findings from the hypothesis template

study.

Table 9: Zero Shot Classification - ENX

model template pwa rwa f1-swa

BART This is a document about {}. 0.78 0.77 0.78

BART This is a text about {}. 0.77 0.75 0.76

BART-Yahoo This is a text about {}. 0.77 0.76 0.76

BART-Yahoo This is a document about {}. 0.76 0.76 0.76

RoBERTa This is a document about {}. 0.74 0.73 0.73

BERT This is a document about {}. 0.73 0.56 0.64

RoBERTa This is a text about {}. 0.73 0.73 0.73

BERT-ENX This is a document about {}. 0.7 0.57 0.63

BERT-ENX This is a text about {}. 0.69 0.62 0.65

BERT-ESR This is a document about {}. 0.69 0.56 0.62

BERT-ESR This is a text about {}. 0.69 0.61 0.65

BERT This is a text about {}. 0.63 0.5 0.56

DistilBART This is a document about {}. 0.56 0.48 0.52

DistilBART This is a text about {}. 0.51 0.44 0.47

SqueezeBERT This is a text about {}. 0.42 0.29 0.35

SqueezeBERT This is a document about {}. 0.41 0.31 0.35

DeBERTa This is a document about {}. 0.21 0.22 0.21

DeBERTa This is a text about {}. 0.16 0.1 0.12
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Table 10: Zero Shot Classification - ESR

model template pwa rwa f1-swa

BERT This is a document about {}. 0.96 0.95 0.95

BERT-ENX This is a document about {}. 0.95 0.95 0.95

BERT-ENX This is a text about {}. 0.95 0.95 0.95

BERT-ESR This is a document about {}. 0.95 0.95 0.95

BERT-ESR This is a text about {}. 0.95 0.95 0.95

BART This is a text about {}. 0.91 0.89 0.9

BART This is a document about {}. 0.9 0.9 0.9

RoBERTa This is a document about {}. 0.89 0.87 0.88

BERT This is a text about {}. 0.88 0.88 0.88

RoBERTa This is a text about {}. 0.87 0.85 0.86

BART-Yahoo This is a document about {}. 0.81 0.71 0.76

BART-Yahoo This is a text about {}. 0.8 0.7 0.75

SqueezeBERT This is a document about {}. 0.76 0.24 0.37

SqueezeBERT This is a text about {}. 0.71 0.25 0.37

DeBERTa This is a text about {}. 0.43 0.36 0.39

DeBERTa This is a document about {}. 0.22 0.16 0.19

DistilBART This is a document about {}. 0.14 0.09 0.11

DistilBART This is a text about {}. 0.11 0.07 0.09
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Table 11: Zero Shot Classification - ENV

model template pwa rwa f1-swa

BART-Yahoo This is a document about {}. 0.87 0.86 0.86

BART This is a document about {}. 0.86 0.86 0.86

BART This is a text about {}. 0.86 0.85 0.85

BART-Yahoo This is a text about {}. 0.86 0.84 0.85

RoBERTa This is a document about {}. 0.83 0.77 0.8

RoBERTa This is a text about {}. 0.83 0.76 0.79

BERT-ENX This is a document about {}. 0.79 0.74 0.76

BERT-ESR This is a document about {}. 0.79 0.73 0.76

BERT-ESR This is a text about {}. 0.79 0.72 0.75

BERT This is a document about {}. 0.79 0.74 0.76

BERT-ENX This is a text about {}. 0.78 0.72 0.75

BERT This is a text about {}. 0.78 0.7 0.74

SqueezeBERT This is a text about {}. 0.68 0.39 0.49

SqueezeBERT This is a document about {}. 0.65 0.37 0.48

DistilBART This is a document about {}. 0.54 0.44 0.48

DistilBART This is a text about {}. 0.52 0.45 0.48

DeBERTa This is a text about {}. 0.21 0.17 0.19

DeBERTa This is a document about {}. 0.05 0.08 0.06

5.2.5 Similarity Score Based Relevance Ranking

In section subsection 4.5, the components of the following rank-

ing equation for our relevance ranking method has been explained

in details.
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'(C) =  � (C)
∑
8

� (F8, C)� (F8), (F8) (16)

In this section we observe the effect of different values of \ and

and the similarity threshold BC. B8<(F, C) plays an important role as

by restricting it with a threshold (BC), we can reduce the number of

words we are considering in a document. Hence, only the words with

a value above the threshold are the ones considered in calculation.

At the same time we also observe how different word embedding

models affect (sim) values. A total of 18 combinations of \ (0,0.1,0.5)

and similarity thresholds (BC) (0.25,0.3,0.35,0.4,0.5,0.6) have been

used here.

For each term, C in a dataset, we retrieve a descending ordered

list containing document ID and corresponding rank values. From

that list we consider the first (# + 3) (# being the number of true

positives for @ in that corpus) to be the documents predicted by the

relevance ranking equation that correspond to C. Then we match the

list of true positives with the list of predicted positives to gather the

evaluation score.

We have used four different embedding models to acquire the co-

sine similarity values between keywords and individual words from

searchtext. These four models are the pre-trained fastText model

(ft_en_cc), fastText model trained on ELIB dataset (elib_model_s_100

_e_5_w_5), ConceptNet NumberBatch (nb_vec) and ConceptNet Num-

berBatch combined with ft_en_cc (nb_vec_ft). The acquisition, model

descriptions and usage of these models for cosine similarity score

calculation have been discussed in subsection 4.4.
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5.2.5.1 Relevance Ranking - ENX Dataset The ENX keywords

from Table 1 and corresponding subset of ENX corpus has been

used here as well with pre-processing. Table 4 shows the evaluation

results where, st_\ is the parameter dictating the different similarity

threshold (st ) and \ values. Figure 11 shows the visualisation of the

evaluation scores.
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Table 12: Relevance Ranking Evaluation - ENX

(a) ft_en_cc

st_\ pwa rwa f1-swa

0.25_0.1 0.47 0.49 0.48

0.25_0.5 0.46 0.47 0.46

0.25_0 0.47 0.49 0.48

0.3_0.1 0.5 0.52 0.51
0.3_0.5 0.48 0.49 0.48

0.3_0 0.49 0.51 0.5

0.35_0.1 0.5 0.52 0.51
0.35_0.5 0.49 0.51 0.5

0.35_0 0.5 0.52 0.51
0.4_0.1 0.47 0.48 0.48

0.4_0.5 0.47 0.49 0.48

0.4_0 0.47 0.48 0.48

0.5_0.1 0.56 0.35 0.43

0.5_0.5 0.55 0.34 0.42

0.5_0 0.56 0.35 0.43

0.6_0.1 0.67 0.16 0.26

0.6_0.5 0.67 0.16 0.26

0.6_0 0.67 0.16 0.26

(b) elib_model_s_100_e_5_w_5

st_\ pwa rwa f1-swa

0.25_0.1 0.36 0.37 0.37

0.25_0.5 0.34 0.35 0.34

0.25_0 0.36 0.37 0.37

0.3_0.1 0.37 0.39 0.38

0.3_0.5 0.37 0.38 0.37

0.3_0 0.37 0.38 0.38

0.35_0.1 0.4 0.41 0.41

0.35_0.5 0.39 0.41 0.4

0.35_0 0.4 0.41 0.4

0.4_0.1 0.41 0.42 0.41

0.4_0.5 0.41 0.42 0.42

0.4_0 0.41 0.43 0.42

0.5_0.1 0.44 0.46 0.45

0.5_0.5 0.44 0.46 0.45

0.5_0 0.44 0.46 0.45

0.6_0.1 0.45 0.45 0.45

0.6_0.5 0.45 0.46 0.46
0.6_0 0.45 0.45 0.45

(c) nb_vec

st_\ pwa rwa f1-swa

0.25_0.1 0.51 0.53 0.52
0.25_0.5 0.5 0.52 0.51

0.25_0 0.51 0.53 0.52
0.3_0.1 0.51 0.53 0.52
0.3_0.5 0.5 0.52 0.51

0.3_0 0.51 0.53 0.52
0.35_0.1 0.49 0.51 0.5

0.35_0.5 0.49 0.51 0.5

0.35_0 0.49 0.51 0.5

0.4_0.1 0.48 0.5 0.49

0.4_0.5 0.48 0.5 0.49

0.4_0 0.48 0.5 0.49

0.5_0.1 0.58 0.31 0.41

0.5_0.5 0.58 0.32 0.41

0.5_0 0.58 0.31 0.41

0.6_0.1 0.71 0.18 0.29

0.6_0.5 0.71 0.18 0.29

0.6_0 0.71 0.18 0.29

(d) nb_vec_ft

st_\ pwa rwa f1-swa

0.25_0.1 0.51 0.53 0.52
0.25_0.5 0.5 0.52 0.51

0.25_0 0.51 0.53 0.52
0.3_0.1 0.51 0.53 0.52
0.3_0.5 0.51 0.53 0.52
0.3_0 0.51 0.53 0.52

0.35_0.1 0.49 0.51 0.5

0.35_0.5 0.49 0.51 0.5

0.35_0 0.5 0.52 0.51

0.4_0.1 0.48 0.5 0.49

0.4_0.5 0.48 0.5 0.49

0.4_0 0.48 0.5 0.49

0.5_0.1 0.59 0.31 0.41

0.5_0.5 0.59 0.31 0.41

0.5_0 0.59 0.31 0.41

0.6_0.1 0.73 0.18 0.29

0.6_0.5 0.73 0.18 0.29

0.6_0 0.73 0.18 0.29
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(a) ft_en_cc

(b) elib_model_s_100_e_5_w_5

(c) nb_vec
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(d) nb_vec_ft

Figure 11: Relevance Ranking Results Visualisation - ENX

5.2.5.2 Relevance Ranking - ESR Dataset The ESR keywords

from Table 1 and corresponding subset of the ESR corpus has been

used with pre-processing. Table 5 shows the evaluation results and

Figure 12 shows the visualisation of the evaluation scores.
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Table 13: Relevance Ranking Evaluation - ESR

(a) ft_en_cc

st_\ pwa rwa f1-swa

0.25_0.1 0.53 0.57 0.55

0.25_0.5 0.5 0.54 0.52

0.25_0 0.53 0.57 0.55

0.3_0.1 0.57 0.62 0.6

0.3_0.5 0.58 0.62 0.6

0.3_0 0.56 0.61 0.59

0.35_0.1 0.64 0.7 0.67

0.35_0.5 0.68 0.73 0.7

0.35_0 0.64 0.69 0.66

0.4_0.1 0.64 0.64 0.64

0.4_0.5 0.65 0.66 0.66

0.4_0 0.64 0.64 0.64

0.5_0.1 0.83 0.65 0.73
0.5_0.5 0.83 0.65 0.73
0.5_0 0.82 0.64 0.72

0.6_0.1 0.82 0.64 0.72

0.6_0.5 0.83 0.64 0.72

0.6_0 0.82 0.64 0.72

(b) elib_model_s_100_e_5_w_5

st_\ pwa rwa f1-swa

0.25_0.1 0.34 0.36 0.35

0.25_0.5 0.32 0.34 0.33

0.25_0 0.32 0.34 0.33

0.3_0.1 0.35 0.38 0.37

0.3_0.5 0.35 0.38 0.37

0.3_0 0.34 0.36 0.35

0.35_0.1 0.36 0.39 0.38

0.35_0.5 0.41 0.44 0.43

0.35_0 0.35 0.38 0.37

0.4_0.1 0.4 0.43 0.41

0.4_0.5 0.45 0.49 0.47

0.4_0 0.38 0.41 0.4

0.5_0.1 0.5 0.54 0.52

0.5_0.5 0.56 0.6 0.58

0.5_0 0.48 0.52 0.5

0.6_0.1 0.62 0.66 0.64

0.6_0.5 0.68 0.74 0.71
0.6_0 0.61 0.66 0.64

(c) nb_vec

st_\ pwa rwa f1-swa

0.25_0.1 0.65 0.7 0.67

0.25_0.5 0.61 0.65 0.63

0.25_0 0.63 0.68 0.65

0.3_0.1 0.71 0.77 0.74

0.3_0.5 0.72 0.77 0.74

0.3_0 0.71 0.76 0.73

0.35_0.1 0.74 0.79 0.76

0.35_0.5 0.74 0.8 0.77

0.35_0 0.73 0.79 0.76

0.4_0.1 0.75 0.81 0.78

0.4_0.5 0.75 0.81 0.78

0.4_0 0.75 0.8 0.77

0.5_0.1 0.75 0.8 0.77

0.5_0.5 0.75 0.81 0.78

0.5_0 0.75 0.8 0.77

0.6_0.1 0.78 0.82 0.8
0.6_0.5 0.78 0.82 0.8
0.6_0 0.78 0.82 0.8

(d) nb_vec_ft

st_\ pwa rwa f1-swa

0.25_0.1 0.53 0.57 0.55

0.25_0.5 0.51 0.55 0.53

0.25_0 0.52 0.56 0.54

0.3_0.1 0.58 0.63 0.61

0.3_0.5 0.58 0.63 0.61

0.3_0 0.58 0.62 0.6

0.35_0.1 0.64 0.7 0.67

0.35_0.5 0.68 0.74 0.71

0.35_0 0.64 0.69 0.66

0.4_0.1 0.63 0.64 0.64

0.4_0.5 0.65 0.66 0.66

0.4_0 0.63 0.64 0.64

0.5_0.1 0.8 0.64 0.72

0.5_0.5 0.81 0.65 0.73
0.5_0 0.8 0.64 0.71

0.6_0.1 0.82 0.64 0.72

0.6_0.5 0.83 0.64 0.72

0.6_0 0.82 0.64 0.72
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(a) ft_en_cc

(b) elib_model_s_100_e_5_w_5

(c) nb_vec
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(d) nb_vec_ft

Figure 12: Relevance Ranking Results Visualisation - ESR

5.2.5.3 Relevance Ranking - ENV Dataset The ENV keywords

from Table 1 and corresponding subset of the ENV corpus has been

used with pre-processing. Table 6 shows the evaluation results and

Figure 13 shows the visualisation of the evaluation scores.
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Table 14: Relevance Ranking Evaluation - ENV

(a) ft_en_cc

st_\ pwa rwa f1-swa

0.25_0.1 0.55 0.56 0.55

0.25_0.5 0.49 0.51 0.5

0.25_0 0.55 0.56 0.55

0.3_0.1 0.58 0.6 0.59

0.3_0.5 0.57 0.58 0.57

0.3_0 0.58 0.6 0.59

0.35_0.1 0.62 0.63 0.62

0.35_0.5 0.61 0.63 0.62

0.35_0 0.62 0.63 0.62

0.4_0.1 0.64 0.66 0.65

0.4_0.5 0.65 0.67 0.66

0.4_0 0.64 0.66 0.65

0.5_0.1 0.66 0.68 0.67

0.5_0.5 0.66 0.68 0.67

0.5_0 0.66 0.68 0.67

0.6_0.1 0.74 0.68 0.71
0.6_0.5 0.73 0.68 0.71
0.6_0 0.74 0.68 0.71

(b) elib_model_s_100_e_5_w_5

st_\ pwa rwa f1-swa

0.25_0.1 0.4 0.41 0.41

0.25_0.5 0.37 0.38 0.37

0.25_0 0.41 0.42 0.41

0.3_0.1 0.43 0.44 0.43

0.3_0.5 0.41 0.42 0.42

0.3_0 0.43 0.44 0.43

0.35_0.1 0.46 0.47 0.47

0.35_0.5 0.46 0.47 0.47

0.35_0 0.46 0.47 0.46

0.4_0.1 0.49 0.5 0.49

0.4_0.5 0.51 0.52 0.51

0.4_0 0.48 0.49 0.49

0.5_0.1 0.51 0.52 0.51

0.5_0.5 0.52 0.54 0.53

0.5_0 0.51 0.52 0.51

0.6_0.1 0.58 0.57 0.58
0.6_0.5 0.59 0.58 0.58
0.6_0 0.58 0.57 0.57

(c) nb_vec

st_\ pwa rwa f1-swa

0.25_0.1 0.6 0.62 0.61

0.25_0.5 0.57 0.59 0.58

0.25_0 0.6 0.62 0.61

0.3_0.1 0.64 0.66 0.65

0.3_0.5 0.63 0.65 0.64

0.3_0 0.64 0.65 0.64

0.35_0.1 0.66 0.68 0.67

0.35_0.5 0.66 0.68 0.67

0.35_0 0.65 0.67 0.66

0.4_0.1 0.66 0.68 0.67

0.4_0.5 0.67 0.69 0.68

0.4_0 0.66 0.68 0.67

0.5_0.1 0.68 0.68 0.68

0.5_0.5 0.69 0.69 0.69
0.5_0 0.68 0.69 0.68

0.6_0.1 0.72 0.64 0.68

0.6_0.5 0.72 0.64 0.68

0.6_0 0.72 0.64 0.68

(d) nb_vec_ft

st_\ pwa rwa f1-swa

0.25_0.1 0.61 0.62 0.61

0.25_0.5 0.57 0.59 0.58

0.25_0 0.6 0.62 0.61

0.3_0.1 0.64 0.66 0.65

0.3_0.5 0.63 0.65 0.64

0.3_0 0.64 0.66 0.65

0.35_0.1 0.66 0.68 0.67

0.35_0.5 0.65 0.67 0.66

0.35_0 0.66 0.68 0.67

0.4_0.1 0.66 0.68 0.67

0.4_0.5 0.68 0.7 0.69
0.4_0 0.66 0.68 0.67

0.5_0.1 0.68 0.68 0.68

0.5_0.5 0.69 0.69 0.69
0.5_0 0.68 0.69 0.68

0.6_0.1 0.72 0.64 0.68

0.6_0.5 0.72 0.64 0.68

0.6_0 0.72 0.64 0.68
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(a) ft_en_cc

(b) elib_model_s_100_e_5_w_5

(c) nb_vec
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(d) nb_vec_ft

Figure 13: Relevance Ranking Results Visualisation - ENV

In the figures (Figure 11, Figure 12, Figure 13) we can observe

that after a certain value of similarity threshold, if we keep increas-

ing it although weighted average precision (pwa) increases but weighted

average recall (rwa) and weighted average f1-score (f1-swa) starts to

decrease which is not desirable. However, this tendency also reflects

that with increasing similarity threshold, the precision increases but

recall decreases and relevance ranking starts to behave somewhat

like the keyword search approach. For the case of Enx dataset, the

optimal value of the evaluation metrics can be between 0.35 − 0.5.

Similarly, for ESR and ENV dataset, we can choose a value between

0.5−0.6. From the tables ( Table 12, Table 13, Table 14) it is evident

that the value of \ does not have much contribution to the evaluation

scores rather the similarity thresholds (BC) have the major contribu-

tion to the final evaluation scores. Another observation is that the

fastText model trained on ELIB dataset (elib_model_s_100_e_5_w_5)

does not do well compared to the other three embedding models.

The evaluation results of ENX and ENV dataset has a significant im-

provement over Keyword Search (Table 2 and Okapi BM25 Search

(Table 3 especially for weighted average recall (rwa) and weighted av-
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erage f1-score (f1-swa). However, for the case of ESR dataset, it al-

ready had very good scores with Okapi BM25 (Table 3). We do not

observe improvement using relevance ranking on this dataset.

5.2.6 Similarity Score Based Logistic Regression

In subsection 4.6 we have described the motivation and strategy

behind using word embedding in combination with logistic regres-

sion for document retrieval.

We use the same keywords and corpus subsets for all 3 datasets

as the previous experiments. In the tables (Table 15, Table 16,

Table 17) we can observe that the evaluation scores on ENX and

ENV datasets show improvement over keyword search (Table 2) and

Okapi BM25 search (Table 3). ESR dataset does not have improve-

ment over Okapi BM25 search (Table 3) but it has better scores here

than relevance ranking (Table 13). Amongst the different embedding

models, the combination of ft_en_cc, nb_vec and elib_model_s_100_e

_5_w_5 has better recall and precision scores whereas ft_en_cc has

better precision scores. If we look at the keyword based evaluation

graphs (Figure 15, Figure 17, Figure 19), there is no observable pat-

tern to analyze which embedding models is better for a dataset as

different keywords score better on different embeddings.

5.2.6.1 Logistic Regression - ENX Dataset Similarity Score base

Logistic Regression on ENX dataset.
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Table 15: Document Retrieval Evaluation - ENX

embedding pwa rwa f1-swa

ft 0.66 0.3 0.42

elib 0.64 0.32 0.42

ft_elib 0.64 0.35 0.45

ft_nb_ft 0.64 0.34 0.44

nb_ft 0.63 0.34 0.44

ft_nb 0.63 0.38 0.48

nb 0.61 0.37 0.46

ft_nb_elib 0.61 0.4 0.48

Figure 14: Logistic Regression Scores Visualisation (weighted) - ENX
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(a) Precision

(b) Recall

(c) f1_score

Figure 15: Logistic Regression Scores Visualisation - ENX
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5.2.6.2 Logistic Regression - ESR Dataset Similarity Score base

Logistic Regression on ESR dataset.

Table 16: Logistic Regression Evaluation - ESR

embedding pwa rwa f1-swa

ft 0.91 0.64 0.75

nb_ft 0.91 0.63 0.75

elib 0.9 0.74 0.81

nb 0.9 0.76 0.82

ft_nb_ft 0.89 0.64 0.74

ft_nb 0.87 0.77 0.82

ft_elib 0.85 0.74 0.79

ft_nb_elib 0.78 0.78 0.78

Figure 16: Logistic Regression Scores Visualisation (weighted) - ESR
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(a) Precision

(b) Recall

(c) f1_score

Figure 17: Logistic Regression Scores Visualisation - ESR
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5.2.6.3 Logistic Regression - ENV Dataset Similarity Score base

Logistic Regression on ENV dataset.

Table 17: Logistic Regression Evaluation - ENV

embedding pwa rwa f1-swa

ft 0.71 0.41 0.52

nb 0.71 0.43 0.54

nb_ft 0.71 0.45 0.55

ft_elib 0.71 0.43 0.54

elib 0.7 0.31 0.43

ft_nb_ft 0.7 0.47 0.56

ft_nb_elib 0.7 0.45 0.55

ft_nb 0.69 0.46 0.56

Figure 18: Logistic Regression Scores Visualisation (weighted) - ENV
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(a) Precision

(b) Recall

(c) f1_score

Figure 19: Logistic Regression Scores Visualisation - ENV
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6 Discussion

In this section we briefly present our best results from the dif-

ferent document retrieval approaches we have presented so far. Ta-

ble 18 contains results from the Keyword Search (Table 2), Okapi-

BM25 (Table 3) and Dense Passage Retrieval (DPR) (Table 4) in

the first three rows respectively. The last three rows contain the

best models we have selected from the following three document

retrieval methods proposed by us in this thesis, Zero-shot Learn-

ing with Transformer based pre-trained NLP Models, Similarity

Score Based Relevance Ranking and Similarity Score Based Lo-

gistic Regression respectively. It is to be noted that from the many

different variations of models we have experimented with in our pro-

posed approaches, the model that performs relatively well on all

three datasets has been picked as the most optimal model for its

respective approach.

From the the Zero-shot Learning with Transformer based pre-

trained NLP Models approach, we have chosen the BART pre-trained

model as the most suitable transformer based pre-trained NLP model

for document retrieval task. Amongst all the pre-trained NLP mod-

els, the BART model generally performs well on all three datasets

(subsubsection 5.2.4). Between the two hypothesis templates we

have experimented with, This is a document about works better than

This is a text about for the BART model. In the Similarity Score

Based Relevance Ranking method, the nb_vec model has compar-

atively good scores on all three datasets. There are other models

that work particularly well on a specific dataset. However, in real

world the data distribution will be unknown and we need a model

that works well on different data distributions. Hence, nb_vec has

been selected as the best embedding model for relevance ranking

based document retrieval. Furthermore, from the tables presented

in subsubsection 5.2.5, we can observe that the optimal similarity
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threshold (st) for the nb_vec is 0.4 across all datasets.

Finally, from the Similarity Score Based Logistic Regression

experiment, the combined dataframe ft_nb from the similarity scores

of ft_en_ and nb_vec embedding models performs good on all datasets.

Table 18: Summary of Results on all Datasets

ENX ESR ENV

method pwa rwa fwa pwa rwa fwa pwa rwa fwa

Keyword
0.73 0.14 0.23 0.96 0.68 0.79 0.72 0.59 0.65

Search

Okapi
0.3 0.33 0.32 0.81 0.92 0.86 0.55 0.58 0.56

-BM25

DPR 0.47 0.5 0.49 0.54 0.61 0.58 0.56 0.59 0.57

Transformer

0.78 0.77 0.78 0.9 0.9 0.9 0.86 0.86 0.86

Models

BART

(This is a docu

-ment about)

Relevance

0.48 0.5 0.49 0.75 0.81 0.78 0.67 0.69 0.68
Ranking

nb_vec

(st = 0.4)

Logistic

0.63 0.38 0.48 0.87 0.77 0.82 0.69 0.46 0.56Regression

ft_nb

Both of our similarity score based approaches perform better on

all three datasets as a whole compared to the baseline approaches

(keyword search, Okapi-Bm25 and DPR). Looking at the recall scores
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of these two methods, we can observe that the Similarity Score

Based Relevance Ranking method has better performance than the

Similarity Score Based Logistic Regression.

From Table 18 we can see that the textbfZero-shot Learning with

Transformer based pre-trained NLP Models approach for document

retrieval has best scores compared to all other methods. However,

the computation time needed to classify each document in a dataset

after loading a transformer based NLP model is approximately 22.5

minutes (experimented on ENX dataset with 5 keywords as hypothe-

sis on a setup with - Intel(R) Core(TM) i7-8850H CPU at 2.60GHz and

32GB RAM capacity). This value increases proportionately with the

length of documents and the number of classes being considered.

On the other hand, after loading the vectors, the computational

time required to calculate the similarity score of each word in a doc-

ument against all 5 keywords is only approximately 8.8 seconds

with same technical setup. This makes our Similarity Score Based

Relevance Ranking approach more useful compared to Zero-shot

Learning with Transformer based pre-trained NLP Models for sit-

uations where a huge number of documents have to be processed

and a quick response is expected .

7 Conclusion and Future Work

The objective of this thesis was to enhance keyword based doc-

ument retrieval models. We conclude our experiments with three

different proposed approaches for document retrieval, all of which

perform better than the classical document retrieval methods we

have considered as baseline. Amongst our proposed model the best

performance is observed on the Zero-shot Learning with Trans-

former based pre-trained NLP Models approach. However, as ex-

plained before the pre-trained NLP models used in the method take

significantly more computation time in comparison to word embed-
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ding models calculating similarity scores on same datasets. There-

fore, as mentioned in (section 6), Similarity Score Based Relevance

Ranking is a more appropriate model for term based document re-

trieval. The model is highly capable of retrieving documents that are

contextually relevant but do not contain the search term with good

reliability.

We have already observed that embedding models (subsubsec-

tion 3.4.3) benefiting from both knowledge graph and distributed

semantic word embeddings perform better than models that only

contain the later. Therefore, the possible future direction from here

would be to improve the use of such word embedding models for

fast document retrieval. Alternatively, reducing the time need for

computing class probability using transformer based NLP models

will make the pre-trained NLP models highly advantageous for doc-

ument retrieval tasks. Lastly, as observed in our experiments, since

the hypothesis template needed in the transformer based zero-shot

classifier pipeline affects the performance, developing a proper ap-

proach for finding the optimal hypothesis template will be beneficial

not only for document retrieval tasks but for many other tasks where

the classifier pipeline is used.
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Appendix

7.1 Logistic Regression - Scores on individual key-

words

Table 19: Similarity Score based Logistic Regression Evaluation -

ENX

(a) Precision

embedding q1 q2 q3 q4 q5 qcom

elib 0.55 0.43 0.77 0.33 0.75 0.65
ft 0.62 0.67 0.65 0.29 0.68 0.72
nb 0.46 0.83 0.58 0.36 0.67 0.66

nb_ft 0.5 0.8 0.61 0.5 0.68 0.67
ft_elib 0.44 0.56 0.72 0.38 0.79 0.68
ft_nb 0.5 0.5 0.69 0.67 0.69 0.64

ft_nb_ft 0.64 0.67 0.62 0.6 0.68 0.64
ft_nb_elib 0.42 0.67 0.68 0.56 0.71 0.62

(b) Recall

embedding q1 q2 q3 q4 q5 qcom

elib 0.21 0.38 0.56 0.12 0.6 0.22
ft 0.28 0.5 0.41 0.12 0.52 0.24
nb 0.21 0.62 0.51 0.24 0.72 0.28

nb_ft 0.17 0.5 0.49 0.29 0.68 0.25
ft_elib 0.28 0.62 0.44 0.18 0.6 0.29
ft_nb 0.24 0.38 0.49 0.35 0.72 0.31

ft_nb_ft 0.24 0.5 0.44 0.35 0.68 0.25
ft_nb_elib 0.34 0.5 0.61 0.29 0.68 0.29

(c) f1_score

embedding q1 q2 q3 q4 q5 qcom

elib 0.3 0.4 0.65 0.17 0.67 0.33
ft 0.38 0.57 0.51 0.17 0.59 0.35
nb 0.29 0.71 0.55 0.29 0.69 0.39

nb_ft 0.26 0.62 0.54 0.37 0.68 0.37
ft_elib 0.34 0.59 0.55 0.24 0.68 0.4
ft_nb 0.33 0.43 0.57 0.46 0.71 0.42

ft_nb_ft 0.35 0.57 0.51 0.44 0.68 0.36
ft_nb_elib 0.38 0.57 0.64 0.38 0.69 0.39
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Table 20: Similarity Score based Logistic Regression - ESR

(a) Precision

embedding q1 q2 q3 q4 q5 qcom

elib 1.0 1.0 0.73 0.67 0.92 0.95

ft 0.88 0.75 0.88 0.75 1.0 0.97

nb 0.83 0.64 0.89 0.8 1.0 0.96

nb_ft 0.88 0.75 0.88 0.75 1.0 0.97

ft_elib 0.79 1.0 0.67 0.64 0.91 0.91

ft_nb 0.77 0.69 0.8 0.67 1.0 0.96

ft_nb_ft 0.88 0.75 0.88 0.75 0.92 0.95

ft_nb_elib 0.62 0.9 0.62 0.71 0.9 0.82

(b) Recall

embedding q1 q2 q3 q4 q5 qcom

elib 0.82 1.0 0.8 0.4 1.0 0.71

ft 0.64 0.82 0.7 0.2 1.0 0.64

nb 0.91 0.82 0.8 0.53 0.92 0.74

nb_ft 0.64 0.82 0.7 0.2 0.92 0.64

ft_elib 1.0 0.91 0.8 0.47 0.83 0.71

ft_nb 0.91 0.82 0.8 0.53 0.92 0.76

ft_nb_ft 0.64 0.82 0.7 0.2 1.0 0.64

ft_nb_elib 0.73 0.82 0.8 0.8 0.75 0.78

(c) f1_score

embedding q1 q2 q3 q4 q5 qcom

elib 0.9 1.0 0.76 0.5 0.96 0.81

ft 0.74 0.78 0.78 0.32 1.0 0.77

nb 0.87 0.72 0.84 0.64 0.96 0.83

nb_ft 0.74 0.78 0.78 0.32 0.96 0.77

ft_elib 0.88 0.95 0.73 0.54 0.87 0.8

ft_nb 0.83 0.75 0.8 0.59 0.96 0.85

ft_nb_ft 0.74 0.78 0.78 0.32 0.96 0.76

ft_nb_elib 0.67 0.86 0.7 0.75 0.82 0.8
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Table 21: Similarity Score based Logistic Regression - ENV

(a) Precision

embedding q1 q2 q3 q4 q5 qcom

elib 0.85 0.5 0.2 0.67 0.66 0.72

ft 0.93 0.65 0.0 0.76 0.61 0.68

nb 0.89 0.67 0.0 0.7 0.63 0.7

nb_ft 0.86 0.64 0.5 0.76 0.69 0.68

ft_elib 0.89 0.67 0.25 0.83 0.6 0.68

ft_nb 0.91 0.52 0.25 0.76 0.57 0.7

ft_nb_ft 0.86 0.57 0.33 0.74 0.57 0.71

ft_nb_elib 0.88 0.63 0.0 0.77 0.61 0.68

(b) Recall

embedding q1 q2 q3 q4 q5 qcom

elib 0.39 0.12 0.2 0.22 0.55 0.29

ft 0.46 0.27 0.0 0.48 0.53 0.41

nb 0.55 0.24 0.0 0.52 0.5 0.43

nb_ft 0.57 0.17 0.4 0.48 0.63 0.43

ft_elib 0.43 0.34 0.2 0.56 0.63 0.4

ft_nb 0.54 0.27 0.2 0.59 0.55 0.46

ft_nb_ft 0.55 0.32 0.2 0.52 0.53 0.46

ft_nb_elib 0.52 0.29 0.0 0.63 0.58 0.44

(c) f1_score

embedding q1 q2 q3 q4 q5 qcom

elib 0.54 0.2 0.2 0.33 0.6 0.41

ft 0.62 0.38 0.0 0.59 0.56 0.51

nb 0.68 0.36 0.0 0.6 0.56 0.53

nb_ft 0.69 0.27 0.44 0.59 0.66 0.52

ft_elib 0.58 0.45 0.22 0.67 0.62 0.5

ft_nb 0.67 0.35 0.22 0.67 0.56 0.55

ft_nb_ft 0.67 0.41 0.25 0.61 0.55 0.55

ft_nb_elib 0.65 0.4 0.0 0.69 0.59 0.53
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