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Abstract 
With ChemCam on NASA's Curiosity rover, SuperCam on NASA's Perseverance rover, and MarSCoDe on the Zhurong 

rover of the China National Space Administration, there are currently three instruments on Mars that employ laser-

induced breakdown spectroscopy (LIBS) to analyze the chemical composition of Martian rocks and soils. With more 

than 880,000 LIBS measurements on Mars by ChemCam alone, the LIBS technique has been proven to be uniquely 

qualified for the in-situ robotic exploration of planetary surfaces. Since the laser-induced plasma exhibits a complex 

spatiotemporal evolution that has a significant impact on the recorded LIBS spectra, fundamental investigations of 

the plasma propagation and the spatial distributions of the plasma emissions can provide important insight that 

can help to improve the analysis of Martian LIBS spectra. Here we present first results from our LIBS plasma imaging 

setup, which allows us to spatially and temporally resolve the spectral emissions from the laser-induced plasma in 

simulated Martian atmospheric conditions. Investigating a calcium sulfate sample, we find that the commonly 

applied assumption of a nearly isothermal and homogeneous plasma with a colder outer layer is not sufficient to 

describe the laser-induced plasma on Mars. Instead, different spectral features show unique spatial distributions 

that suggest a strong influence of the outgoing shock wave. After plasma formation, the plasma center is found to 

rapidly become colder and more rarefied than the outer plasma regions. Molecular emissions are found to originate 

in this cold plasma center. 
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1 Introduction 
Laser-induced breakdown spectroscopy (LIBS) has been of great interest for robotic planetary exploration in the 

last two decades because of its unique qualities as a contact-free technique that is able to analyze the geochemical 

composition of planetary surfaces from stand-off distances [1]. It uses a focused laser pulse to ablate material from 

a sample surface, generating a bright plasma plume that emits light with a characteristic spectrum of atomic, ionic, 

and molecular spectral features [2]. The ChemCam instrument suite onboard the Curiosity rover of NASA's Mars 

Science Laboratory (MSL) mission is the first instrument to employ LIBS on another planet [3–5]. LIBS 

measurements are quick and only require optical access to the sample, allowing ChemCam to measure multiple 

samples each sol (i.e. each Mars-day), at distances of up to seven meters from the rover. Since the start of the mission 

in 2012, ChemCam has measured over 880,000 LIBS spectra on Mars [6] and has provided a detailed account of the 

changing composition of the Martian surface along Curiosity's traverse [7–11]. ChemCam's success has further 

increased the demand for LIBS on Mars, so that the two rover missions that landed on Mars in 2021 have both been 

equipped with LIBS instruments. NASA's Mars 2020 rover Perseverance is equipped with SuperCam [12,13], the 

enhanced successor of ChemCam, while the Zhurong rover of the China National Space Administration’s (CNSA) 
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Tianwen-1 mission is equipped with the Mars Surface Composition Detector (MarSCoDe), a LIBS instrument suite 

inspired by ChemCam [14]. LIBS will therefore remain an important technique for Martian exploration in the coming 

years. 

While LIBS measurements are straightforward, the data analysis can be challenging due to the complexity of the 

investigated laser-induced plasma [2,15,16]. Over the course of its lifetime, the plasma plume undergoes many 

stages, from its generation in the laser ablation process to the supersonic expansion following ablation and the 

eventual confinement by the ambient gas [17,18]. The transient and dynamic nature of the plasma means that the 

number densities of electrons, atoms, ions, and molecules in the plasma are heterogeneous and change over time. 

Likewise, temperature gradients in the plasma and the overall cooling of the plasma over time affect the emission 

and absorption coefficients of the plasma species. The plasma evolution and propagation are influenced by the 

initial ablation process and by the subsequent interaction with the environment. In the ablation process, chemical 

and physical properties of the sample and the parameters of the laser pulse determine the initial plasma formation 

and its composition. As the plasma propagates into the surrounding environment, the geometry of the sample 

surface and the pressure of the ambient gas strongly determine the evolution of the plasma plume by confining its 

expansion. The hot plasma also interacts with the sample surface and with the ambient gas, leading to further 

vaporization and ionization. Understanding these processes and their influence on the measured LIBS spectra is 

crucial in order to improve the accuracy of LIBS as an analytical technique. This is especially true for LIBS 

measurements of rocks and soils on Mars by ChemCam and its successors, since the measurement conditions vary 

significantly in dependence of the geological composition and surface geometry of the investigated targets at 

different distances from the rover [5,19]. 

A common approach to modeling the laser-induced plasma is to assume a uniform temperature and a homogeneous 

distribution of particles as well as the existence of local thermodynamic equilibrium (LTE) [20,21]. The plasma is 

then fully described by its temperature and electron density, the number densities of the atoms of each element, 

and the effective path length of emission and absorption. While this model can work reasonably well for strongly 

confined plasma plumes in high-pressure noble gas atmospheres, it usually fails to describe LIBS spectra sufficiently 

because of the inhomogeneous and transient nature of the plasma plume, which can result in spectral features of 

ions, atoms, and molecules that are only found at significantly different temperatures [22–24]. One frequently used 

modification of this model is therefore to describe the plasma plume as a two-layer system with a hot central layer 

and a colder peripheral layer, which may also have a different density [25,26]. This modification allows for the 

description of temperature-sensitive effects such as self-reversal of emission lines due to absorption in the cold 

periphery, or the simultaneous occurrence of molecules in the outer layer and ions in the inner layer. It has been 

shown that this model is able to describe measurements in air or in a noble gas atmosphere at pressures close to 

the standard atmospheric pressure of 101.3 kPa very well [25]. Recently, it has also been successfully applied to 

time-resolved LIBS spectra in Martian ambient conditions [27]. However, such a two-zone model does not agree 

well with hydrodynamic simulations of the plasma plume, which predict a more complex plasma with strong spatial 

variations of the emission due to temperature and pressure gradients [28] that often manifest as vortices inside the 

plasma plume [29]. Vortices and other turbulences have also been observed in shadowgrams of laser-induced 

plasmas [18]. 

In order to understand the distributions of excited species within the laser-induced plasma better and to investigate 

the influence of temperature and pressure gradients on these distributions, it is desirable to measure the emissions 

of these species with a dedicated plasma imaging setup that allows for spatially and temporally resolved 

measurements of the plasma emissions. This approach has already been successfully employed to laser-induced 

plasma plumes in air at standard atmospheric pressure or in a buffer gas like argon, showing significant differences 

in the distributions of different plasma species [e.g. 30–33]. On Mars, where the atmosphere consists mostly of CO2 

and has a low pressure between 700 Pa to 1000 Pa [34,35], spatial variations may be even more pronounced due 

to the lower confinement of the plasma plume as well as differences in the physical properties of CO2 in comparison 

to air or argon affecting the plasma uniformity [36,37]. This could be relevant for the models that are used to analyze 
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the Martian LIBS spectra. One important example is the choice of a suitable normalization technique, which will 

strongly affect the results of both univariate and multivariate data analysis techniques, including the calibration 

models that are used to predict the chemical compositions of Martian rocks and soils investigated with LIBS [38]. 

Atmospheric emissions of C and O have been previously used as internal standards for normalization [39,40]. 

However, such a normalization will only be valid if the analyzed emission and the normalization emission originate 

from the same regions within the plasma plume. Plasma imaging measurements can also help to understand the 

relation between the LIBS spectrum and the acoustic signal of the laser-induced plasma, which is closely related to 

the plasma shock wave and has been of great interest due to the inclusion of a microphone in the SuperCam 

instrument suite [41,42]. 

In this study, we demonstrate the potential of plasma imaging measurements for the characterization of laser-

induced plasma plumes in simulated Martian atmospheric conditions by investigating the spatial and temporal 

evolution of plasma emissions of a calcium sulfate sample in Mars-analogue gas at 700 Pa. Calcium sulfate veins 

frequently form in sedimentary rock and have been detected on Mars already in hydration states that suggest 

gypsum and basanite [43]. For this study, gypsum (CaSO4·2H2O) is used, because it is a simple matrix with strong 

LIBS signals of Ca ions and atoms, of O and H atoms, and of CaO molecules that form in the plasma itself. Under the 

assumption of LTE, the distributions of emissions from Ca ions, Ca atoms, and CaO molecules are expected to 

correlate with different plasma temperatures. Meanwhile, the emissions of atomic O and H are expected to be more 

thermally stable, but could show a stronger influence of pressure gradients and flows within the plasma plume due 

to their lower mass. Furthermore, the simulated Martian atmosphere consisting mostly of CO2 results in strong 

emissions of C ions and atoms and will also affect the O distribution in the plasma. The goal of the study is to 

investigate the relationship between plasma emissions and the kinetic and thermodynamic properties of the plasma 

plume in Martian atmospheric conditions more closely. The results are not only relevant for our understanding of 

Martian LIBS, but also to the LIBS technique in general. 

2 Materials and methods 

2.1 Samples 

Measurements were made on samples made from pure, reagent-grade CaSO4·2H2O powder. The powder was 

pressed into round pellets of 13 mm diameter and about 2 mm height. A pressure of 370 MPa was applied for ten 

minutes to produce compact samples with a flat and smooth surface. A total number of three identically produced 

samples was used for this study in order to have enough surface area to make all measurements without repeatedly 

targeting the same position on the sample, which would disturb the smoothness of the sample surface and therefore 

affect the propagation of the plasma plume. 

2.2 Time-resolved high-resolution LIBS setup 

LIBS spectra in this study were recorded with the high-resolution LIBS system at the DLR Institute of Optical Sensor 

Systems in Berlin that was already described in previous publications (Schröder et al. 2013, Vogt et al. 2018, 

Schröder et al. 2019, Vogt et al. 2020, Hansen et al. 2021). Like the plasma imaging setup described in the next 

section, it features a low-pressure simulation chamber that was filled with a Mars-analogue gas mixture (95.55 vol% 

CO2, 2.7 vol% N2, 1.6 vol% Ar, and 0.15 vol% O2) at a pressure of 700 Pa for all measurements to simulate Martian 

atmospheric conditions. The plasma is induced by a Q-switched Nd:YAG laser with a wavelength of 1064 nm, a pulse 

width of 6 ns (Continuum Inlite-II), and a pulse energy of 18 mJ. A high-resolution echelle spectrometer (LTB Aryelle 

Butterfly) records the LIBS spectra in one of two wavelength ranges, where the first covers the wavelengths from 

190 nm to 375 nm and the second covers the wavelengths from 275 nm to 850 nm. The spectral resolution varies 

from 0.015 nm at 190 nm to 0.09 nm at 850 nm. The spectrometer is equipped with a time-gated intensified charge-

coupled device (ICCD) camera (Andor iStar) that enables measurements at different delay times with a minimum 

gate width of 10 ns. The time-resolved LIBS measurements for this study were recorded with delay time steps of 

200 ns, with a minimum delay time of 10 ns with respect to the laser incidence on the sample. The gate width for 
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the measurements was set to 100 ns and each recorded spectrum was averaged over 500 successive laser pulses 

on a moving sample in order to obtain a good signal-to-noise ratio. 

2.3 Plasma imaging setup 

 

Figure 1: Schematic of the plasma imaging setup. Bandpass filters can be inserted in the filter slot shown in the optical path in 
front of the imaging monochromator. 

The spatially and temporally resolved measurements in this study were made with a newly implemented plasma 

imaging setup at the DLR Institute of Optical Sensor Systems in Berlin, which is shown in Figure 1. The sample is 

placed inside a vacuum chamber, which is connected to a turbo pump and can be filled with the Mars-analogue gas 

mixture described in the previous section. The laser pulse of an actively Q-switched Nd:YAG laser (Quantel Viron, 

1064 nm wavelength, 8 ns pulse width, up to 30 mJ/pulse) is guided vertically onto the sample surface in order to 

produce the plasma. The spot diameter in this study was measured to be approximately 150 µm. The plasma 

emission is detected through a window on the side of the vacuum chamber. The objective lens and the mirror behind 

it can be adjusted in height so that the plasma emissions can be measured at different heights. The emissions are 

focused onto the slit of the imaging monochromator (Andor Kymera 328i), which is equipped with an ICCD camera 

(Andor iStar) to enable time resolution in the nanosecond range. The ICCD is synchronized with the laser in order 

to start measurements at a precise time after the onset of the plasma. The monochromator is equipped with three 

gratings: UV (2400 l/mm, 240 nm blaze wavelength), VIS (1200 l/mm, 500 nm blaze wavelength), and NIR 

(1200 l/mm, 750 nm blaze wavelength). The width of the motorized slit of the monochromator can be varied from 

10 µm to 2500 µm. The measurements in this study were all performed with the maximum slit width of 2500 µm in 

order to obtain images of the emission of the complete plasma plume in a single measurement. Spectral filtering 

was either achieved with a bandpass filter in the detection path, or by imaging the emission of an isolated spectral 

line so that the observed emission is not superimposed by other spectral features. 

The plasma that is produced in the plasma imaging setup in simulated Martian atmospheric conditions is expected 

to be comparable to the plasma produced on Mars by instruments such as ChemCam or SuperCam on similar targets, 

for example on CaSO4 veins in the case of the samples used in this study. The relevant measurement parameters 

that affect the spatiotemporal evolution of the plasma are the laser wavelength, the laser pulse duration, the laser 

irradiance on the sample surface, and the atmospheric pressure and composition. The laser wavelength is effectively 

the same as that of the LIBS instruments on Mars – the ChemCam Nd:KGW laser has a wavelength of 1067 nm, while 

both SuperCam and MarSCoDe also use a Nd:YAG laser at 1064 nm for LIBS [3,12,14]. The laser pulse durations of 

the three LIBS instruments on Mars are close to 4 ns, which is shorter than the 8 ns pulse duration of the laser in 

the plasma imaging setup. However, a significant impact of the pulse duration is only expected if the order of 

magnitude changes, for example if a picosecond laser is used [44]. The laser irradiance and the ambient conditions 

have been adjusted to be as close to the conditions on Mars as possible for this study. 

2.4 Abel inversion 

The spatially resolved measurements of the plasma imaging setup yield a side view of the plasma plume emissions, 

where for each point on the image the emissions are the result of cumulative emission and absorption along the line 
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of sight through the plasma plume. If the plasma is optically thin and symmetric about the central plasma axis, then 

absorption can be neglected and the measured intensity distribution for a specific spectral feature is given by 

𝐼(𝑥) = 2 ∫
𝑟 𝜀(𝑟)

√𝑟2−𝑥2

∞

𝑥
𝑑𝑟 ,  (1) 

where 𝑥 is the lateral position of the intensity profile, 𝑟 is the radial position in the plasma, and 𝜀(𝑟) is the radial 

emission coefficient of the transition in the plasma. The intensity distribution 𝐼(𝑥) is therefore the Abel transform 

of the emission coefficient 𝜀(𝑟). To obtain 𝜀(𝑟) from 𝐼(𝑥), an Abel inversion needs to be calculated. While this can 

be theoretically achieved by calculating the Hankel transform of the Fourier transform of 𝐼(𝑥), the inversion is very 

susceptible to experimental noise. Therefore, various numerical techniques for Abel inversions that are more robust 

with respect to noise have been proposed in the literature [e.g. 45–47]. One relatively simple and robust approach 

is to avoid a direct Abel inversion and instead to rely on fitting the Abel transform of an arbitrary distribution to the 

data. This is the approach that was used in this study. Since the measurement with the ICCD yields a discrete set 𝐼𝑘  

of intensity values with constant spacing ∆𝑥, the desired emission coefficient values are also discrete values 𝜀𝑗 with 

constant spacing ∆𝑟 = ∆𝑥. The Abel transform can then be written as the matrix multiplication 

𝐴𝑘𝑗  𝜀𝑗 = 𝐼𝑘 , (2) 

with 

𝐴𝑘𝑗 = 2(√(𝑗 + 1)2 − 𝑘2 − √𝑗2 − 𝑘2), 𝑘 ≤ 𝑗, (3) 

which can be solved for 𝜀𝑗 via non-negative least-squares minimization. The advantage of this method is that the 

solution is guaranteed to be a feasible reconstruction of the emission coefficient, i.e. one that is physically possible 

and that accurately describes the observed data. 

2.5 Plasma imaging measurements 

For each investigated plasma emission, two series of 20 measurements each were obtained. In the first series, the 

ICCD delay with respect to the laser pulse was increased in steps of 10 ns, while the delay step in the second series 

was 100 ns. The gate width was set equal to the delay step for all measurements, so that the early plasma emissions 

have been recorded with a 10 ns gate width and the late plasma have been recorded with a 100 ns gate width. The 

delay between the laser pulse and the earliest ICCD delay setting used here was determined to be approximately 

40 ns. Therefore, the measurements with 10 ns delay steps cover the early plasma evolution from 40 ns up to 250 ns 

after laser ablation, while the measurements with 100 ns delay steps cover the plasma evolution from 40 ns to 

2040 ns. From here on, the delay times used for discussing the measurements will correspond to the time at the 

center of the integration window, since this allows for a more accurate comparison of the measurements with 

different gate widths. 

Table 1: Emissions investigated in this study along with their emission wavelength and the method of measurement in the plasma 
imaging setup. (FWHM: full width at half maximum.) 

Emission Wavelength Method of measurement 

Ca II 373.7 nm Isolated spectral line 

Ca I 422.7 nm Isolated spectral line 

CaO (orange system) ~600 nm (multiple bands) Bandpass (600 nm, 10 nm FWHM) 

C I 247.9 nm Isolated spectral line 

C III 229.7 nm Isolated spectral line 

O I 777.4 nm Bandpass (780 nm, 10 nm FWHM) 

H I 656.3 nm Bandpass (656.2 nm, 1.2 nm FWHM) 

Electron continuum (Continuous) Emission from 320.8 nm to 322.1 nm 
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The investigated emissions are summarized in Table 1 together with the chosen measurement method, which is 

either to use a bandpass filter or to measure the spectrum of a signal that is sufficiently isolated for it to be imaged 

in two dimensions without significant superposition of other spectral features, as explained in section 2.3. The 

emissions were selected to represent features both from the ambient Mars-analogue gas, which mostly consists of 

CO2, and from the sample itself. S could not be investigated, since it has only weak lines in the available UV/VIS/NIR 

spectral range that could not be detected with this experimental setup. The C I line at 247.9 nm and the C III line at 

229.7 nm completely originate from the ambient CO2, while the O I triplet at 777.4 nm is partially due to the ambient 

gas and partially due to the O in the CaSO4·2H2O samples. The H I line at 656.3 nm is the Hα line of the Balmer series, 

which is present due to the hydration state and because of water adsorption at the sample surface. In the case of C 

and Ca, the distributions of both atomic and ionic emissions were measured in order to observe the effect of 

changing temperature and electron density throughout the plasma plume. Furthermore, CaO molecules that form 

in the plasma plume are investigated via their orange system, which is a broad band system centering at around 

600 nm. Under the assumption of local thermodynamic equilibrium (LTE), these CaO molecules are only present in 

significant concentrations at comparatively low temperatures. Lastly, the continuum in the spectrum is investigated 

as well because of its connection to the electron distribution in the plasma. No bandpass filter was available to 

measure the continuum without the interference of spectral lines, and it is not possible to obtain the two-

dimensional spatial distribution of a continuous signal. Therefore, only the one-dimensional intensity distribution 

perpendicular to the plasma axis could be investigated and no Abel inversion could be calculated. 

3 Results 

3.1 High-resolution LIBS spectrum 

Figure 2 shows the LIBS spectrum of CaSO4⋅2H2O recorded with the high-resolution LIBS setup at a delay time of 

150 ns and a gate width of 10 µs in the full wavelength range from 190 nm to 850 nm. The plasma emissions that 

are investigated with the plasma imaging setup in this study are marked with an asterisk. The spectrum is 

dominated by Ca II lines in the UV and Ca I lines in the visible range. H I, O I and atmospheric C I and C III lines as 

well as broad CaO band systems are observed as well. While S II lines are also present in the spectrum, they are too 

weak to be used in plasma imaging. 
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Figure 2: a) LIBS spectrum of CaSO4⋅2H2O combined from both wavelength ranges of the high-resolution setup, measured in ambient 
Mars-simulant gas at a pressure of 700 Pa. Delay time and gate width are 150 ns and 10 µs, respectively. The emissions that are 
investigated in this study are marked with an asterisk. b) to e): Enhanced sections of the spectrum showing the investigated 
emissions. Filled areas show the wavelength ranges covered by the respective bandpass filters. 

3.2 Time-resolved electron density and temperature 

The electron density in the plasma can be calculated from the Stark broadening of the emission lines. The Stark 

broadening of the H I line at 656.3 nm is especially strong and has been investigated closely, so that the line is well-

suited for the calculation of the electron density [48,49]. We use the compact formula first given by Gigosos et al. 

[50], which has since been corrected [51,52] to relate the electron density to the full width at half maximum (FWHM) 

so that 

FWHM = 1.098 nm × (
𝑁𝑒

1023 m−3
)

0.67965

, 

where 𝑁𝑒  is the electron density. Figure 3a shows the Lorentzian fit of the H I line for the time-resolved LIBS 

spectrum recorded with a delay time of 410 ns. Calculating the electron density for all time-resolved LIBS spectra 

this way, we obtain the electron density in dependence of the delay time, see Figure 3b. The decrease of the electron 

density in dependence of the delay time 𝑡𝐷 is fitted with the exponential decay function 

𝑁𝑒(𝑡𝐷) = (1.0 ± 0.2) × 1023 m−3 × 𝑒−(4.1±0.8) µs−1 𝑡𝐷 + (1.4 ± 0.6) × 1022 m−3 × 𝑒−(0.4±0.3) µs−1 𝑡𝐷 . 
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Figure 3: a) H I line at 656.3 nm and its Lorentzian fit in the time-resolved LIBS spectrum of CaSO4⋅2H2O recorded with a delay time 
of 410 ns and a gate of 100 ns. b) Electron density values calculated from the H I line fits in dependence of the delay time, fitted with 
the sum of two exponential decay functions. c) Saha-Boltzmann plot made with selected Ca I and Ca II lines from the time-resolved 
LIBS spectrum recorded with a delay of 410 ns and fitted with a linear regression to obtain the temperature from the slope. d) 
Temperature values calculated from Saha-Boltzmann plots in dependence of the delay time, fitted with an exponential decay with 
an offset. 

The temperature of the laser-induced plasma can be calculated from Saha-Boltzmann plots under the assumption 

that the plasma is in LTE, optically thin and isothermal [53,54]. The Saha-Boltzmann plot is based on the following 

equation, which relates the emission coefficient 𝜀𝑢𝑙 of a spectral line of a plasma species to the upper energy level 

𝐸𝑢
∗  of the transition: 

ln (
𝜀𝑢𝑙𝜆𝑢𝑙

𝐴𝑢𝑙𝑔𝑢

) − 𝐵(𝑧, 𝑇, 𝑁𝑒) = −
𝐸𝑢

∗

𝑘𝐵𝑇
+ ln (

ℎ𝑐𝑁0

𝑄0(𝑇)
) 

Here 𝑧 is the ionization of the species, 𝜆𝑢𝑙  is the wavelength of the spectral line, 𝐴𝑢𝑙  is the transition probability, 𝑔𝑢 

is the degeneracy of the upper energy level, 𝑘𝐵  is the Boltzmann constant, 𝑇 is the temperature, ℎ is the Planck 

constant, 𝑐 is the speed of light, 𝑁0 is the number density of the atomic species, and 𝑄0(𝑇) is the partition function 

of the atomic species. The upper energy level 𝐸𝑢
∗  is relative to the ground state of the atomic species, so that it must 

be corrected for ionic species by adding the sum of all lower ionization energies required to produce this ionic 

species. Furthermore, 

𝐵(𝑧, 𝑇, 𝑁𝑒) = 𝑧 ln [
2

ℎ3
(2𝜋𝑚𝑒𝑘𝐵)

3
2

𝑇
3
2

𝑁𝑒

] 

is a correction term that depends on the ionization, the temperature, and the electron density 𝑁𝑒 , with 𝑚𝑒  being the 

electron mass. The Saha-Boltzmann plot is constructed by plotting 𝐸𝑢
∗  on the x-axis and the left term of the Saha-

Boltzmann equation on the y-axis, which yields a linear trend with a slope of −(𝑘𝐵𝑇)−1. Since 𝐵(𝑧, 𝑇, 𝑁𝑒) depends 

on the temperature, the Saha-Boltzmann plot needs to be solved iteratively. 



 

9 
 

The spectral lines that were used for the temperature calculation and the corresponding parameters are 

summarized in Table 2. Figure 3c shows a typical Saha-Boltzmann plot along with the linear fit that is used to 

calculate the temperature. The calculated temperature values in dependence of the delay time 𝑡𝐷  are shown in 

Figure 3d. Here, an exponential decay function with an offset was used to fit the data, yielding the fit function 

𝑇(𝑡𝐷) = (5000 ± 400) K × 𝑒−(1.5±0.2) µs−1 𝑡𝐷 + (6700 ± 200) K. 

Based on this fit, the temperature decreases from an initial value of about 11700 K to a value of about 6700 K within 

the investigated timespan. 

Table 2: Spectral lines used for the Saha-Boltzmann temperature calculation from the time-resolved LIBS spectra. The line 
parameters are taken from the NIST spectral lines database [55]. 

Species 𝜆 (nm) 𝑔𝑢   𝐴𝑢𝑙 (s−1) 𝐸𝑢
∗  (eV) 

Ca I 430.774 1 2.0 × 108  4.7631683 

Ca I 431.865 3 7.4 × 107  4.7690284 

Ca I 585.745 5 6.6 × 107  5.0486176 

Ca I 616.217 3 4.8 × 107  3.9103990 

Ca I 643.907 9 5.3 × 107  4.4506470 

Ca I 644.981 5 9.0 × 106  4.4430250 

Ca I 646.257 7 4.7 × 107  4.4409544 

Ca I 649.378 5 4.4 × 107  4.4300117 

Ca II 315.887 4 3.1 × 108  13.160329 

Ca II 370.603 2 8.8 × 107  12.581035 

Ca II 373.690 2 1.7 × 108  12.581035 

Ca II 849.802 4 1.1 × 106  9.2641440 

 

3.3 Measured plasma images 

Figure 4 shows the plasma imaging measurements of Ca II, Ca I, CaO, C I, O I, and H I prior to Abel inversion for 

various delay times, measured with a 100 ns gate width and normalized to the maximum intensity for each delay 

time. Due to the normalization, intensity changes over time cannot be observed in these images. The C III emissions 

are omitted here, since they were only observed in the early plasma. For signals that were not measured with a 

bandpass filter (Ca II, Ca I, and C I), the superimposed continuum can be observed in the 190 ns delay time 

measurements as a vertical band around the plasma axis. The Ca I measurement at 190 ns delay additionally 

showed emissions from several superimposed emission lines of O II and Ca I at wavelengths between 428 nm and 

432 nm, which have been removed for this figure. The observed signal at 190 ns delay in Figure 4c is likely also not 

representative of the CaO emission, since CaO is expected to form later in the plasma. It is more likely that it is 

actually the emission of the continuum in the range of the 600 nm bandpass filter that was used to capture the CaO 

signal, since it is only present at this earliest delay time. 
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Figure 4: Examples of the recorded emissions for the investigated spectral features at different delay times and with a gate width of 
100 ns. Lighter colors indicate stronger emission from this spatial region. The dashed lines mark the horizontal extents of the 
emissions. 

The observed distributions of the plasma emissions all look different. At 490 ns delay, the ionic Ca II emission 

develops a horizontal high-intensity band at a medium height of 0.9–1.5 mm above the sample, while the atomic 

Ca I emission and the molecular CaO emission have similar, but smaller bands at lower heights (approximately 0.7–

1.4 mm for Ca I and 0.7–1.2 mm for CaO). The atomic C I and O I emissions are both nearly hemispherical, but the 

C I emission is most intense in the outer regions of the plasma while the O I emission seems to be more evenly 

distributed within the plasma. The H I emission develops distinct regions at the top of the plasma and on the sides. 

The differences in the distributions indicate gradients of the element concentrations, but also of the temperature 

and the electron density within the plasma. 
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Figure 5: a) Diameters of the plasma emissions in dependence of the delay time. The diameters in the early plasma are well-aligned 
with the expected trend of the diameter of an expanding shock wave, which theoretically is given by 𝐷(𝑡) ∝ 𝑡𝐷

2/5. Their expansion 
starts to slow down at a delay of about 500 ns. b) Total intensities of the plasma emissions in dependence of the delay time, 
normalized to the maximum intensity of each emission. For emissions that have been measured with the shorter and the longer gate 
width, the influence of the gate width on the intensity has been corrected by dividing the shorter-gate signal intensities by the ratio 
to the longer-gate signal intensities of the respective emission in the time region where both series overlap. 

Despite the differences in the signal distributions, the outermost extent of most distributions is similar and most 

emissions have a nearly hemispherical shape at the plasma periphery. In order to quantify this observation for all 

delay times, the extent of all distributions was measured and is indicated in Figure 4 by the dashed lines showing 

the left and right boundaries of the emissions. The boundaries were determined by finding the positions where the 

signal intensities were 20% of the local maximum intensity near the boundary. Figure 5 shows the determined 

signal diameters and their confidence intervals in dependence of the time. The black dashed line represents the 

theoretical time evolution of the shock wave diameter given by the Taylor-Sedov model, which is given by 𝐷(𝑡) ∝

𝑡𝐷
2/5 [18]. The emission diameters do not follow this trend in the very early plasma, but follow it closely from a 

delay of about 80 ns to 500 ns. After 500 ns, the emissions slow down relative to the shock wave model, which is 

also the time where the decoupling of the shock wave has been observed previously [18]. 

The C III and continuum emissions are confined to a smaller region around the plasma center from the start, 

indicating that the temperature decreases from the plasma center to the outer plasma in the early stages of the 

plasma expansion. However, it can also be observed that the CaO emission is confined to a small diameter at a delay 

of about 500 ns, which suggests that the temperature in the plasma center decreases significantly as the plasma 

expands. As the plasma cools down over time, the CaO emission is also seen to reach further out until its diameter 

is similar to that of C I, O I, Ca II, and Ca I. The continuum emission and the H I emission remain confined to a smaller 

plasma region at all delay times. 
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While the previous considerations are independent of the intensity, it is also worth investigating how the intensities 

of the signals change over time. This is shown in Figure 5b for the normalized total intensity of each signal over 

time. In order to obtain intensity curves that are not distorted by the change in the gate width between the different 

measurement series, the signal intensities from measurements with the shorter gate width were divided by the 

ratio to the signal intensities from measurements with the longer gate within the time region where both series 

overlap. As expected, the general trend is that the intensities decrease over time as the plasma expands and its 

temperature decreases, which is especially noticeable in the strong decrease of the continuum signal and the C III 

signal in the early plasma and the strong decrease of the Ca II and H I signals in the late plasma. However, the signals 

can also be seen to increase at certain delay times. C III and Ca I increase between 45 ns and 55 ns delay, while C I 

strongly increases up to a delay of 115 ns. The Ca I signal likely shows this initial decrease because of plasma cooling 

and recombination of Ca ions to atoms. For the C signals, the initial increase could also be related to the ongoing 

vaporization of the ambient CO2 gas, which will generate a higher number of C atoms and ions. This effect cannot be 

observed for O I, but this is expected because there is already a significant amount of O in the sample, and the early 

measurements of O I are also superimposed by continuum emission. Ca I, Ca II and H I also show an increasing trend 

between approximately 200 ns and 600 ns delay, potentially indicating a brief reheating of the plasma. An exception 

to the general decline of the intensity is the CaO signal, which falls quickly in the first 200 ns but then increases 

slowly for the later delay times. The initial decay of the CaO signal has a very similar rate as the decay of the 

continuum, which indicates that these first 200 ns are indeed dominated by continuum emission within the 

wavelength range of the bandpass used to measure CaO. CaO molecules only form once the temperature has cooled 

enough, indicating that at approximately 300 ns delay there is already a low-temperature region in the plasma even 

though the Ca II emission is still very high at this point. As the plasma cools over time, the conditions within the 

plasma become even more preferable for CaO formation and more CaO emission can be observed. 

3.4 Radial distributions of emissions 

In order to analyze the radial distributions of the emissions, the Abel inversion was applied to the spatially resolved 

measurements. Figure 6 shows the results for the emissions of Ca II, Ca I, CaO, C I, O I, and H I measured with a gate 

width of 100 ns at the delay times of 190 ns, 290 ns, 490 ns, 790 ns, 1190 ns, and 1690 ns. Figures showing the 

radial distributions at all investigated delay times for each emission are found in the supplementary material for 

this article. Each image in Figure 6 is normalized to its maximum intensity to provide visual clarity. However, this 

means that intensity changes over time cannot be observed in these images. 
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Figure 6: Radial distributions of the investigated emissions at various delay times obtained by Abel inversion. The calculated radial 
emissions have been mirrored along the plasma axis. Lighter colors indicate stronger emission. Figures showing the results for all 
delay times for each emission can be found in the supplementary material for this article. 

In the case of the Ca emissions, it can be seen that the spatial distributions are quite different. Ca II generally emits 

more strongly in the outer parts of the plasma, while Ca I and CaO emit closer to the plasma axis. From 490 ns on, 

there is a clear lack of Ca II emission in a spherical volume close to the sample surface around the plasma axis. The 

same region still features low emission from Ca I and moderate emission from CaO. This indicates that this region 

is a rarefied low-temperature region where the general concentration of Ca ions and atoms is low and the lower 

temperature is favorable for the formation of CaO molecules. Directly above this rarefaction zone, stronger 

emissions from all three signals can be observed, indicating a higher plasma density as well as a higher temperature. 

The strong spatial variation of these Ca and CaO emissions shows that the plasma properties vary on a highly 

localized level. 

The radial distributions of C I and O I are very similar and resemble the dome-like density distribution of the 

outgoing shock wave. The main difference is that the C I distribution shows a sharp contrast between regions of 

high emissivity and adjacent regions of low emissivity, while the O I emissivity declines more gradually from its 

regions of highest emissivity. This could be related to the fact that the only source for C is the ambient CO2 gas, 

whereas large amounts of O will also be released during the ablation of the CaSO4·2H2O sample itself. Furthermore, 

atomic C forms in a narrower temperature range than atomic O: its concentration at high temperatures is more 

limited due to its lower ionization energy (11.26 eV for C versus 13.62 eV for O), while its concentration at lower 

temperatures is also more limited due to the presence of CO, which has a higher dissociation energy than O2 (11.2 eV 

for CO versus 5.2 eV for O2 [56]) and takes up one C and one O atom from the original ambient CO2, leaving a surplus 

of O atoms at low temperatures. It is therefore likely that these temperature-related concentration changes play a 

significant role in the appearance of these distributions. Unfortunately, neither strong emissions of C II and O II nor 

molecular emissions of CO could be observed in the available wavelength range of the experimental setup, so that a 

closer investigation of this effect was not possible. 
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The H emission is slightly more confined than the C and O emission, but is also low at the plasma center itself. A 

horizontal region of high emissivity can be seen above the rarefied plasma center, which is similar to the feature 

observed in the Ca II and Ca I emissions. Close to the sample surface at a radius of about 1 mm, local high emission 

coefficients can be observed in the measurements at lower delay times up to 490 ns, which could indicate the 

presence of vortices in these regions close to the sample surface where the local number densities of the atoms are 

increased. 

 

Figure 7: Radial distributions of a) C III and b) C I at different delay times. The distributions have been mirrored along the plasma 
axis. Lighter colors indicate stronger emission. Each signal was normalized to the maximum intensity of the respective time series 
and the color scale was capped at 70% of the maximum intensity in order to improve visual clarity. 

The comparison of the spatially resolved emissions of C I and C III in the early plasma is of special interest, since it 

offers insight into the early plasma evolution. In Figure 7, the two radial distributions are shown at delay times of 

55 ns, 65 ns, 85 ns, 115 ns, 155 ns, and 205 ns. In this case, all images of the C III time series were normalized to the 

same maximum value and all images of the C I time series were normalized to the same maximum value, 

respectively. This makes it possible to see the intensity change over time, where the C III emission is most intense 

at the earliest delay times and then quickly decreases in intensity, while the intensity of the C I is initially low and 

increases until it reaches its peak at 115 ns and then decreases again. Furthermore, the two emissions are mostly 

located in different plasma regions, with the C III emission located directly in the center of the plasma and the C I 

emission located in a dome-like distribution around the C III emission. The presence of the C III emission in the 

center of the plasma indicates that the plasma center at early times is hot and rarefied, since high temperatures and 

low electron densities are favorable for ionization according to the Saha equation. The higher electron densities 

closer to the outgoing shock wave instead favor recombination to atomic C. 

3.5 Temperature distribution in the plasma 

Under the assumption of LTE and an optically thin plasma, the temperature distribution within the plasma plume 

can be calculated from local Saha-Boltzmann plots using the spatially resolved emissions [30]. Since we used a 

bandpass filter to measure the spatial distribution of the H I, it was not possible to obtain the electron density from 

the H I line width in the spatially resolved measurements. Therefore, the fit from the time-resolved LIBS spectra, 

see Figure 3b, was used to approximate the electron density for the spatially resolved measurements. 

Table 3: Spectral lines used for the Saha-Boltzmann temperature calculation in the spatially resolved measurements. The line 
parameters are taken from the NIST spectral lines database [55]. 

Species 𝜆 (nm) 𝑔𝑢   𝐴𝑢𝑙 (s−1) 𝐸𝑢
∗  (eV) 

C III 229.687 5 1.376 × 108  53.729955 

C I 247.85612 3 2.8 × 107  7.68476777 

Ca II 370.6024 2 8.8 × 107  12.581075 

Ca I 422.673 3 2.18 × 108  2.9325120 

 

Table 3 shows the emissions that were used for the temperature calculations in the plasma imaging measurements. 

The temperatures for the early plasma are calculated from the C I and C III lines, while the temperatures for the late 
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plasma are calculated from the Ca I and Ca II lines. It is important to note that the investigated Ca I line is usually 

strongly self-absorbed, which is not ideal for the temperature calculation. However, it is assumed here that the 

impact on the temperature is not strong since it appears in the logarithm of the Saha-Boltzmann calculation. Based 

on their spatial distributions, the two Ca emissions are the most suitable emissions for the temperature calculation, 

since they have a large spatial overlap and emit strongly at nearly all delay times. However, their signals are 

superimposed by the electron continuum in the early plasma, making it difficult to separate between the Ca 

emissions and the continuum. Therefore, the C lines were used to calculate the temperature distribution in the early 

plasma. 

 

Figure 8: Spatial temperature distribution calculated from the C III and C I emissions for the early delay times. The temperature 
distribution has been mirrored along the plasma axis. White indicates regions where no temperature could be calculated due to the 
lack of at least one of the two signals. 

The temperature distributions in the early plasma calculated from the C III and C I emissions are shown in Figure 8. 

Since the emissions do not overlap strongly, the plasma regions for which temperatures could be calculated are 

limited and the temperature at the plasma center around could sometimes not be calculated. However, the 

calculated temperature distributions indicate that the plasma center in the early plasma is hotter than the plasma 

periphery. The absolute temperature values are significantly higher than the ones calculated from the Ca lines in 

the 1D LIBS spectra in Figure 3d, which could indicate that the electron density values obtained from Figure 3b may 

not be valid for the early plasma and for the regions where the two C emissions overlap, which is mostly in the 

plasma center where no H emission could be observed (see Figure 6). Since this region in the plasma center is likely 

rarefied in comparison to the region of high H emission from which the electron density was obtained, the actual 

electron density may be significantly lower, which would lower the calculated temperature values and would also 

correspond well with a higher degree of ionization in this region. 

The temperature distributions at later delay times calculated from the Ca emissions are shown in Figure 9. The 

temperature calculation was only done for those plasma regions where both the Ca II and the Ca I emission were 

clearly above the noise threshold, so that no temperatures are available for the shortest delay time of 90 ns, for the 

plasma periphery, and for the plasma center at later delay times. Furthermore, in the measurements at early delay 

times (up to 390 ns), parts of the measurement were manually removed from the temperature calculation due to 

overlaps with ionic signals in the Ca I measurements. Some artefacts from such overlaps can still be seen in the 

temperature distributions. 
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Figure 9: Spatial temperature distribution calculated from the Ca II and Ca I emissions for the later delay times. The temperature 
distribution has been mirrored along the plasma axis. White indicates regions where no temperature could be calculated due to the 
lack of at least one of the two signals. 

The temperature distributions at the later delay times yield some important information about the plasma 

evolution. One observation is that there is a consistent low-temperature region at the plasma center. While direct 

temperature values of the plasma center are missing for most delay times, there is a clear trend of decreasing 

temperatures towards the center, with the calculated temperatures closest to the plasma center generally being 

below 8000 K. This is in line with the observations of the radial distributions of various emissions, specifically with 

that of the molecular CaO emission that is most intense close to the plasma center. Furthermore, the strong 

temperature gradients observed especially at earlier delay times of up to 1 µs explain the simultaneous presence of 

ionic, atomic and molecular emissions even at early times of the plasma evolution. Over time, these temperature 

gradients gradually decrease and homogenize as the plasma cools, so that the plasma is nearly isothermal at later 

delay times. 
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Figure 10: Comparison between the temperatures calculated from the spatially resolved measurements and from the 1D LIBS 
measurements in section 3.2. The light blue area marks the observed temperature range in the spatially resolved measurements, the 
blue solid line marks the average temperature calculated from all observed temperature values for a given delay time, and the black 
dashed line is the temperature fit obtained for the time-resolved LIBS measurements, see also Figure 3d. a) Values for the early 
plasma obtained using C III and C I. b) Values for the late plasma obtained using Ca II and Ca I.  

Figure 10 summarizes the temperature distributions calculated from the spatially resolved measurements. The light 

blue area indicates the range of observed temperatures for a given delay time, while the dark blue line indicates the 

average temperature calculated from all observed temperatures in the plasma at a given delay time. The black 

dashed line shows the temperature fit from the LIBS measurements in section 3.2, see Figure 3d. In Figure 10a, the 

results for the temperatures calculated from the C emissions in the early plasma are shown. The maximum 

temperature at early delay times is significantly higher than the average and the minimum temperatures due to the 

small size of the high-temperature region at the plasma center. The temperature fit from the 1D LIBS measurements 

does not correspond well to the temperatures calculated from the C lines. As stated above, this is likely because the 

electron density used for the temperature calculation does not accurately represent the overlap region of the C I 

and C III emissions near the plasma center, where no hydrogen emission is observed. In Figure 10b, the 

temperatures obtained from the Ca emissions are better aligned with the same temperature fit, but the fit is still 

significantly lower than the average temperature. For a higher accuracy of the temperature calculations, a spatially 

resolved electron density measurement is therefore necessary. Still, the spatially resolved temperatures obtained 

here can be analyzed qualitatively. It can be seen that the range of temperatures is especially large around a delay 

of 500 ns, after which it decreases as the plasma cools and becomes more homogeneous. The earlier delay times are 

therefore not well-represented by a single temperature value such as that obtained from Saha-Boltzmann plots of 

spatially integrated LIBS measurements. Especially the minimum temperature is much lower than the average 

temperature, allowing for the formation of CaO molecules at earlier times than the average temperature would 

suggest. The minimum temperature seen here stays close to 7000 K after the initial drop at around 500 ns, which is 

likely the threshold above which Ca atoms and ions are present in sufficient amount to enable the temperature 

calculation via their emissions. The plasma center, where the CaO emission is most intense, might therefore be even 

colder. 
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4 Discussion 

The strong spatial variations of the plasma emissions suggest a significant influence of temperature gradients and 

pressure gradients within the plasma. The observed distributions of the laser-induced plasma in Martian 

atmospheric conditions look very reminiscent to those predicted by numerical simulations of the laser-induced 

plasma [29], with strong emissions close to the shock front, rarefaction in the center, and apparent vortices and 

turbulences above the sample surface. While the individual distributions of the different species vary significantly 

from one another, the diameters of most emissions are approximately similar in diameter, though the atmospheric 

emissions tend to have a slightly wider diameter and the continuum and H I emissions have slightly smaller 

diameters. Their propagation follows the Taylor-Sedov model between 80 ns to 500 ns after the laser pulse, but 

slows down at later times, indicating the onset of atmospheric confinement and the decoupling of the shock wave. 

At least two distinct phases of the plasma propagation can therefore be observed in the spatial distributions of the 

emissions: the early plasma before 500 ns, which is coupled to the outgoing shock wave and is defined by the shock 

wave dynamics and corresponding strong internal density and temperature gradients, and the late plasma after 

500 ns, which is more stationary and is defined by homogenization processes as the plasma cools and plasma 

species that were previously confined to small regions within the plasma start to diffuse. The homogenization in the 

late plasma can also be observed in the temperature distribution, which initially shows strong gradients within the 

plasma that start to decrease as the influence of the shock wave dynamics tapers off. The very early plasma before 

80 ns could be another distinct phase in which the plasma plume size is still close enough to the initial explosion 

size that the Taylor-Sedov model’s assumption of large distances is not yet valid. This very early plasma has a high 

degree of ionization and strong continuum emission, indicating high temperatures at the plasma center. However, 

it is not clear whether LTE is a valid assumption for this very early stage of the plasma. 

The molecular CaO band emits most strongly in the plasma center, while the atomic and ionic Ca emissions originate 

mostly in the outer plasma closer to the plasma front and do not emit from the plasma center. Since CaO molecules 

are stable at lower temperatures than Ca atoms and ions, this means that the plasma center is significantly colder, 

which is further confirmed by the spatially resolved temperature calculations in Figure 9 that show a decreasing 

temperature towards the plasma center. The lowest calculated temperature values stay close to 7000 K from 500 ns 

on (see Figure 10b), but the temperature at the center is likely even lower, since the calculated temperatures are 

only valid for regions where atomic and ionic emissions are already present. The strong temperature gradients 

within the plasma explain why intense ionic, atomic, and molecular emissions can be observed at the same time and 

why CaO emission can be observed even at early delay times of about 300 ns, where temperature calculations from 

spatially integrated LIBS spectra yield temperature values that would otherwise be too high for a significant CaO 

concentration. Since all of the other emissions that were investigated at the later delay times show a striking lack of 

emission from the center, it can be concluded that the low-temperature zone there is linked to a strong rarefaction 

in the wake of the outgoing shock wave. These temperature and density gradients indicate that a full description of 

the plasma would require complex hydrodynamic simulations that consider the temporal evolution of the 

temperature, pressure and density gradients within the plasma. Indeed, reported results of hydrodynamic 

simulations of the plasma are qualitatively very similar to the spatial distributions and temperature gradients that 

are observed in this study, although they do not predict a cold plasma core in which molecules can form [28,29]. 

This difference could be explained by the choice of simulation parameters in the simulations, which represent non-

Martian atmospheric conditions and in [29] also include a melting sample surface that reheats the plasma. For 

spectral analysis via calibration-free LIBS, simplified one-zone or two-zone models are preferred over 

computationally expensive hydrodynamic simulations and have been successfully applied to LIBS spectra obtained 

in Martian conditions [27]. Two-zone models generally find a hot inner zone and a colder outer zone in which self-

absorption occurs [25,27]. The results from this study indicate that these two zones represent regions close to the 

plasma front, while the internal structure of the plasma can be more complex. This suggests that the innermost 

colder part of the plasma does not affect the LIBS spectrum strongly, with the notable exception of the presence of 

molecular bands in LIBS spectra. Since no molecular emission was observed in the regions near the plasma front, 
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our results indicate that molecular bands only appear in the spectra because molecules can form in the low-

temperature plasma center. 

Previous studies performed in air or in argon atmosphere have reported that spectral features of the atmospheric 

contributions were observed closer to the plasma periphery than other signals [30,31]. This observation is also true 

for the C I emission in our study. However, the C III emission in the early plasma is found directly in the center of 

the plasma, with the C I emission distributed in a layer around it. Therefore, the apparent concentration of C I in the 

plasma periphery could also be explained by temperature gradients within the plasma and by the differences in the 

ionization energies, which lead to differences in the relative concentrations of the ionization states for different 

elements. The strong C III emission in the center of the early plasma, which also does not move outwards 

appreciably over time, certainly suggests that a high concentration of C ions is generated during or immediately 

after the ablation process, so that the results do not support a model in which atmospheric emissions should only 

be found in the plasma periphery. However, even if C atoms and ions are distributed more evenly in the plasma than 

it appears from the C I emission alone, the differences in the spatial distributions of the C I emission and the sample-

related emissions indicate that the C I emission is not ideal for the normalization of other spectral line intensities, 

because the plasma parameters that determine the C I emission in the outer plasma do not accurately reflect the 

plasma parameters that determine the emissions of spectral features that originate from the inner plasma regions 

[cf. 40]. The O I emission, which is partially due to atmospheric O and partially due to O in the sample, may be a 

better candidate for such normalization methods, since it was observed to be more homogeneously distributed 

within the plasma plume. 

The temperature distributions that have been calculated from C and Ca emissions indicate a reversal, where the 

early plasma features high temperatures in the plasma center while the plasma later has a very low temperature at 

the center and higher temperatures in the outer regions. This may be explained by a smaller plasma volume in the 

early plasma, where most of the plasma center is still close enough to the shock wave to experience high 

temperatures. The quickly expanding plasma plume then experiences rarefaction and corresponding cooling at the 

plasma center, while the plasma front retains a high density and a high temperature. The strong C III emission close 

to the plasma center in the early plasma also suggests a significantly lower electron density that allows for a higher 

degree of ionization. Such a local variation of the electron density would also explain why the temperatures 

calculated from the C emissions are higher than the ones calculated from the Ca emissions, since the electron density 

used in the temperature calculations was calculated from the spatially integrated hydrogen line width that better 

represents the plasma regions with high Ca emissions. 

5 Conclusion 
In this study, we show first results from our plasma imaging setup, which allows for a spatial and temporal 

characterization of the plasma emissions in simulated Martian ambient conditions. Investigating the spatiotemporal 

evolution of the plasma plume in Mars-like atmospheric conditions allows us to better understand the plasma 

properties and processes that influence LIBS spectra recorded by instruments such as ChemCam and SuperCam on 

Mars.  The results show complex spatial distributions of the atoms, ions and molecules in the plasma, which are 

strongly affected by local temperature and density gradients within the plasma plume. These local variations are 

likely the result of dynamic processes in the quickly expanding plasma plume, as indicated by features that resemble 

vortices and reflected shock waves. This suggests that the laser-induced plasma on Mars is heterogeneous and is 

not fully described by plasma models that assume an isothermal and homogeneous plasma. This assumption is 

implicit in many common methods for temperature calculation and for normalization, as these typically compare 

the intensities of spectral lines that may have different spatial distributions in the plasma. 

At the plasma center, the observation of high-temperature ionic emissions at early times and low-temperature 

molecular emissions at later times suggests a strong temperature decrease caused by the rarefaction of the plasma 

center in the wake of the outgoing shock wave. Instead of being the hottest plasma region as has been commonly 
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assumed, the center is found to be the coldest plasma region for most of the plasma lifetime, enabling the formation 

of CaO molecules that are only found at lower temperatures at the same time as ionic and atomic Ca is found in outer 

hotter regions of the plasma. The observed structure of the plasma plume with a rarefied plasma center and hotter 

and denser regions closer to the shock wave supports the results of hydrodynamic simulations of the laser-induced 

plasma in the literature. 

The results of this study show that plasma imaging experiments can offer relevant insights for LIBS on Mars. The 

spatial and temporal separation between different emissions of a single element, as well as the differences in the 

distributions of emissions related to different elements, underline the complexity of the laser-induced plasma in 

Martian ambient conditions. For the analysis of Martian LIBS data, a direct consequence is that normalization 

methods should be carefully chosen so that the spectral features that are to be normalized and the spectral features 

that are used for the normalization share similar spatiotemporal distributions in the plasma and correspond to 

similar plasma temperatures. The results of this study seem to indicate that O I is generally better suited for 

normalization than C I due to being more evenly distributed within the plasma plume. However, it is currently 

unknown whether this is a general trend or whether it is only the case for samples such as the gypsum that was 

investigated here. Future plasma imaging studies should therefore investigate the laser-induced plasma produced 

by different samples in order to understand how the sample composition and matrix effects might influence the 

observed spatiotemporal distributions of the plasma emissions related to elements in the plasma and in the 

atmosphere. 
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