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Abstract

Large Eddy Simulation (LES) is a fundamental research tool to study gas turbines and aero-engine combustors. In LES, although
rarely addressed systematically, it is known that thermal boundary conditions control the heat transfer between the flow and the
combustor walls. This work presents a study on the impact of thermal wall boundary conditions for the PRECCINSTA test bench,
operated by the German Space Agency (DLR). Two approaches are tested: Heat Resistances Tuning (HRT), where a local resistance
is tuned using experimental temperature data, and full Conjugate Heat Transfer (CHT), where the chamber wall-temperature is
solved and coupled to the flow computation. Results reveal that the HRT method captures the mean flame correctly but the predicted
flame becomes unstable and responds to a thermoacoustic oscillation which is not observed experimentally. On the contrary, using
CHT, the flame is correctly predicted and stable as in the experiments. Finally, to understand the differences between the HRT and
the CHT simulations, Dynamic Mode Decomposition (DMD) analysis is performed showing that the correct response of the flame
branches to the pressure oscillations is recovered only in the CHT simulations for which thermoacoustically stable operations are
retrieved.

Keywords: Conjugate Heat Transfer; Large Eddy Simulation; Thermoacoustic instabilities; Turbulent flames

∗Corresponding author: agostinelli@cerfacs.fr

Preprint submitted to Combustion and Flames August 31, 2021



Nomenclature

Acronyms

ARC Analytically Reduced Chemistry

CB Centerbody

CFL Courant-Friedrichs-Lewy

CHT Conjugate Heat Transfer

CRZ Central Recirculation Zone

DMD Dynamic Mode Decomposition

FFT Fast Fourier Transform

FTF Flame Transfer Function

HRT Heat Resistance Tuning

LES Large Eddy Simulation

LOS Line-of-sight

ORZ Outer Recirculation Zone

OTA Optically Thin Assumption

PCS Parallel Coupling Strategy

pdf Probability density function

PLIF Planar Laser-Induced Fluorescence

RMS Root Mean Square

sPIV Stereoscopic Particle Image Velocimetry

TFLES Thickened-flame LES

W Walls

Greek Symbols

βCh Charlette coefficient

δt Time step

ṁ Mass flow rate

ε Emissivity

λ Thermal conductivity

Re(R̂I) Real part of the Rayleigh index

Tφ,p Equivalence ratio - pressure fluctuations correlation in-
dex

Φ Equivalence ratio

φ Phase

Φq Heat flux

ρ Density

σ Stefan-Boltzmann constant

τ Characteristic time

Roman Symbols

q̇ Heat release rate

R Reflection coefficient

Bi Biot number

C Heat capacity

c Sound speed

h Heat transfer coefficient

K Relaxation coefficient

L Characteristic length

P Power

p′ Pressure fluctuation

S Surface

t Time

U Velocity

V Volume

y+ Dimensionless wall distance

R Thermal resistance

T Temperature

Subscripts

σ Root Mean Square

θ Tangential component

air Air line

cond Conduction

conv Convection

eq Equivalent

exp Experimentally observed

f Fluid

f uel Fuel line

num Numerically predicted

r Radial component

rad Radiation

re f Reference

s Solid
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th Thermal

wall, ext External wall

wall, int Internal wall

z Axial component

1. Introduction

Large Eddy Simulation (LES) is a powerful method to inves-
tigate flow physics in complex geometries, including swirling
reacting flows often present in gas-turbine combustors [1–4]
and complex multi-physics phenomena such as the coupling be-
tween the flame and acoustics as experienced in thermoacous-
tic combustion instabilities [5, 6]. Nevertheless, such simula-
tions are often performed with simple boundary conditions on
walls, where temperature is either imposed or adiabaticity is as-
sumed, although these thermal boundary conditions control the
heat transfer between the flow and the combustor walls [7]. The
chemical reactions inside the combustion chamber are further-
more strongly dependent on the temperature field so that wall
boundary conditions can affect the flame shape [8], its stabi-
lization [9] to the point where it can even extinguish the flame
(e.g. when it interacts with walls [10, 11]). Thermoacoustic
instabilities are also highly impacted by temperature boundary
conditions: a change in the temperature field modifies the lami-
nar flame speed [12] and the local speed of sound, impacting the
frequency of the acoustic resonant modes [13, 14] as well as the
response of the flame to acoustic oscillations, usually described
by the Flame Transfer Function (FTF) [15].

Multiple experimental and numerical studies have focused on
the impact of heat transfer on flame stabilization and dynamics.
A detailed experimental analysis of the influence of heat losses
on the flame shape was proposed by Guiberti et al. [8], who un-
derlined the important role played by the temperature boundary
conditions in the flame stabilization. Mejia et. al [16] exper-
imentally investigated the impact of the wall-temperature on a
laminar flame stabilized on a slot burner. Thermoacoustically
stable or unstable configurations have been recorded depending
on the temperature of the burner at the flame anchoring point
which altered the flame foot dynamics. Indeed, as suggested
by Kedia et. al [17], flame-wall interaction can be crucial in
closing the feedback loop between heat release rate and veloc-
ity oscillations. The importance of the temperature field near
the flame anchoring region has also been underlined by Hong
et. al [18], who investigated the dynamic instability character-
istics of a turbulent premixed flame in a backward-facing step
combustor and showed that the wall thermal conductivity influ-
enced the flame speed near the flame holder, leading to a dis-
tinct dynamic behavior of the flame for each flame holder ma-
terial. For example, replacing the stainless steel flame holder
with one made of ceramics inhibited the onset of combustion
instability. Similarly, Cuquel et. al [19] investigated the effect
of unsteady heat losses between the flame base and burner rim
on the FTF. Improved expressions for the FTF of conical flames
submitted to velocity disturbances were obtained by including
a model for the motion of the flame base due to the unsteady

heat losses. An important effect of heat transfer has been ob-
served for turbulent flames too. Lohrmann et. al [20] inves-
tigated the influence of the preheat temperature on the FTF of
a turbulent swirl-stabilized premixed flame. By increasing the
preheat temperature, the delay of the flame response decreased
due to an increase in the turbulent flame speed that shifted the
main reaction zone to an upstream location. The influence of
the transient combustor wall-temperature on the thermoacoustic
oscillations of turbulent premixed flames has been investigated
by Heydarlaki et. al [21]. They showed that the probability
of occurrence of large amplitude oscillations was dependent on
the initial wall-temperature, confirming the strong non-linearity
of the problem.

Different studies have tackled the Conjugate Heat Transfer
(CHT) problem with numerical simulations to handle the heat
transfer at the walls. Berger et. al [22] performed direct numer-
ical simulations (DNS) of a bluff-body stabilized flame both
with fluid only predictions and in a Conjugate Heat Transfer
(CHT) context. It turned out that the flame stabilization de-
pended not only on the solid material but also on the initial
solution, highlighting that the nonlinear CHT problem can ex-
hibit multiple solutions. The strong effect of heat transfer in
bluff-body stabilized flames has also been underlined recently
by Fureby [23]. Taking ,gas thermal-radiation and wall Conju-
gate Heat Transfer into account, LES predictions were in better
agreement with experimental data in terms of mean velocity,
temperature and CO mass-fraction profiles. The heat loss ef-
fects on the stabilization of a lean swirl-stabilized flame close to
blow-off conditions was analyzed by Massey et. al [24], show-
ing that the lift-off height is influenced by the wall heat transfer
modelling. DNS was used to perform a sensitivity analysis of
transfer functions of laminar flames [12], proving that the in-
let air temperature affects both gas velocity and flame speed
whereas the combustor wall-temperature determines the lift-off

distance of the flame and controls the FTF delay. The same
concept was underlined by Kaess et. al [25], who investigated
the effect of the thermal wall boundary condition on the FTF
of a laminar premixed flame trough LES. Their results showed
that the flame anchoring position and the FTF were significantly
altered when changing the adiabatic boundary condition to an
isothermal boundary condition. In an experimental and numer-
ical work, Chatelier et. al [26] showed that one of the main
issues that should be taken into account in numerical simula-
tions to capture the thermoacoustic response of a swirled flame
is the enthalpy defect impact on the flame structure due to heat
losses.

This brief literature review confirms that wall heat transfer
effects modify flame stabilization and flame dynamics. Never-
theless, while in experiments this requires a careful attention to
the combustor initial conditions to avoid wall-temperature ef-
fect and obtain reproducible data, in Computational Fluid Dy-
namics (CFD) a correct assessment of the wall modelling is
required to achieve reliable numerical predictions. If avail-
able, measured temperatures can be used as boundary condi-
tions for simulations. However, in most configurations wall-
temperature data are difficult to determine and they can change
for each operating condition. In many cases, they are just
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not available. As a consequence, most CFD simulations ei-
ther neglect heat-transfer effects, considering the combustor
walls as adiabatic (e.g., see Ref [27]) or an arbitrary wall-
temperature field is imposed [28–30]. Both approaches still
can capture the correct thermoacoustic behaviour as demon-
strated in bluff-body stabilized flames [31, 32], lean-premixed
swirl flames [27, 30], annular combustion chamber [33] or even
rocket combustors [34]. However, these simplistic wall con-
ditions fail when the instability-driving mechanisms are im-
pacted by the unsteady heat-transfer to the walls, and recent
studies have underlined how Conjugate Heat Transfer (CHT)
can improve the prediction of thermoacustic instabilities. Shahi
et. al [35] performed numerical simulations of a centerbody
stabilized flame both with adiabatic/isothermal boundary wall
conditions and with CHT to conclude that the use of the latter
led to significant accuracy improvements in the prediction of
the characteristics of the combustion instability. For a swirled-
flame combustor, Kraus et. al [7] discussed the potential of
CHT simulations to improve LES accuracy for the prediction
of combustion instabilities in terms of frequency and amplitude
of the oscillations due to the strong preheating of the gases in
the combustor plenum.

In general, it is possible to classify the approach toward heat-
transfer in four categories of increasing complexity, based on
the thermal boundary conditions imposed at the walls [7]:

1. Adiabatic walls: in most recent LES the walls are consid-
ered as adiabatic and heat transfer is neglected [27, 31–33].

2. Imposed wall-temperature: when experimental data in-
cludes wall temperatures, it is possible to fix the temper-
ature directly through Dirichlet boundary conditions [36,
37].

3. Imposed local thermal resistance: the local heat flux Φq

can be computed from a reference temperature Tre f , the
temperature of the fluid at the wall T f provided by the sim-
ulation and a suitable thermal resistance R which takes into
account the conduction through the solid [6, 38] and the
external convection and radiation [4]: Φq = (T f − Tre f )/R.

4. Conjugate Heat Transfer (CHT): the LES solver can be
coupled with a code that solves for heat conduction in
the solid parts of the combustor: the wall heat conduction
and the unsteady flow solvers run in parallel and exchange
values of wall-temperatures and heat flux at the bound-
aries [23, 35, 39].

Among the different gas turbine model combustors, the
PRECCINSTA test bench is one of the most well-known in the
combustion community: this test rig, derived from an industrial
design by Safran Helicopter Engines and operated by DLR [40],
has been widely investigated both trough experiments [40–43]
and numerical simulations [1, 2, 28, 44–52]. Most studies re-
fer to the stable flame case (equivalence ratio of φ = 0.83 and
thermal power of Pth = 30kW) and the unstable flame case with
a thermoacoustic limit cycle at 290 Hz (φ = 0.7 and Pth = 25
kW) observed by Meier et al. [40]. To the author’s knowledge
an analysis of the heat transfer impact on the thermoacoustic
behavior of this test rig has never been performed. The analysis

of the thermoacoustic oscillation performed via compressible
LES by Roux et al. [1] and Franzelli et al. [44] were conducted
for adiabatic walls, achieving good prediction of the oscilla-
tion mode but marginal agreement for the frequency of oscil-
lation. More studies have focused on the impact of detailed
chemistry [45], sub-grid scale closure for premixed turbulent
combustion [2] and combustion TFLES model with a dynamic
wrinkling formulation [51]. The first study that introduced heat
losses at the walls in the PRECCINSTA test rig was conducted
by Bénard et al. [28] in the context of a mesh sensitivity anal-
ysis in the stable flame regime. To do so the authors imposed
a numerically-tuned temperature profile at the combustor walls
and backplane to match the experimental fluid temperature pro-
files [40], but the centerbody on which the flame stabilizes was
kept adiabatic. A similar approach has been recently used also
by Fredrich et al. [46, 52], who proposed to detect the thermoa-
coustic instability with a fully-compressible LES-pdf approach.
To take into account the heat losses, they fixed the chamber
walls at a guessed temperature of 1400 K and the backplane at
700K, following the experimental data of Yin et al. [43]. How-
ever, using the same experimental data for the centerbody, they
claimed that prescribing a wall-temperature of 700 K caused
the flame to consistently lift off and fully detach from the noz-
zle and therefore assumed an adiabatic condition. It is impor-
tant to note that the experiments conducted by Yin et al. [43]
refer to different operating conditions with respect to the one
simulated by Fredrich et al. [46, 52], potentially explaining the
lift-off of the flame. In all these studies, since a pre-heating of
the gases before entering the combustion chamber was experi-
mentally observed to reach values between 320 K and 380 K,
although not precisely measured [40], the temperature of the
fresh gases has been set to 320 K instead of the ambient tem-
perature. To conclude, the lack of a clear and systematic anal-
ysis of the heat losses in this test rig can be due to two main
factors: (a) the lack of experimental data of wall-temperatures
(some measurements at the backplane and centerbody tip have
been recently performed by Yin et al. [43] but in operating con-
ditions different from the ones of Meier et al. [40]) and (b)
the satisfactory agreement of LES predictions with adiabatic
boundary conditions. This work addresses this issue by per-
forming a systematic study of the impact of heat transfer in the
PRECCINSTA test bench. Note that a new test campaign was
conducted at DLR where the test rig was operated in different
operating conditions with respect to the data available in the
literature [40, 43].

In the following, the experimental setup, the observed flame
shape and thermoacoustic behavior are first presented together
with the numerical setup and the AVBP LES solver, section 2.
Results are discussed in section 3. First, the Heat Resistance
Tuning (HRT) approach for the thermal boundary condition de-
termination using experimental measurements is presented in
section 3.1. Second, since with the HRT approach the pre-
dicted flame becomes unstable and responds to a thermoacous-
tic oscillation that is not observed experimentally, a Conjugate
Heat Transfer (CHT) simulation is discussed in section 3.2 af-
ter having presented the heat conduction AVTP solver. Finally,
the instability-driving mechanism is physically investigated to
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85 mm

Fuel

Air

Figure 1: (a) Schematic of the experimental test bench: injector with combus-
tion chamber and normalized time-averaged Line-Of-Sight (LOS) OH? chemi-
luminescence indicating the flame; (b) Experimental normalized time-averaged
OH-PLIF image. The arrows are tangential to the experimental time-averaged
velocity field in the plane #»v//, their length and color indicating the velocity mag-
nitude.

a) b)

understand the differences between the HRT approach and the
CHT predictions in section 3.3.

2. Experimental and numerical setup

A schematic of the PRECCINSTA experimental test
bench [40] is presented in Fig. 1(a) showing the injector and
the combustion chamber, together with the experimental nor-
malized time-averaged Line-of-sight (LOS) OH* chemilumi-
nescence image. Dry air is fed at ambient temperature through
the plenum and a swirl motion is imposed thanks to 12 ra-
dial swirler vanes before entering the combustion chamber.
Methane is injected into the air stream through small holes
within the radial swirler in a partially premixed mode. The
high momentum ensures good mixing before entering the com-
bustion chamber even if local equivalence ratio variations have
been reported in the literature [40]. The combustion chamber
has a square section of 85 x 85 mm2 and quartz windows (thick-
ness 1.7 mm) to allow for optical access for diagnostics. At the
end of the combustion chamber, the hot gases exit through a
cone-shaped exhaust pipe.

The test rig has been recently been operated at different op-
erating conditions to analyze the effects on flame dynamics. In
this work, an experimentally stable condition is computed for
a global equivalence ratio of φ = 0.8 (ṁair = 4.29 g/s and
ṁCH4 = 0.2 g/s) and a thermal power of Pth = 10 kW. Mea-
surements of the three velocity components were performed in
one vertical plane along the radial direction using Stereoscopic
Particle Image Velocimetry (sPIV). Planar Laser-Induced Fluo-
rescence (PLIF) measurements of OH radicals are used to visu-
alize the flame structures together with line-of-sight integration
of OH* chemiluminescence, which represents a qualitative in-
dicator for the heat release rate for lean premixed flames [53].

The experimental normalized time-averaged OH-PLIF image
on a vertical plane is presented in Fig. 1(b) together with the

a)

b)

Figure 2: (a) Experimental pressure recorded at the combustion chamber back-
plane with a zoom on a part of the signal and (b) the signal spectrum obtained
via Fast Fourier Transform (FFT).

experimental time-averaged velocity field in the plane, −→v//, indi-
cated by the arrows which are tangential to the velocity vector
and colored by its magnitude. A classical swirled flow structure
of the velocity field can be observed. A strong Central Recir-
culation Zone (CRZ) downstream of the centerbody helps the
flame stabilization by bringing back the hot burnt gases toward
the flame root and weaker Outer Recirculation Zones (ORZs)
are also present. Starting from the injector exit, the intense
jet flow exiting from the swirler prevents flame anchoring: the
flame is stabilized in the low-velocity region near the end of the
CRZ close to the centerbody (note the metallic tip visible in the
image) and it develops further downstream in a V-shape reach-
ing the chamber walls at around 50 mm from the backplane
where it quenches due to wall heat losses. A weaker signal is
observed in the ORZs with respect to the primary zone close to
the centerbody, indicating that the flame is not always present
in these regions (as expected in a V-shape flame).

Figure 2 reports (a) the pressure recorded experimentally at
the combustion chamber backplane and (b) its spectrum com-
puted using a Fast Fourier Transform (FFT) algorithm. Two
weak modes appear at 260 Hz and 480 Hz: these frequen-
cies match the first two acoustic modes of the system (see
section. 3.3). The weak amplitude of the two pressure peaks
(smaller than 10 Pa) indicates that no thermoacoustic activity
takes place for these operating conditions.
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Figure 3: Computational domain used in LES with an overview of the mesh
and the used coordinate system. Note that in LES the atmosphere is taken into
account and the inlet fuel geometry is simplified to the 12 small tubes (colored
in red) without the fuel plenum. The instantaneous isocontour of CH4 (colored
in blue) helps visualize the technical fuel injection in the swirled flow.

The LES domain is shown in Fig. 3 with an overview
of the unstructured grid: the outside atmosphere is taken
into account to have the right impedance at the outlet of the
combustion chamber and the inlet fuel geometry is simpli-
fied into 12 small tubes (colored in red) without the fuel
plenum. In Fig. 3, an instantaneous isocontour of CH4 is
colored in blue to help visualize the technical fuel injection
in the swirled flow. LES are performed using the AVBP
code (www.cerfacs.fr/avbp7x/index.php) solving the compress-
ible Navier-Stokes multi-species equations. The SIGMA tur-
bulent closure is used for the sub-grid stresses [54] and the
TTGC scheme (third order in time and space) is used for the
discretization of the convective terms [55]. Inlet and outlet
boundary conditions are treated with the Navier-Stokes Char-
acteristic Boundary Conditions (NSCBC) formalism [56] with
a relaxation factor of Kair = 50 s−1 and K f uel = 5 × 105 s−1

imposed on the air and fuel inlets, respectively. All walls are
treated as no-slip. Two of the four treatments listed in the in-
troduction are compared. At first, a simplified HRT approach
is proposed (see section 3.1). Results will be compared with
predictions from a more reliable, but also more computation-
ally demanding, fully coupled Conjugate Heat Transfer case
(see section 3.2). Both cases are performed using the same
computational grid of 20.3M tetrahedral elements which was
optimized applying static mesh refinement criteria [57]. The
final grid uses a mesh size in the flame zone just downstream
of the centerbody of ∆x = 300µm, assuring an almost unity y+

value at the centerbody tip and y+ ∼ 3 at the chamber and back-
plane walls, hence allowing the use of a wall resolved LES ap-
proach. A proper mesh resolution at the walls is of fundamen-
tal importance to correctly estimate the thermal fluid bound-
ary layer and hence the convective heat transfer at the walls.
The dynamic formulation of the thickening flame model (DT-
FLES) [58] is used to resolve the flame. The model is cou-
pled to the Charlette efficiency function [59] used with the stan-
dard coefficient βCh = 0.5 to retrieve flame-turbulence interac-
tion. CH4-Air chemistry is described through an Analytically

Tambient

Rconvection

Twall, ext Twall, int = Tfluid

Rsolid

Rradiation Chamber walls

Backplane Centerbody

Figure 4: Schematic showing the different heat losses mechanisms at the com-
bustor chamber walls and respective thermal resistances.

Reduced Chemistry (ARC) mechanism consisting of 20 trans-
ported species, 166 reactions, and 9 quasi-steady state species,
derived from the detailed GRI-Mech 3.0 scheme [60] and al-
ready validated for the PRECCINSTA flame [57]. More details
about this scheme are provided in the supplementary materials
of Ref. [38]. The thermal radiation from the hot gases is taken
into account by the LES solver with the Optically Thin As-
sumption (OTA) [61] for the most radiating species CH4, CO,
CO2, and H2O: gases are supposed to be optically thin and re-
absorption is neglected while the Planck mean-absorption coef-
ficients are provided for each species as polynomial functions
of temperature [62].

3. Results and discussion

LES results obtained with the HRT (section 3.1) and CHT
approaches (section 3.2) are first compared, illustrating the im-
pact of the wall boundary conditions for the current configura-
tion. Then, the instability-driving mechanisms are investigated
to understand the differences between the two approaches (sec-
tion 3.3).

3.1. Heat Resistance Tuning (HRT) approach

The first approach consists of imposing a heat flux (Φq) at
each point of the wall. The wall heat flux Φq is defined as
Φq = (T f − Tre f )/R where Tre f is a reference temperature
(usually the air temperature in the room or the external wall-
temperature), T f is the temperature of the fluid at the wall and
R is a thermal resistance. While it is generally easy to set the
reference temperature Tre f , defining a correct value for the re-
sistance R is not straightforward and depends on the heat trans-
fer at the combustion walls.

If the experimental temperature on the external side of the
chamber walls (Twall,ext) is available (see Fig. 4) and, therefore,
chosen as Tre f in the calculation of Φq, the thermal resistance
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a) b)

EXP LES

Figure 5: (a) Comparison of experimental instantaneous normalized OH-PLIF signal and instantaneous predicted heat release rate q̇. Green and red lines indicate
experimental data location at the backplane and centerbody tip respectively. (b) Comparison of experimental and LES profiles of mean temperature at the combustion
chamber backplane and centerbody tip after tuning of the heat resistances. Condition P20CB: Pth = 20KW and φ = 0.7 [43].

Case Pth φ Exp. data Ref.

P20CB 20KW 0.7 Tbackplane, Tcenterbody Yin et al. [43]
P30W 30KW 0.83 T f Meier et al. [40]
P10 10kW 0.8 - Present study

Table 1: Summary of the operating conditions considered in the HRT approach.

is fixed by the solid Rcond which takes into account heat con-
duction inside the chamber walls [6, 38]. In general, however,
experimental data of wall-temperatures is not available (or in-
complete). In these cases, a possible solution is to consider
the ambient temperature as reference Tre f but doing so an addi-
tional thermal resistance should be added to Rcond to take into
account the external heat losses due to natural (or forced) con-
vection (Rconv). Expressions of this resistance can be found in
the literature as correlations of the Nusselt number based on ge-
ometrical dimensions, Prandtl and Rayleigh (Reynolds) num-
ber for natural (forced) convection [63, 64].1 can be consid-
ered to act in parallel to the convection. Similarly to an elec-
tric circuit, an equivalent resistance can be defined as Req =

Rcond +
1

1/Rconv + 1/Rrad
. See Appendix A for a more detailed

discussion.
In PRECCINSTA, experimental temperatures were measured

by Yin et al. [43], who provided the surface temperature of
the backplane and the centerbody tip for an operating condi-
tion with a thermal power Pth = 20KW and an equivalence ratio
φ = 0.7 (in the following referred to as case P20CB where the
subscripts stands for centerbody) which is different from the op-
erating condition selected for the current study (in the following
referred to as case P10). The other temperature measurements
available refer to flow temperature profiles measured by Meier
et al. [40] for operating conditions with a thermal power Pth

= 30KW and equivalence ratio φ = 0.83 (in the following re-
ferred to as case P30W where the subscripts stands for walls).
The operating conditions and experimental data available are

1In the same manner, a thermal resistance that accounts for radiation Rrad

summarized in Table 1.
Even if this was done in previous publications, due to the

thermal power differences, none of these measurements can be
directly used for Tre f in the present study since wall surface
temperatures cannot be considered independent of the global
thermal load. On the contrary, thermal resistances are an in-
trinsic property of the system (determined by the rig geometry,
wall material properties and, if present, cooling systems) and,
as a first approximation, can be assumed not to change signifi-
cantly while changing operating conditions2. The fact that mea-
surements of wall-temperature at few regimes can be used to
determine local wall heat resistances, valid for all regimes, is
the basis of the Heat Resistance Tuning (HRT) approach used
here: case P20CB is simulated first and the thermal resistances
of the backplane and centerbody are tuned to match the sur-
face temperature measurements. The same exercise is then re-
proposed for case P30W retrieving the optimized resistance for
the chamber walls. Before the iterative tuning procedure, the
initial guess of the thermal resistances has been set for each
surface as an equivalent resistance Req computed following the
depicted methodology and making use of standard correlations.
More information can be found in Appendix A. In both sim-
ulations, other walls are assumed to be adiabatic since no rele-
vant heat transfer is expected. Note that to take into account the
experimentally observed pre-heating of the flow in the plenum,
the inlet temperature of the flow (and hence also Tre f ) is im-
posed to 320K as proposed by Franzelli et al. [44].

The outcome of the HRT procedure for case P20CB is pre-
sented in Fig. 5. For this particular condition, the flame exper-
imentally showed intermittent transitions between V- and M-
shapes with an effect on the surface temperature of the back-
plane and centerbody. In our case, LES predicts a V-shape,
as seen in Fig. 5(a) which compares the experimental instanta-
neous normalized OH-PLIF signal with the instantaneous pre-

2Of course thermal resistances are also dependent on the surface tempera-
ture since the latter affects the solid thermal conductivity, the radiation and the
convection but these effects can be assumed to be negligible as a first approxi-
mation for small variations of surface temperature.
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a)

b)

x = 6 mm 10 15 20 30

Figure 6: Comparison of experimental and predicted profiles of (a) mean and
(b) RMS temperature at measurement planes at x = 6, 10, 15, 20 and 30
mm downstream of the combustion chamber backplane for tuning the thermal
boundary conditions at the chamber walls. Condition P30W : Pth = 30KW and
φ = 0.83. [40]

dicted heat release rate q̇. The LES flame is attached to the
centerbody and detached from the backplane, with a weaker
heat release rate in the ORZ, as in the experiments. The HRT
procedure is performed using the measured surface tempera-
ture for the V-shape flame. The outcome of HRT is presented
in Fig. 5(b) showing the comparison of experimental and pre-
dicted profiles of mean temperature at the backplane and at
the centerbody tip. The final values of the thermal resistances
Rbackplane = 4.3 × 10−3 m2K/W and Rcenterbody = 7.5 × 10−3

m2K/W allow LES to reproduce the measured thermal state at
the walls. The temperature of the centerbody tip reaches 600 K
and the backplane wall 650 K in LES while experimental mea-
surements are 580 to 610 K and 630 to 670 K for the center-
body tip and chamber backplane, respectively. The simulation
(Fig. 5(b)) predicts a locally higher temperature at ± 17 mm
with respect to the experiments. This difference highlights a
limitation of the HRT approach: in reality the solid conductiv-
ity (which is notably higher with respect to the fluid one) trans-
fers more efficiently the heat from the hot spots to the colder
regions thanks to transversal diffusion resulting in a more uni-
form temperature in the solid (i.e. typically the Biot number3

is much lower than unity [7, 65]). However, this feature cannot
be correctly reproduced by the HRT approach which assigns a
single thermal resistance value for the whole surface4.

Once thermal resistances for backplane and centerbody have

3Bi = hL/λ where h is the convective heat transfer coefficient, L the char-
acteristic length and λ the thermal wall conductivity. In the current operating
conditions, the convective heat transfer at the backplane is low due to low ve-
locity (∼ 2 m/s) in the ORZ, making the conduction heat transfer more efficient.

4Although imposing a spatial distribution of thermal resistances for each
surface is possible, it is in practice difficult to validate due to the marginal

EXP LES

Figure 7: Comparison of experimental time-averaged normalized OH-PLIF sig-
nal and time and angle-averaged predicted OH mass fraction YOH . Case P30W :
Pth = 30KW and φ = 0.83 [40].

been fixed, case P30W is simulated to tune the thermal resis-
tance at the combustion chamber walls. Bénard et al. [28] con-
ducted a similar tuning on the same case to find the temperature
profile to be imposed at walls with a Dirichlet boundary con-
dition. However, it is worth re-affirming that imposing a fixed
temperature field is not appropriate in reactive LES for two rea-
sons and that HRT is more powerful. First, temperature is an
output of the simulation and its profile on the wall should de-
pend on the evolution of the flow field and flame shape during
the simulations. If a fixed temperature profile is rigidly im-
posed, the model will not be able to correctly capture temper-
ature wall variations due to eventual interactions of the flame
with the wall. Furthermore, since the wall surface temperature
is case dependent, the procedure proposed by Bénard et al. [28]
cannot be used for other operating conditions. The HRT strat-
egy, relying on thermal resistances, is more general.

Results are presented in Fig. 6, which shows experimental
and predicted profiles of (a) mean and (b) RMS temperature at
different measurement planes downstream of the chamber back-
plane with the resulting value of Rwalls = 7 × 10−2 m2K/W. The
LES temperature field is in good agreement with the experimen-
tal one. A small difference between LES and experiments is
visible at the last profile (h = 30 mm) downstream of the back-
plane: the mean temperature field shows that the flame angle
is slightly underestimated in this case and a lower temperature
RMS peak is predicted. These differences can be explained by
experimental uncertainties and by the fact that the tuning proce-
dure does not rely in this case on a measured surface tempera-
ture (as in case P20CB) but on the flow temperature, which adds
further uncertainties.

The comparison between experimental time-averaged nor-
malized OH-PLIF signal and time as well as angle-averaged

amount of experimental data available and it is therefore out of the scope of
the present work.
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Figure 8: Validation of the LES simulations with HRT approach for case P10.
Comparison of experimental normalized time-averaged LOS OH* chemilumi-
nescence image with LOS of predicted heat release rate q̇.

LES predicted OH mass fraction YOH in case P30W is presented
in Fig. 7. A correct V-shape flame is predicted by LES and
global good agreement is achieved in terms of flame length and
angle. The ORZs present weaker OH signal and the flame lift-
off from chamber backplane is captured. The HRT also predicts
a well-attached flame at the centerbody thanks to the correct
heat resistance used for the centerbody walls (also tuned from
case P20CB). Generally speaking, this result confirms the rel-
evance of the HRT approach for variable operating conditions:
predicted wall-temperatures vary as the regime changes. The
centerbody tip temperature reaches a value of around 900 K
for case P30W , notably higher than the one measured in con-
dition P20CB of 600 K (which has a lower equivalence ratio
φ = 0.7 and a lower thermal power compared to case P30W ).
This may explain why Fredrich et al. [46, 52] did not observe
an attached flame at the centerbody by prescribing the same
wall-temperature as in case P20CB of Yin et al. [43].

The HRT approach is then applied to case P10, which is the
final objective of the present study. The mean LOS predicted
heat release rate q̇ is compared with the experimental normal-
ized time-averaged LOS OH* chemiluminescence in Fig. 8.
LES captures the mean flame angle while the flame length is
slightly underestimated. A global satisfactory agreement is
achieved in terms of flame shape with the HRT approach, the
only main difference being the region of heat release rate in the
CRZ which is not observed in experiments.

Even though the mean flame is reasonably captured using the
HRT method, the limits of this approach become visible when
the flame dynamics are considered. Indeed, differences with
the experiment can be noticed for heat release rate fluctuations
and pressure oscillations predicted at the combustion chamber
backplane shown in Fig. 9(a): unlike experimental recordings
of Fig. 2, high amplitude pressure oscillations of p′num ' 800 Pa
(to be compared with experimental ones of p′exp ' 200 Pa) are
predicted by LES. Furthermore, the phase difference between

a)

b)

Figure 9: (a) Pressure and heat release rate fluctuations predicted at the com-
bustion chamber backplane using the HRT approach. The phase difference be-
tween the unsteady pressure and heat release rate oscillations is less than π/2,
satisfying the Rayleigh criterion. (b) Signals spectra via FFT, showing that heat
release rate fluctuations correspond to a peak at 224 Hz, while pressure spec-
trum shows also a second peak at 480 Hz.

the unsteady pressure (black line) and heat release rate (red line)
oscillations is within the π/2 limit, satisfying the well-known
Rayleigh criterion [66]. This hypothesis is further confirmed by
the spectrum of the two signals shown in Fig. 9(b): differently
from the experimental observations (Fig. 2(b)), a strong peak
almost one order of magnitude higher than in the experiments is
observed in both heat release rate (red line) and pressure (black
line) spectra at 224 Hz, indicating that the instability is fed by a
flame/acoustics coupling. A second peak is also present in the
pressure spectrum at 480 Hz.

To understand the dynamics of this numerically-predicted
thermoacoustic oscillation, Fig. 10 shows the phase-locked in-
stantaneous fields of axial velocity (left) and CH4 mass frac-
tion (right) with the heat release rate fields q̇ for four differ-
ent phases of the heat release rate oscillating cycle at 224 Hz.
Figures 10(a-c) correspond to the minimum (ϕ = 0) and maxi-
mum (ϕ = π) of the heat release rate in the cycle, respectively.
The other two phases shown in Figs. 10(b-d) refer to instants at
ϕ = ±π/2 respectively. In all images, the black isocontours re-
fer to temperature levels of 750 and 1500 K whereas the white
isocontour refers to the CH4 global mass fraction level corre-
sponding to φ = 0.8. When the heat release rate is minimum in
Fig. 10(a) (that corresponds to a minimum in the plenum pres-
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Figure 10: Phase-locked instantaneous fields of axial velocity (left) and CH4 mass fraction (right) with superimposed the heat release rate field q̇ for four different
phases of the oscillating cycle. (a) and (c) correspond to the minimum and the maximum of heat release rate in the cycle, respectively. Black isocontour refer to
temperature levels of 750 and 1500 K while white isocontour refer to the CH4 global mass fraction level.

sure), the axial velocity in the swirler is low, with a strong CRZ
downstream of the centerbody. The CH4 jets are injected in a
low velocity air stream and are not significantly forced toward
the centerbody walls. After ϕ = π/2 (Fig. 10(b)), the CRZ is
still present in the chamber and the velocity in the swirler is
still low: CH4 accumulates in the swirler and pockets of higher
φ are visible close to the centerbody. At the same time the flame
gets longer because the equivalence ratio φ before the flame is
now lower than the global value (i.e. the white isocontours are
far from the flame front). At ϕ = π (Fig. 10(c)), when heat re-
lease rate and plenum pressure are maximum, the velocity in the
swirler is high and starts to push the CH4 jet downstream. At
the same time the previous injected fuel-rich pocket has reached
the flame front, which gets shorter and burns at the maximum
of the heat release rate. Finally, at ϕ = −π/2 (Fig. 10(d)), the
velocity in the swirler is at its maximum, causing the fuel jet to
be strongly pushed toward the centerbody.

This thermoacoustic feedback loop resembles the one effec-
tively present in the experiments conducted by Meier et al. [40]
for φ = 0.7 and Pth = 25 kW and is explained by the mechanism
described by Franzelli et al. [44] using LES: the velocity field in
the swirler follows the plenum pressure and oscillates, causing
rich gas pockets to be periodically pushed into the chamber and
producing fluctuations of the heat release rate. The fuel enters
the swirl channel as a jet-in-crossflow and, depending on the
momentum flux ratio, may impinge on the walls. This flapping
of the fuel jet is less evident if compared to their LES but still
noticeable. However, differently from the experiments of Meier
et al. [40], this mechanism is not triggered experimentally for
the studied case P10 and possible causes for its appearance are
investigated hereafter.

One possible reason explaining why LES seems unstable is
acoustic damping [67]. In the absence of additional passive
damping such as Helmholtz resonators, the main contributor to
damping is the losses of acoustic energy at the boundaries of
the system [50, 68]. In LES, inlet and outlet boundary condi-
tions are treated with the classical Navier-Stokes Characteristic
Boundary Conditions (NSCBC) formalism [56]. According to
the NSCBC theory [56, 69], the inlet and outlet reflection coeffi-
cients R are functions of the frequency and of the relaxation co-

efficient K used [70] to avoid that mean values drift away from
their target values. At the outlet, including the atmosphere in
the computational domain assures the correct representation of
the acoustic impedance at the exit of the combustion chamber.
A systematic analysis of the effect on the thermoacoustic os-
cillation amplitude of only the relaxation coefficients imposed
at the air and fuel inlet lines was conducted. These K coeffi-
cients control the ”stiffness” of the air and fuel lines which are
unknown and may explain LES/EXP discrepancies. Figure 11
shows the fluctuations of (a) heat release rate, (b) pressure sig-
nal at the chamber backplane, (c) air mass flow rate and (d)
fuel mass flow rate for different values of K. For a given value
of Kair = 50 s−1 (soft air line), two different K f uel = 5 × 103

s−1 (soft fuel line) and K f uel = 5 × 105 s−1 (stiffer fuel line)
are tested (continuous and dashed lines in Fig. 11). No differ-
ence can be detected between these two cases for heat release
rate, pressure or air mass flow rate. On the contrary, a higher
impact can be observed when Kair is increased to 5 × 103 s−1

making the air line stiffer keeping K f uel = 5 × 103 s−1 con-
stant (continuous line with rectangular marks in Fig. 11). The
amplitude of (a) heat release rate and (b) pressure oscillations
increase while the frequency slightly increases to 244 Hz. The
oscillation of the air mass flow rate (c) is instead lower if com-
pared to the cases at Kair = 50 s−1 since with a higher relaxation
coefficient the boundary tends more rapidly to the mean target
value (u → ū) with an acoustic behaviour closer to a velocity
node (u′ = 0). In this configuration, fuel mass flow rate oscil-
lations (Fig. 11(d)) slightly increase (0.01 g/s, i.e., 5% of the
mean value) with a negligible impact on the instability ampli-
tude. With a further reduction of K f uel no significant change has
been observed while a mean value drift occurred (not shown).
As a final test, an almost anechoic condition is imposed at the
inlet further reducing Kair to 5 s−1: in this case, the amplitude
and the frequency of oscillations for both heat release rate and
pressure are unaffected by changes of K (dashed line with cir-
cular marks in Fig. 11).

These observations show that for case P10, the impedance
of the fuel line (controlled by K f uel) has no relevant impact on
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Figure 11: Effect of the acoustic impedance of the air and fuel lines. Predicted fluctuations of (a) heat release rate, (b) pressure signal at the combustion chamber
backplane, (c) air mass flow rate and (d) fuel mass flow rate.

the predicted thermoacoustic oscillations5. This could be ex-
plained by the small fuel tube sections compared to the swirler
dimensions that create acoustic reflections due to the cross sec-
tion change [71]. A higher impact is observed when changing
the air inlet line impedance (controlled by Kair). Nevertheless
a stabilization of the observed thermoacoustic mode was never
reached even when an almost anechoic boundary is imposed.
An underestimation of the acoustic damping is therefore not
responsible for the thermoacoustic oscillations observed in the
simulations with the HRT approach. Even if HRT reproduces
the mean flame shape reasonably, it fails to characterize its un-
steady dynamics.

3.2. Conjugate heat transfer (CHT) approach

To remove uncertainties on the heat transfer between the fluid
and the solid, CHT simulations are performed by coupling the
LES solver with the AVTP code [72, 73] which solves for heat

5Franzelli et al. [44] predicted in the pulsating flame of Meier et al. [40] an
oscillating frequency of 390 Hz which was higher than the experimental value
of 290 Hz. This discrepancy was attributed to the acoustic impedance of the fuel
line which was arbitrarily imposed in LES. The present analysis would suggest
instead (for different operating conditions and hence pressure oscillations lev-
els) that the impedance of the fuel line has no impact on the thermoacoustic
instability and that the higher predicted frequency of oscillation was due to the
adiabatic walls (i.e. higher sound speed) and to the Kair coefficient which has
an impact on the frequency.

conduction in the walls of the chamber using the energy con-
servation equation,

ρsCs
∂T (xi, t)

∂t
= −

∂Φq,i

∂xi
, (1)

where ρs and Cs are the solid density and heat capacity respec-
tively, T is the solid temperature and Φq,i is the conduction heat
flux described by Fourier’s law,

Φq,i = −λs
∂T
∂xi

, (2)

and is controlled by the heat conductivity of the solid λs. AVTP
takes into account local changes of λs and Cs due to the different
materials of the rig (e.g. inconel, quartz, etc) and to the local
temperature.

AVTP is coupled with the LES solver AVBP through a Paral-
lel Coupling Strategy (PCS) in which both solvers run together
and exchange information at each coupling iteration by using
the CWIPI library [74]. In the AVBP/AVTP case, the LES
solver uses the solid surface temperature Ts as boundary condi-
tions at the walls computed by AVTP while the latter uses the
heat flux Φq computed by AVBP. The time step at which the two
codes advance are different: in AVBP, the time step δt is limited
by the Courant-Friedrichs-Lewy (CFL) condition, which for a
typical resolution of the fluid mesh brings to a time step δt f of
the order of 10−8 s. In AVTP, the time step is controlled by
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Figure 12: Computational domain used in CHT simulations with overview of
the solid (blue) and fluid (black) meshes with thermal boundary conditions for
the AVTP code. Assumed thermal conductivity λs for quartz (blue), inconel
(purple) and stainless steel (orange) is also indicated.

the Fourier number and leads to a time step δts of the order of
10−5 s. It is possible to synchronize the two solvers by changing
the number of iterations that each of them performs in between
two consecutive coupling iterations (i.e. at the information ex-
change time). Note also that the characteristic time of the flow
τ f (i.e. the flow-through time) is typically much smaller than
the characteristic time of the heat transfer in the solid τs. The
first can be computed as τ f = ρV/ṁ where ρ is the mean flow
density, V is the volume of the combustion chamber and ṁ is the
mass flow rate and τ f is typically of the order of milliseconds.
The characteristic time of the heat transfer in the solid τs [65]
can be computed as τs = VsρsCs/hS where S is the surface area,
Vs and ρs are the volume and the density of the solid and h is
the heat transfer coefficient: hence τs is of the order of 1 - 10 s.
The difference between τs and τ f would lead to very long CPU
time for the flow solver if the two solvers are synchronized in
time. To speed up the convergence toward a solid steady state
temperature, the two solvers can be de-syncronized in time by
increasing the number of iterations performed by AVTP with
respect to AVBP between two consecutive coupling iterations.
This methodology is equivalent to decreasing the heat capacity
of the solid and, hence, the characteristic time of the heat trans-
fer in the solid τs. Once a steady state is reached (i.e. statistical
convergence), the two solvers can be re-synchronized in time.

The computational domain used in CHT AVBP-AVTP sim-
ulations is presented in Fig. 12 where the solid mesh is blue
and the fluid black. The solid parts have been discretized us-
ing 16M tetrahedral cells and a resolution of at least 5 points
through the chamber walls. A second-order Galerkin diffusion
scheme is applied for spatial discretization and an implicit first-
order Euler scheme is used for time integration. While the heat
fluxes at the solid boundaries in contact with the fluid are de-
termined from the LES solutions, thermal boundary conditions
must be fixed for the solid surfaces that are not in contact with
the fluid domain (e.g. external chamber walls, external plenum
walls). To do so, the required heat exchange coefficients at the
boundaries have been determined through correlations for nat-
ural convection on the external side of the chamber and plenum

walls. Moreover, Fredrich et al. [46] showed that heat losses
incurred through radiation can be important. Therefore, to
take into account thermal radiation, it is possible to compute
an equivalent heat transfer coefficient for the external cham-
ber walls starting from the Stefan-Boltzmann law q̇rad = εσT 4.
This procedure yields higher heat transfer coefficients (i.e. h =

100 W/(m2K) with a εquartz = 0.8 for chamber walls and h = 15
W/(m2K) for plenum walls) if compared to only convection [7]
and are reported in Fig. 12. This approach neglects the internal
wall radiation towards the hot gases, but can be considered as a
first order approximation for taking into account radiation heat
losses.

The time evolution of the heat release rate and pressure os-
cillations predicted at the combustion chamber backplane after
the thermal convergence is presented in Fig. 13(a). From the
unstable phase predicted with the simplified approach in which
pressure and heat release rate oscillations were almost in phase
satisfying the Rayleigh criterion, a stable condition is recovered
when CHT simulations are started. The pressure fluctuations
amplitude is of the order of 200 Pa and corresponds to the level
observed experimentally (see Fig. 2). Moreover, heat release
rate fluctuations seem no more correlated with pressure fluctua-
tions. The spectra computed via Fast-Fourier Transform (FFT)
of the stable part of the two signals (i.e., t ≥ 0.83 s ) are pre-
sented in Fig. 13(b) and confirm this observation. No 224 Hz
peak appears confirming that the experimentally observed sta-
ble condition is recovered. The pressure signal spectrum also
shows only a weak 480 Hz peak that does not correlate with
heat-release rate fluctuations.

The instantaneous field of solid temperature as computed by
AVTP is shown in Fig. 14(a) together with an instantaneous iso-
contour of predicted heat-release rate q̇ at 10% of maximum
value. The temperature of the chamber walls on the internal
side reaches a maximum value of around 1350 K at 40 mm from
the backplane where the flame is very close to the walls. The
temperature goes down when proceeding toward the backplane
where the flame is only sporadically present. The backplane
has a temperature of around 600K, very similar to the one mea-
sured by Yin et al. [43] in case P20CB. The Biot number being
much lower than 1, the temperature at the backplane is more
uniform than the one predicted, for example, with the HRT ap-
proach in case P20CB (see Fig. 5(a)). The predicted tempera-
ture at the centerbody tip instead is notably higher than the one
measured in condition P20CB reaching a value of 800 K: even
if the thermal power of case P20CB is higher with respect to
case P10, the equivalence ratio φ is also higher in the latter case
and yields a higher adiabatic flame temperature. The flame has
a V-shape, with a flame-root well attached to the centerbody
tip. Figure 14(b) shows the time-averaged temperature T and
heat-release rate q̇ in a cut plane with a zoom showing the tem-
perature gradient in the solid and the pre-heating of the gases.
The fluid domain is delimited by a white line. The flow reaches
1800 K in the CRZ and downstream of the flame tip where burnt
gases are present while the ORZs show lower temperature. The
red iso-contour visible close to the centerbody corresponds to
a temperature of 450 K and shows the pre-heating of the fresh
gases due to the warmed-up solid which is visible also close to
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Figure 13: (a) Pressure and heat release rate fluctuations predicted at the combustion chamber backplane. From an unstable phase in which pressure and heat release
rate oscillations were almost in phase, satisfying the Rayleigh criterion, a stable condition is recovered with CHT simulations. (b) Spectra of the stable part of the
signals, showing that the heat release rate peak at 224 Hz is no more present.

a) b)

Figure 14: (a) Instantaneous field of solid temperature and iso-contour of heat-release rate q̇ at 10% of maximum value; (b) cut-plane showing the time-averaged
temperature T and heat release rate q̇ predicted by CHT simulations. The added red iso-contour line corresponds to a temperature of 450 K, showing the pre-heating
of the fresh gases by the solid walls. A zoom showing the temperature field with a different colorbar helps visualize the pre-heating of the gases and the temperature
gradient in the solid. The fluid domain is delimited by a white line to visualize the separation between solid and fluid parts.

the fuel injection tubes. This is an important feature captured
by the CHT simulations, since, as discussed, in previous studies
a fresh gas temperature of 320 K has been usually considered,
while in this case we observe a pre-heating temperature which
is closer to 400 K (starting from a Tinlet=293K). Note that the
temperature profile of the fresh gases is not homogeneous but
reaches higher values close to the walls. The time-average of
the predicted heat-release rate q̇ confirms the V-shape of the
flame and shows that the chamber walls are notably hotter in
the region where the flame tips reach the walls. No flame is
predicted in the CRZ while in the ORZ weaker heat release rate
can be noticed.

Finally, the CHT simulations are compared to experimental
data in Fig. 15. Experimental normalized time-averaged LOS
OH* chemiluminescence image (which is a qualitative indica-
tor for the heat release rate for lean premixed flames) and LOS
field of predicted heat release rate q̇ are shown in Fig. 15(a).
The length and flame angle are retrieved by the CHT simula-
tions and a better agreement is achieved with respect to the sim-
plified approach (see Fig. 8). LES is also able to predict the high

region of heat release rate in the top central part of the flame
while low intensity is predicted in the CRZ, just downstream
of the centerbody. The flame tip shape is correctly predicted
together with the distance from the external chamber walls.
Figure 15(b) presents the comparison of the experimental nor-
malized time-averaged OH-PLIF signal with the predicted OH
mass fraction YOH . CHT simulations agree with the experimen-
tal data, both in terms of flame length and angle. The flame
tip reaches a height of 50 mm from the backplane while low
OH mass fraction intensity is predicted in the ORZ. As in ex-
periments, LES predicts no OH mass fraction YOH in the high
velocity region of the swirled flow. Experimental and numerical

time-averaged velocity field in the plane −→v// are indicated by ar-
rows that are tangential to the velocity vector and whose length
and color indicate the velocity magnitude. Both in LES and
experiments, a high velocity region (i.e. white arrows) is pre-
dicted at the exit of the swirler. A CRZ is also visible together
with the ORZ where the velocity in the plane is very weak.

A more quantitative validation of the CHT simulations can be
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Figure 15: Validation of CHT simulations: (a) Comparison of experimental normalized time-averaged Line of Sight (LOS) OH? chemiluminescence image with
LOS predicted heat release rate q̇; (b) Comparison of experimental normalized time-averaged OH-PLIF signal with predicted OH mass fraction YOH . The arrows
are tangential to the experimental and numerical time-averaged velocity field in the plane #»v//. Their length and color indicate the velocity magnitude.

assessed by comparing the experimentally measured mean and
rms profiles of velocity components at different measurement
planes downstream of the backplane with the predicted profiles:
LES captures the mean axial velocity component (Fig. 16(a)),
both in terms of magnitude and opening of the swirled flow.
The magnitude of the CRZ is slightly underestimated at h = 15
mm and 20 mm from the chamber backplane but a good match
is retrieved at h = 30 mm. RMS oscillations are instead slightly
over-estimated (Fig. 17(a)). This mismatch may be explained
by uncertainties of the experimental values and the small abso-
lute magnitude of the RMS. Mean and rms of both radial and
tangential velocity are captured by LES as shown in Fig. 16(b-
c) and Fig. 17(b-c), respectively. The poorer match for tangen-
tial velocity profiles may be due to PIV measurement uncertain-
ties for which errors in the out-of-plane direction (in this case,
the tangential) are typically higher than for the in-plane velocity
components. [75].

3.3. Heat transfer impact on thermoacoustic driving mecha-
nisms

The previous sections have shown that the correct stable ther-
moacoustic behavior of the flame was predicted only with CHT
simulations and not with HRT. We analyze now the impact of
heat transfer on the instability-driving mechanisms starting with
acoustic modes structures.

Figure 18(a) shows the relative mean temperature difference
between the CHT and the HRT simulations in the middle plane
of the combustor with the white iso-contours indicating zero
values. The combustion chamber has a slightly lower mean
temperature in CHT while the ORZs present significantly lower
temperature (dark blue zones). On the contrary, a strong pre-
heating is observed in the swirler and close to the centerbody
walls (red zones). At the same time, the flow in the plenum is
slightly warmed while the flow at the air inlet is cooler since
in CHT Tinlet is fixed at the ambient temperature (293K). This
highlights the main differences between the HRT and the CHT
approaches: the HRT method is not able to capture the detailed

temperature variation at the walls since it also depends on the
heat re-distribution due to conduction in the transverse direc-
tion. Likewise, the unsteady heat transfer between the flow
and the solid is a function of the relative flame position with
respect to the walls which in turn is dependent on the non-
homogeneous and unsteady preheating of the gases.6

The corresponding time-averaged sound speed c are com-
pared in Figs. 18(b-c): a globally lower sound speed value is
achieved with CHT in the chamber with the most significant
differences observed in the ORZs are probably due to the fact
that the flame does not oscillate anymore and no heat release
rate happens in these regions. Finally, another difference can be
noted along the chamber walls: for HRT, the zones where the
flame tips reach the wall are very hot, while for CHT, the tem-
perature field, and hence the sound speed, close to the chamber
walls are more homogeneous due to the heat conduction in the
solid.

The two mean fields shown in Fig.18(b-c) are used to com-
pute the first two acoustic modes of the system using the
Helmholtz solver AVSP [76] giving comparable results in terms
of both modes frequency and shapes. The first mode is pre-
dicted at a frequency of 257 Hz. Modulus and phase data
(Fig. 19(a-b)) suggest that this 257 Hz mode is the 1/4 wave
(or bulk) mode of the system: the amplitude of the pressure os-
cillation | p′ | is larger in the plenum (Fig. 19(a)) and the cham-
ber as well as the plenum oscillate in phase (Fig. 19(b)). The
limit cycle frequency predicted by the HRT method is 224 Hz,
close to the 1/4 wave mode frequency, suggesting that the flame
with HRT boundary conditions couples with this first mode (see

6Note that even in the unrealistic scenario in which a local tuning of R were
possible, HRT would however miss the non-homogeneous preheating of the
gases. More generally, the HRT approach cannot reproduce all the situations in
which the solid provides energy to the gases (e.g. bluff-body, plenum): since
the reference temperature in HRT is fixed at 293 K it is always the gas that pro-
vides energy to the solid. Changing Tre f locally means introducing additional
unknowns while also losing the possibility to apply tuned values of R for all
different operating conditions.
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Figure 16: Profiles of Mean (a) axial velocity, (b) radial velocity and (c) tangen-
tial velocity at measurement planes at x = 6, 10, 15, 20 and 30 mm downstream
of the combustion chamber backplane for the CHT simulations in comparison
to experiments.

Fig. 9). The amplitude and phase of the second acoustic mode
at 480 Hz are shown in Fig. 19(c) and Fig. 19(d), respectively.
It corresponds to a 3/4 wave mode: a pressure antinode is found
in the combustion chamber and the two volumes of the system
(chamber and plenum) oscillate in phase opposition. Traces of
this mode are also visible in the LES simulations (Fig. 9 and
Fig. 13) matches this frequency. The flame does not couple
with this mode during the limit cycle predicted by the HRT ap-
proach. Note also that the frequencies of the predicted acoustic
modes match the two small peaks observable in the experimen-
tal pressure signal (Fig. 2). This analysis confirms that heat
transfer does not change the system acoustics significantly.

The flame response was also investigated using Dynamic
Mode Decomposition [77] (DMD) to reconstruct the oscillating
modes of the system and extract the response of pressure, ve-
locity components, heat release rate and equivalence ratio at the
limit cycle frequency of 224 Hz [78]. The DMD input is 400
instantaneous 3D LES fields. Once the DMD mode has been
computed at the frequency of interest, it is possible to investi-
gate the coherent spatial features of each variable by compar-
ing its phase with respect to a reference variable, in the present
study pressure. If one selects the heat release rate as the variable

a)

b)

c)

x = 6 mm 10 15 20 30

Figure 17: Profiles of RMS (a) axial velocity, (b) radial velocity and (c) tangen-
tial velocity at measurement planes at x = 6, 10, 15, 20 and 30 mm downstream
of the combustion chamber backplane for the CHT simulations in comparison
to experiments.

of interest and computes the phase difference with respect to the
pressure DMD mode, a three-dimensional Rayleigh index field
is retrieved as Re(R̂I) = Tq,p = |p̂||q̂| cos

(
ϕq − ϕp

)
[79, 80].

An equivalence ratio - pressure fluctuations correlation index
can be defined as Tφ,p = | p̂||φ̂| cos

(
ϕφ − ϕp

)
indicating whether

fluctuations of equivalence ratio φ are contributing positively or
negatively to pressure oscillations and hence to thermoacoustic
instability.

The normalized real part of the Rayleigh index Re(R̂I) and
the normalized equivalence ratio - pressure fluctuations corre-
lation index Tφ,p for the unstable flame predicted by LES with
the HRT approach are presented in Fig. 20(a). As expected, the
Rayleigh index Re(R̂I) presents large zones (colored in red) in
which the flame oscillates in phase and drive pressure fluctua-
tions. This mainly happens at the flame root near the center-
body and at the flame branches (10 mm < x < 40 mm). On the
contrary, downstream of the centerbody, negative values (col-
ored in blue) of Rayleigh index Re(R̂I) are visible: when the
flame detaches from the centerbody (Fig. 10(d)) it damps pres-
sure oscillations. The flame tips (for x > 40 mm) also show
slight negative values of Re(R̂I). The instability is supported by
equivalence ratio fluctuations as underlined by the equivalence
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Figure 18: (a) Relative mean temperature difference between the CHT and the
HRT approaches on the middle plane of the combustor with white iso-contours
corresponding to zero values. Predicted time-averaged sound speed c field in
(b) HRT-LES and (c) CHT-LES.

a) b) c) d)

Figure 19: Acoustic modes computed with the Helmholtz solver. Both mod-
elling approaches result in similar modes. (a) Amplitude and (b) phase of the
first acoustic (plenum) mode at 257 Hz. (c) Amplitude and (d) phase of the
second acoustic (chamber) mode at 480 Hz.

ratio - pressure fluctuations correlation index Tφ,p: regions just
upstream of the flame root (near the centerbody) show a pos-
itive (colored in green) correlation index Tφ,p, indicating that
the equivalence ratio fluctuations are in phase with the acous-
tic oscillations. These equivalence ratio oscillations are sup-
ported by the flapping of the jet: since the first acoustic mode
is a 1/4 wave mode (Fig. 19) where chamber and plenum os-
cillate in phase, it is straightforward to visualize the rich gas
pocket periodically released in the combustion chamber corre-
sponding to the green regions upstream the flame root at x =

0 mm. At the beginning, the correlation index Tφ,p is green at
the fuel tube exits: when pressure is increasing, the equivalence
ratio is increasing in this region too (i.e. CH4 is accumulated).
Moving further downstream, when fuel pockets are convected
to the middle of the centerbody, half a thermoacoustic cycle has
passed and pressure is decreasing: therefore, these regions are
flagged in purple (i.e. negative contributions) since when the

pockets reach this zone locally increasing the equivalence ratio,
pressure is decreasing. Finally, after one thermoacoustic cy-
cle, the fuel pockets reach the flame-root and their contribution
is again positive. This analysis confirms that rich gas pock-
ets being periodically pushed into the chamber are feeding the
thermoacoustic oscillation.

A different situation results from the DMD analysis when
switching from the HRT to the CHT approach (i.e. for t < 0.8
s in Fig. 13(a)). The normalized real part of the Rayleigh index
Re(R̂I) and the normalized equivalence ratio - pressure fluc-
tuations correlation index Tφ,p computed during this transient
phase are showed in Fig. 20(b). The flapping of the fuel jet
is still present and the rich gas pocket periodically released in
the combustion chamber can be identified by the green spots of
Tφ,p. TheRe(R̂I) at the flame root resembles the one of the HRT
unstable flame (Fig. 20(a)): the heat release rate fluctuations
in this region are in phase with the pressure oscillations still
present in this transition phase. Contrarily, the flame branches
(10 mm < x < 40 mm) show lower positive values ofRe(R̂I) and
a less coherent spatial distribution with respect to the unstable
HRT flame (Fig. 20(a)). The flame tips (x > 40 mm) present
marked zones of negative Re(R̂I), indicating that these regions
are contributing negatively to the thermoacoustic oscillations.

Finally, the normalized real part of the Rayleigh index
Re(R̂I) and the normalized equivalence ratio - pressure fluctu-
ations correlation index Tφ,p for the CHT stable flame are pre-
sented in Fig. 20(c). As expected in a thermoacoustically stable
condition, the Rayleigh index Re(R̂I) and the correlation index
Tφ,p fields do not show any coherent spatial distribution at the
selected frequency.

The three Rayleigh index Re(R̂I) maps shown in Fig. 20 can
also be integrated over the combustor cross section S c to obtain
the one-dimensional mean axial distributions:

〈Re(R̂I)〉(x) =
1

S c

∫∫
S c

Re(R̂I)(x, y, z)dydz. (3)

A similar treatment is performed for the two mean heat re-
lease rate (〈q̇〉) fields predicted with HRT (Fig. 8) and CHT
(Fig. 15(a)).

The axial evolution of these quantities normalized with re-
spect to their respective maximum value are plotted in Fig. 21.
As already discussed, the flame with HRT is more compact with
the peak of mean heat release rate at x = 27 mm (black line
with circular mark). A more elongated distribution is instead
observed with CHT (gray line with circular mark) where 〈q̇〉
peaks further downstream at x = 35 mm. The axial distributions
of 〈Re(R̂I)〉 are consistent with Fig. 20. In the HRT case (black
line) a significant positive contribution is present at the flame
root (x < 10 mm) while the largest positive contribution is re-
lated to the central part of the flame branches (20 mm < x < 35
mm) just downstream of the maximum peak of 〈q̇〉. The flame
tips (x > 40 mm) show instead a significant negative contribu-
tion that is not sufficient to stabilize the flame. The axial distri-
bution of the Rayleigh index 〈Re(R̂I)〉 for CHT is almost zero as
expected for a thermoacoustically stable case (gray line). It is
also interesting to plot the Rayleigh index 〈Re(R̂I)〉 axial distri-
bution during the transient stabilization process when switching
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Figure 20: Cut-plane showing the Dynamic Mode Decomposition (DMD) at 224 Hz. Normalized real part of the Rayleigh index formulation in frequency domain
Re(R̂I) and normalized equivalence ratio - pressure fluctuations correlation index Tφ,p for (a) the unstable flame predicted by LES with HRT approach, (b) the
transient stabilization phase when switching to CHT and (c) the stable flame predicted by CHT.

Figure 21: Mean axial distributions of normalized mean heat release rate
〈q̇〉 and DMD Rayleigh index 〈Re(R̂I)〉 for HRT (black) and CHT (gray) ap-
proaches. The Rayleigh index 〈Re(R̂I)〉 during the transient stabilization pro-
cess (red) when switching to CHT is also showed.

to CHT (red line). While the 〈Re(R̂I)〉 field at the flame root (x
< 10 mm) is similar to the one of the HRT unstable flame (black
curve), flame branches show a lower positive contribution (10
mm < x < 40 mm) and flame tips (x > 40 mm) show larger
negative values: when switching to CHT simulations, the sta-
bilization process starts at the flame branches and tips that are
in contact with the combustion chamber walls. The instability-
driving regions at the central part of the flame branches become
less pronounced and the flame tips negative contributions to the
thermoaoustic oscillation are enhanced, hence promoting the
flame stabilization. The main difference in the heat transfer at
the chamber walls between HRT and CHT is the rapid distri-
bution of heat from hot regions where the flame reaches the
walls: the latter can be predicted only by CHT simulations in
which heat conduction through the solid is correctly taken into
account.

4. Conclusions

The impact of wall heat transfer treatments on the numerical
prediction of the thermoacoustic behavior of the PRECCINSTA
test bench was studied. First, a simplified approach (HRT) to
specify thermal boundary condition based on the prescription
of the thermal resistances tuned from experimental measure-
ments is proposed. This approach provides satisfactory global
agreement with experimental data in terms of mean flame shape
but nonphysical unsteady dynamics: the LES flame exhibits a
thermoacoustic oscillation which is not observed experimen-
tally. This oscillation can not be suppressed by changing the
acoustic impedance of the air or fuel inlets. However, going to
full Conjugate Heat Transfer (CHT) simulations, the flame be-
comes stable, confirming the strong impact of heat transfer on
the predictions of the present configuration.

No relevant difference between HRT and CHT cases is ob-
served when comparing the sound speed fields or the system
acoustic modes obtained with a Helmholtz solver: the acoustic
properties of the system are captured correctly with both ap-
proaches. Dynamic Mode Decomposition (DMD) reveals that
the instabilities of the HRT LES are coupled to a flapping mo-
tion of the fuel jets: the flame responds to these perturbations in
phase with the acoustic pressure sustaining the thermoacoustic
modes. On the contrary, for CHT simulations, the dynamics of
the flame branches is slightly but sufficiently altered to modify
the flame response, leading to the stabilization of the system.

To conclude, the correct prediction of wall heat transfer ap-
pears important to capture the experimental thermoacoustic be-
haviour of the PRECCINSTA combustor. More generally, this
confirms that high fidelity can be achieved for combustion LES
solvers only when precise boundary conditions are used not
only for the inflow and outflow acoustic impedances but also
for the wall thermal boundary conditions.
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Appendix A. Operating procedure and correlations for
implementing the HRT method

This appendix illustrates the operating procedure and some
useful correlations for implementing the HRT method. Indeed,
whether or not temperature experimental data are available, a
good guess for the thermal resistances can be set for each sur-
face as an equivalent resistance Req, similarly to an electric cir-
cuit, assuming that radiation and convection act in parallel.

Req = Rcond +
1

1/Rconv + 1/Rrad
. (A.1)

To compute the different resistances, the following equations
can be used:

Rcond = Ls/λs, (A.2)

1
Rconv

= hconv =
λair

Lconv

0.68 +
0.67Ra1/4

L(
1 + (0.492/Pr)9/16)4/9

 ,
(A.3)

Rrad = εσ
T 4

wall − T 4
ambient

Twall − Tambient
. (A.4)

where Ls is the characteristic length of the conduction prob-
lem (e.g. thickness of the wall), λs the solid thermal conduc-
tivity, Lcv the characteristic length of the convection problem
(e.g. length of the wall), RaL the Rayleigh number based on the
characteristic length L, Pr the Prandtl number, ε the emissiv-
ity and σ the Stefan–Boltzmann constant. Note that Eq. A.3
is valid for natural convection from a vertical plate and for
10−1 < RaL < 109 but standard correlations are available in
literature for other flow conditions [63, 64]. It is also worth
underlining that in Eq. A.3 the flow properties have to be deter-
mined for an average temperature T f low = (Tambient + Twall)/2
and hence requires the estimation of Twall. The same applies
for Eq. A.4.

When temperature experimental data are not available, the
depicted methodology can give reasonable values for the ther-
mal resistances and avoid the use of adiabatic conditions. How-
ever, if experimental data are available, a tuning procedure can
be performed starting from these initial values.

In the present study, the initial values for the centerbody and
backplane have been calculated neglecting convection and ra-
diation (i.e. the temperature of the solid was expected to be
low) and considering a characterictic length Ls = 36 mm (i.e.
the height of the bluff-body) and a thermal conductivity λs =

15 W/m K. This results in a Rinitial = 2.4×10−3 m2K/W. For
the chamber walls instead, Twall is assumed to be close to 1200
K: radiation cannot be neglected. A value of εquartz = 0.8 is
assumed to compute the Rrad. Rconv is determined assuming a
characteristic length Lcv = 114 mm (i.e. height of the chamber
walls), a RaL = 5.8×106 and a Pr = 0.7. Rconduction is computed
taking into account the 1.7 mm thickness of the walls and the
λs = 1.4 W/m K. The resulting equivalent Req, initial = 1×10−2

m2K/W. Note that these values have the same order of magni-
tude of the values found after the tuning procedure (Sec. 3.1),
verifying the assumptions.

To perform the iterative tuning procedure, a linearization of
the thermal problem was used. The heat flux Φq at the wall can
be determined as follows:

Φq, initial =
Twall − Tre f

Req, initial
=

T f low − Twall

R f low
(A.5)

where T f low is the temperature of the flow inside the combus-
tion chamber near the wall (out of the thermal boundary layer)
and R f low is the corresponding convection resistance. Perform-
ing the first LES with Req, initial one finds the unknown variables
Twall, T f low and R f low. At this point, we can assume, as a first
approximation, that the variation of R f low (and hence the ther-
mal boundary layer) with Twall is negligible. Therefore, if we
impose the Twall, exp in Eq. we can compute Req, step1:

Φq, step1 =
Twall, exp − Tre f

Req, step1
=

T f low − Twall, exp

R f low
, (A.6)

Req, step1 =
Twall, exp − Tre f

T f low − Twall, exp
R f low. (A.7)

LES is then performed with the new value of Req, step1 and
a new estimation of Twall is produced. If the latter is suffi-
ciently close to Twall, exp the tuning procedure is completed, oth-
erwise a new iteration is performed. In the present study, start-
ing from reasonable values for the resistances, a single iteration
was needed to reach satisfactory agreement with Twall,exp.
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