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ABSTRACT 

The growing interest of science and industry in space, especially for commercial use in communica-
tions, climate and earth observation, as well as space exploration, is leading to the demand for in-
creasingly efficient and lighter technical systems. For economic use, weight savings and the 
associated development of alternative and advanced designs are necessary, such as deployable, ultra-
light weight structural systems, so-called Gossamer structures that enable a wide variety of space 
applications to be realized. 
To this end, the thesis will investigate one of the most important aspects of deployable ultra-light-
weight structural space systems, their robustness. This is investigated on different levels of complex-
ity and finally quantified for the Gossamer structural space system as a whole. Although such 
structural systems are characterized by their very large outer dimensions, with a filigree design fea-
turing very thin walls, and have a superior mass-area or mass-length ratio, thus offering great ad-
vantages in terms of economy and mission technology, they are at the same time more susceptible 
to disturbances, variation and imperfections, compared to traditional designs. 
The analysis of robustness, understood as a quantifiable metric, as well as the integration of robust-
ness considerations and corresponding methods, can identify and determine these vulnerabilities and 
reduce them already during the development and design process by countermeasures. As a result, a 
structural system with minimized vulnerabilities and increased structural performance in the form of 
robustness can be achieved. 
In order to provide a first overview a general classification of existing Gossamer structural space 
systems and existing approaches for robustness assessment and quantification are analyzed. How-
ever, very different approaches are reported in the various fields of technology and engineering, with 
some highly theoretical and some only partially transferable. For this reason, a new methodology is 
developed and discussed in this thesis, which considers the characteristics of two-dimensional de-
ployable Gossamer structural space systems and allows for a technical assessment of individual sub-
system and overall system robustness. This is mainly shown by the example of the DLR solar sail 
demonstrator Gossamer-1. 
With the focus on quantification, it is essential to determine influencing variables and parameters, 
such as disturbances and deviations, which characterize the robustness of such structural systems. 
In practical experiments geometrical changes, such as shape and form deviations, caused by the 
manufacturing process, tooling and long-term stowage, changes in material properties due to envi-
ronmental influences in space, as well as load changes due to interaction of components are investi-
gated. 
Based on this, the here presented thesis investigates the effects of the determined influences on the 
robustness of deployable fiber composite booms and its subsystem, in mechanical bending tests as 
well as in numerical calculations. The resulting robustness parameters are subsequently used to quan-
tify subsystem and overall system robustness facilitating the here developed method. Consequently, 
this thesis enables direct comparability and assessment of ultra-light weight Gossamer structural 
space systems based on their robustness as quantified metric. 
 



KURZFASSUNG 

Ein wachsendes Interesse der Wissenschaft und Wirtschaft an der Raumfahrt, vor allem zur kom-
merziellen Nutzung für Kommunikation, Klima- und Erdbeobachtung, sowie der Erforschung des 
Weltalls führen zur Notwendigkeit von immer effizienteren technischen Systemen. Zur wirtschaft-
lichen Nutzung sind Gewichtseinsparungen und die damit verbundene Entwicklung von alternativen 
und fortschrittlichen Bauweisen notwendig, wie zum Beispiel entfaltbare, ultra-leichte Struktursys-
teme, sogenannte Gossamer-Strukturen, mit denen verschiedenste Raumfahrtanwendungen reali-
siert werden können. 
Zu diesem Zweck soll in dieser Arbeit einer der wichtigsten Aspekte bei entfaltbaren, ultra-leichten 
Weltraumstruktursystemen untersucht werden, deren Robustheit. Diese soll auf verschiedenen 
Komplexitätsebenen analysiert und letztendlich für das Gossamer-Struktursystem als Ganzes quan-
tifiziert werden. Obwohl sich solche Struktursysteme durch ihre sehr großen äußeren Abmessungen, 
bei filigraner Bauweise mit sehr dünnen Wandstärken, auszeichnen, ein überlegenes Masse-Flächen- 
bzw. Masse-Längen-Verhältnis aufweisen und damit wirtschaftlich sowie missionstechnisch große 
Vorteile bieten, sind sie zugleich anfälliger gegenüber Störungen, Abweichungen und Imperfektio-
nen, im Vergleich zu herkömmlichen Bauweisen. 
Die Analyse von Robustheit, verstanden als quantifizierbare Größe, sowie die Einbindung von Ro-
bustheitsbetrachtungen und entsprechenden Methoden, kann diese Anfälligkeiten identifizieren, be-
stimmen und bereits während des Entwicklungs- und Konstruktionsprozesses durch 
Gegenmaßnahmen reduzieren. Als Ergebnis kann somit ein strukturelles System, mit minimierten 
Anfälligkeiten und erhöhter struktureller Leistung, in Form von Robustheit, erzielt werden. 
Nach einer allgemeinen Einordnung von bestehenden Gossamer-Weltraumstruktursystemen in 
Klassen werden bestehende Vorgehen zur Robustheitsbestimmung analysiert. Dabei zeigt sich ein 
sehr unterschiedliches Vorgehen in den verschiedenen Bereichen aus Technik und Ingenieurwesen, 
mit teils hoch theoretischen sowie nur teilweise übertragbaren Ansätzen. Aus diesem Grund wird in 
dieser Arbeit eine neue Methodik entwickelt und diskutiert, die die Eigenheiten von zweidimensio-
nalen, entfaltbaren Gossamer-Weltraumstruktursystemen berücksichtigt sowie eine technische Be-
wertung von Einzel- und Gesamtrobustheiten ermöglicht. Dies wird hauptsächlich an dem Bespiel 
des DLR Sonnensegeldemonstrators Gossamer-1 aufgezeigt. 
Mit dem Ziel der Quantifizierung ist es besonders essentiell Einflussgrößen und Parameter, wie Stö-
rungen und Abweichungen, die die Robustheit solcher Struktursysteme charakterisieren, zu bestim-
men. In praktischen Versuchen werden dazu geometrische Änderungen wie Form- und 
Gestaltabweichungen, unter anderem durch Herstellungsprozess und -werkzeug oder Langzeitstau-
ung verursacht, Änderungen von Materialeigenschaften aufgrund von Umwelteinflüssen im Welt-
raum, sowie Laständerungen durch Interaktion von Bauteilen untersucht. 
Aufbauend darauf, werden in dieser Arbeit die Auswirkungen der ermittelten Einflüsse auf die Ro-
bustheit von entfaltbaren Faserverbundmasten bzw. dessen Subsystem, in mechanischen Biegever-
suchen sowie in numerischen Berechnungen untersucht. Die daraus resultierenden 
Robustheitsparameter können anschließend genutzt werden um Subsystem- und Gesamtsystemro-
bustheiten mithilfe der zuvor erarbeiteten Methode zu quantifizieren. Somit wird eine direkte Ver-
gleichbarkeit und Bewertung von ultra-leichten Gossamer Weltraumstruktursystemen, basierend auf 
deren Robustheit als quantifizierter Wert, ermöglicht. 
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1. INTRODUCTION 

As interest in space rises for scientific and commercial use, especially in recent years, a one field is 
Earth observation with the goal to obtain data on weather, climate, vegetation, as well as on the 
impact of natural disasters like forest fires, volcano eruptions, earthquakes, flooding or other extreme 
weather conditions. Furthermore, in the increasingly connected world with many businesses, services 
and daily tasks based on the digital world and digital exchange, space is utilized intensively for com-
munication and navigation. When imagining a future with autonomous transportation and digital 
industry, this aspect will likely gain even more importance. With the growing reliance on electronics 
and complex power grids in daily life, space weather warning, has gained attention as solar flares 
impose damaging electro-magnetic charging to satellite electronics, electronics on ground or even 
cause power outages on Earth. Besides manned spaceflight in low Earth orbits and around moon, 
utilization of space is more scientific driven the farther away from Earth. Science of outer space is 
often set to researching our galaxy, other planets or other celestial bodies like moons, comets and 
asteroids. However, as private companies already show interest in further commercial utilization of 
space e.g. space mining and colonization of Mars, as well as space tourism on space stations, such 
activities may emerge in the future. 
 
All space activities, science based or commercial driven, facilitate space systems like satellites, probes, 
landers, rovers, transport systems for cargo and crew, orbiters and space stations. These however 
usually need some kind of secondary system to generate power, achieve signal transmission, perform 
measurements or other operations. For some standard functions, large secondary systems are needed 
like large solar arrays to generate enough power, large areal antennae for signal transmission and 
beam focusing, or long antennae for undisturbed measurements. Some applications are requiring 
even larger functional areas e.g. solar sails using mainly solar pressure for propulsion, solar shades 
that shade instruments like cryogenic telescopes, or drag sails that decelerate satellites in order to be 
removed from its low Earth orbit after decommissioning. 
 
These systems share the difficulty of being very large when in operation but having to fit in the 
limited volume of available launchers. They therefore are either assembled in space or folded to small 
volumes on ground and deployed to full size in space. The latter category, known as Gossamer 
systems, usually features delicate structures with thin walls and low areal densities, and are in the 
focus of the here presented thesis. Gossamer systems are used in a variety of types in 2D-shape 
formats featuring deployable structural elements that span membranes, or spin-deployed and -stabi-
lized membrane systems, and types in 3D overall formats like inflatable systems. 
 
Although Gossamer structural space systems provide the opportunity for new and more efficient 
applications as they feature a very low relative mass at large dimensions, it also leads to delicate build 
with small structural wall thicknesses and therefore to increased vulnerability and sensitivity. 
 
With the goal of reducing costs while increasing performance, a low mass and lighter design is pur-
sued to lower launch costs, costs of propulsion in space, and to lower power consumption of a 
spacecraft. Gossamer systems are therefore striving for low areal densities, determined by the sys-
tems average functional area and its mass, while increasing relative payload capability at the same 
time as found. 
However, challenging here is in most applications the requirement of providing a low mass coupled 
with a reasonable stiffness, while being able to bear certain load amplitude. As stiffness is provided 
through tensioning thin membranes with ultra-light deployable booms or tethers and tendons by 
spinning, using centripetal forces, new designs, materials and mechanisms must therefore be en-
gaged. 
When packaging the functional area or membrane and the support structure in order to meet strin-
gent volume constraint of the launcher fairing, the highest possible packaging rates are aimed for. 
At same time membranes must not be punctured or torn, thus preventing permanent damage or 
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total loss, as well as structural elements must be stowed in such a way that damage due to overstrain-
ing is avoided. Nevertheless, all elements of such a system must withstand long-term storage in 
stowed state without degradation in functionality or performance. 
Thus, such requirements and the harsh environmental conditions in space demand a certain re-
sistance and durability of Gossamer systems. Hence, the used advanced materials, mostly plastics 
and composites, must sustain space environment like electro-magnetic radiation, large temperature 
gradients, vacuum, highly reactive atomic oxygen and particle impacts. Furthermore, the extreme 
transformations that take place during deployment from the highly compacted and stowed structure 
to the very large dimensions are very challenging to withstand, and vice versa for packaging. 
Of similar importance is a reliable mechanical performance. This is challenging especially in terms 
of obtaining accurate performance values from tests and making accurate predictions and simula-
tions based on test results, since practical experiments of such large structural systems can only be 
performed upon gravity acting, thus influenced by its own weight, or on a smaller scale. 
In order to withstand noise, influences, environmental and technological induced conditions, a struc-
tural system must be designed featuring certain robustness. Commonly, safety factors in place pro-
vide margins in terms of structural over-performance. However this usually and inevitably introduces 
an increase in mass, which contradicts the inherent ultra-light weight approach of Gossamer struc-
tural space systems. Therefore, a balance between providing low but large enough performance mar-
gins and reserves, and extreme mass savings should be accounted for by the assessment of robustness 
as an integral part of the design process. In order to enable an objective comparison in this type of 
assessment, the quantification of robustness is considered essential. 
 
This is done within this thesis by developing a methodology for robustness assessment specific to 
Gossamer structural space systems, a framework for its integration into the design process, as well 
determining quantifiable metrics and values in case studies, as proof of concept. The thesis is there-
fore structured as follows: 
Chapter 2 points out the aims and developed hypothesis that are used as guides to develop a method 
for robustness assessment, applying to Gossamer structural space systems. 
In chapter 3 the state of the art of Gossamer structural space systems in existence are analyzed and 
categorized into classes. Exemplary deployable Gossamer structure applications are scrutinized to-
wards deficiencies in robustness, experienced in operation, in-orbit. In order to address robustness 
methodically existing approaches and principles of robustness assessment and related design princi-
ples are analyzed and reviewed. Furthermore, it is iterated on the diverse robustness metrics that are 
used in different fields, advantages and disadvantages are compared and discussed against the back-
grounds of their applicability to Gossamer structures. 
Following in chapter 4 is the methodical development. Here the necessary requirements, considera-
tions and extend of the robustness assessment method are developed and approaches of top-down 
and bottom-up methods are discussed in the light of Gossamer structures. By elaborating on the 
methodical core of the thesis, a mathematical robustness approach is developed and discussed on a 
simplified example, thus finding the composition of the overall system robustness, weighting factors 
as well as relations between robustness of different levels of system complexity. Moreover, with a 
framework developed, a guideline is given on how and when to assess robustness in the design 
process, as well as which methods of assessment and evaluation ought to be used. 
Chapter 5 is investigating the sensitivity and risks of a Gossamer space structural system in a case 
study, on the solar sail demonstrator Gossamer-1, developed, built and qualified at DLR. Its mission 
and architecture is analyzed in order to identify main structural subsystems and associated essential 
functions. Following this, the functions and necessary degree of fulfillment are further scrutinized, 
from which robustness parameters and their impact on the overall system and robustness in terms 
of weighting factors are derived. As deemed necessary for the assessment, influences, noise and 
detrimental effects are identified and categorized in types, while their associated causes are elabo-
rated. With the purpose of demonstration, the effect of induced influences affecting parameters that 
determine robustness and reducing performance is shown on a simplified example of a carbon fiber 
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composite boom in a characteristic load case. Moreover, differences in importance of single subsys-
tems and their robustness related to the overall system is analyzed and quantified in terms of sub-
system weighting factors. 
With the focus on the identified Boom Subsystem as case study, in chapter 6 the influences and 
influence factors that impact robustness by external and internal deviations, noise, imperfections and 
disturbances are quantified in experiments. The effects of long term storage in stowed state, under 
different temperatures, is analyzed on short CFRP boom samples, full size Gossamer-1 booms and 
a large scale boom of a larger solar sail. Here impacts by stowage and manufacturing are quantified 
in terms of influence factors that e.g. change cross sectional dimensions, impose straightness and 
surface shape deviations. Furthermore, changes of mechanical properties specific to the solar sail 
demonstrator Gossamer-1 and its envisioned operational environment in space are analyzed. This 
includes determining the degradation of structural performance e.g. by the influence of atomic oxy-
gen eroding material properties, high velocity impacts by micro meteoroids and orbital space debris, 
or test equipment itself. 
In order to validate the findings made in this thesis, mechanical experiments are performed in chap-
ter 7 on a case study on the Boom Subsystem of Gossamer-1 and its boom component, with the 
goal to quantify performance parameters that determine robustness for a subsystem (robustness pa-
rameters). Furthermore, the test stand and principle, that have been developed for this purposed is 
described, and the generated results from lateral bending and quasi-axial compression loading are 
compared discussing their impact on robustness. In a finite element analysis the tests are simulated 
with the aim to predict and generate characteristic mechanical parameters of a boom influenced e.g. 
by atomic oxygen degradation, weightlessness, shape deformations, impact damage or thermal con-
ditions, and can therefore not be tested in full size in a lab environment. Finally, robustness is quan-
tified and compared for different load cases using the obtained results in a combination of robustness 
parameters and weighting factors, as developed within this thesis. 
Conclusively chapter 8 provides a summary of the findings and developments, and addresses issues 
that arose during this thesis. It furthermore gives an outlook and suggestions for future work in this 
field. 
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2. AIM OF THESIS AND HYPOTHESES 

Gossamer Structural Space Systems (GosSSS) are delicate and ultra-light weight structural systems 
that deploy large functional areas, and are designed for very low loads utilized under zero gravity 
environments in space. As the demand for efficient and affordable solutions for space exploration, 
communication and observation, power generation and debris mitigation increase with the emerging 
market of the space industry, Gossamer Structural Space Systems are experiencing a rising interest 
in. They are comparably cheap in production, low in maintenance, while saving mass and volume 
during launch. 
However, as broader application is anticipated making use their full potential, an increased ac-
ceptance with more flight opportunities rely on the question of their performance while being influ-
enced e.g. by being stored in stowed configuration for an extended period of time and operated 
under harsh conditions in space afterwards. This consequently raises the question about robustness, 
as customers and agencies demand a proof of robust performance of GosSSS, albeit being very 
weight efficient. The here presented thesis seeks to answer this question and further addresses a 
methodical assessment of robustness, while also elaborating on how to quantify robustness in a most 
suitable manner. Designed to save structural mass and volume by being foldable and deployable, 
Gossamer Structural Space Systems provide large functional areas or length at the same time. This 
leads to structural elements with ultra-thin wall thicknesses and large dimensions, like deployable 
thin shell CFRP booms, thin membranes or delicate interfaces. However, this induces also difficul-
ties when designing, building, testing and qualifying such structural system, as they are prone to 
deviations in loading, geometry or material imperfections and external influences. Until now, robust-
ness for GosSSS has not been investigated or systematically considered in methodology or design 
procedures. It is further assumed that robustness and performance of GosSSS can only be signifi-
cantly increased if its characteristics are known, understood and quantifiable, as this is generally true 
for technical systems. This can most efficiently be done in terms of quantified values of robustness, 
representing performance under existing influences [1–4]. 
 
As it is necessary to determine how well a deployable Gossamer system performs under e.g. space 
environment, external influences and deviating loads, robustness should already be considered the 
design process. Nevertheless, the characteristics of GosSSS and their robustness are not addressed 
in present design guide lines for space systems and structures as given with [5–7]. Furthermore, only 
a brief description of Gossamer Structural Space Systems in terms of thin walled structures, mainly 
referring to inflatable structures, is outlined. Nevertheless, Hillebrandt [8] developed a conceptual 
design methodology, based on a system analysis, that aims to generating GosSSS consisting of a 
deformable structure and a deployment mechanism. With the goal of identifying design drivers and 
specific characteristics, he determined analytic sizing expressions for several deployable masts and 
their deployment mechanism components. While this approach is complementary to an overall 
GosSSS design methodology by providing indicators for functional and mechanical performance, 
robustness has not been considered. In literature, robustness is defined and approached very differ-
ently in different fields of engineering, and mostly determined theoretically on greatly simplified 
system models. However, in order to provide realistic robustness statements, practical approaches 
complying with the characteristics of GosSSS are necessary. It is further assumed advantageous to 
determine overall system robustness from constituents like subsystem robustness using a bottom-
up approach instead of a top-down approach. This may reduce the effort of determining robustness 
and provide robustness for each subsystem, as they are usually developed by different parties. For 
increased system robustness, it is necessary to provide quantified data of imperfections, environ-
mental effects or material behavior as well as resulting consequences, since GosSSS with their deli-
cate structures are prone to those impacting influences. While current standards do not provide data 
at all, valuable experiences in designing, testing and operation from more than 1000 launched de-
ployable booms and 38 missions are analyzed and summarized in a NASA guideline in [9]. However, 
this guideline only provides information in a qualitative form and is limited to a single application 
type using open profile metallic stem booms. This underlines even more the need for quantified 
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values that should be considered in order to achieve a robust design of deployable Gossamer Struc-
tural Space Systems. Thus, a precise and dedicated framework facilitating a realistic and appropriate 
methodology for robustness assessment should be developed. 
Additionally, to these goals, the thesis further aims for developing the necessary robustness metrics, 
complying with the specific characteristics of GosSSS, while being measureable. The idea of robust-
ness considered as a composition of several robustness components, that contribute in a varying 
extend as functions differ, even at different phases of a mission, is therefore followed. Moreover, it 
is essential to include acting influences and interactions when deriving such metrics. It is further 
aimed for developing a framework that incorporates the robustness assessment methodology into 
the design process of such structural systems. Consequently, this thesis shall provide an improve-
ment in structural system robustness, performance and their prediction, by offering a methodology 
for technical decisions on the commercial and scientific use of GosSSS. 
To do so existing Gossamer systems need to be analyzed for deficiencies, lacking robustness, detri-
mental effects and affecting influences. Existing robustness approaches need to be investigated in 
order to derive new specific robustness metrics that can apply to the characteristics of Gossamer 
systems. Furthermore, mathematical relations need to be established that determine the robustness 
assessment methodology. While those relations are assumed conditional, interactions within a Gos-
samer system as well as their dependence on different phases of a mission must be scrutinized. Here 
quantifiable and measurable robustness parameters and acting influences for each subsystem shall 
be identified and implemented in terms of metrics and factors. Determining such influences in prac-
tical experiments is therefore inevitable in order to provide quantified and realistic robustness values. 
Finally, the developed robustness methodology shall be applied on a practical example. 
In order to achieve the set aims, the thesis follows a basic hypothesis and four work hypotheses that 
have been derived from the anticipated goals and are used as guiding pillars along the process of 
investigation, study and research as follows: 
 

 

Basic Hypothesis 
“If all connections, interactions, functions and influences 
on subsystem level of a deployable Gossamer Structural 
Space System are known, overall system robustness can be 
quantified as a composite of single subsystem robustness.” 

1. Work Hypothesis 
“Connections and interactions of subsystems can be cap-
tured sufficiently in robustness by using weighting factors, 
while simple addition or multiplication of partial robustness 
values does not suffice.” 

3. Work Hypothesis 
“Influences, impacting geometry, loads, material, mechani-
cal behavior, test and simulation results of components and 
subsystems, regarded as factors, contribute to a realistic 
structural robustness quantification of subsystems and sys-
tem.” 

2. Work Hypothesis 
“Realistic robustness determination demands parameters 
that are measurable values and related to the fulfillment of 
essential subsystem and system functions.” 

4. Work Hypothesis 
“Robustness of Gossamer Structural Space Systems is con-
ditional to the mission phase for which it is determined for 
and its application.” 
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In chapter 3 the state-of-the-art Gossamer Structural Space Systems and applications is analyzed for 
deficiencies and damages in regard to robustness. Further the state-of-the-art in robustness ap-
proaches that had been developed for different fields are analyzed and discussed, while existing de-
sign approaches are studied on how and at which point in development robustness assessment is 
most beneficial for GosSSS. Necessary requirements to be regarded for the development of a ro-
bustness methodology and metric are defined in chapter 4 and approaches of bottom-up and top-
down strategies in terms system composition, thus evaluating the 2. Work Hypothesis, and discusses 
conditional robustness relations with the 4. Work Hypothesis. Along with this consideration, a math-
ematical robustness approach is developed and discussed, thus scrutinizing the 1. Work Hypothesis. 
The chapter closes with the developed framework for robustness assessment and quantification as 
well as with an implementation into the design process. In chapter 5, in a case study, a Gossamer 
Structural Space System is analyzed on the example of a solar sail spacecraft, further scrutinizing the 
2. Work Hypothesis and 1. Work Hypothesis. Moreover, a system and function structure for this 
example is synthesized and analyzed for applicable and quantifiable parameters that can be used as 
partial measure of robustness. It is further worked on the 3. Work Hypothesis as influences and their 
according quantifiable factors are identified, and weighting factors, representing subsystem interac-
tions and functions, are developed. Chapter 6 focuses on the experimental determination of values 
for the most important influence factors that affect e.g. subsystem robustness and therefore ad-
dresses the 3. Work Hypothesis. In a case study based on the Gossamer system analyzed in chapter 
5, the developed robustness assessment methodology is applied to a boom subsystem in chapter 7. 
In here, methodology, weighting factors and influences are applied in simulations and experiments 
in order to achieve and compare its robustness, thus assessing the 3. Work Hypothesis. Chapter 8 is 
giving a summary, outlook and conclusions. 
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3. STATE OF THE ART GOSSAMER STRUCTURAL SPACE SYSTEMS, DESIGN PHI-

LOSOPHIES & ROBUSTNESS 

This chapter discusses the state of the art of Gossamer Structural Space Systems, further termed 
GosSSS, and methods related to structural robustness. Starting with their definition, application as 
well as a classification and an extended list of advanced applications, the discussion about robustness 
in GosSSS begins with examples of damages and failures, based on deficiencies in robustness, on 
advanced and flying GosSSS in service today. This is followed by the description of basic design 
elements and requirements of GosSSS. Following is a review of the standard design process, while 
discussing the allocation of application of robustness assessment within the development and design 
process. Then definitions of robustness as well as robust design are discussed and transferred to 
Gossamer Structural Space Systems. The chapter ends with a review of existing design metrics and 
a discussion related to their application on GosSSS as well as their deficiencies. 

3.1 Gossamer Structural Space Systems & Applications 

3.1.1 Definition and Heritage 

The definition of the term Gossamer is not very well known and only found in a few literature 
sources. One definition derives from the Middle English term goose summer and “signifies some-
thing tenuous and insubstantial such as a cobweb floating in the air” [3]. Goose summer was used 
to refer to geese sold at the end of summer fairs as a traditional meal on Michaelmas (September 
29). In this time of the year spiders ballooning, mainly linyphiid or money spiders, was at its greatest 
because of perfect atmosphere conditions. Huge amounts of gossamer, or “angel hair”, descended 
from the air covering very large areas. According to Jenkins in [3] however, Gossamer structures in 
engineering are defining a general category of ultra-low-mass space structures, that are expandable, 
deployable or inflatable in some way to large areal or length dimensions. Space applications of this 
kind are mostly using functional areas (membranes) that are deployed by a supporting and stiffening 
structure in combination with some actuator or deployment mechanism. The membrane itself is 
comprised of highly flexible two-dimensional plate elements made of thin, low modulus materials, 
such as polymer films or some kind of mesh material. They provide very little inherent bending 
stiffness and are unable to carry compressive loads. Regarding these circumstances this type of space 
structures is usually found in planar-tensioned and in curved-bulky (mostly inflated) configurations. 
Recent technological advancements in ultra-light-weight, deployable space structures pose new tech-
nological possibilities to the space community with a low-cost, low-mass, low-volume alternative to 
conventional mechanical space structures or propulsion system. Gossamer structures have the po-
tential to provide many benefits and advantages over current mechanical systems. While lower in 
mass and packaged into smaller volumes, they can potentially reduce the overall space mission costs 
by reducing the launch vehicle size requirements. Thus, reducing total system mass and deployment 
complexity an increase in system reliability is another advantage. 
Many Gossamer Space applications are using membranes in order to provide large functional areas 
and are developed with different aims and goals. Yet most applications share the most significant 
characteristics: low packaging volume (high packaging efficiency), large area at low mass (low areal 
density, low specific mass) and flexibility. Additionally, all applications are deployed in some way and 
strive for the lowest mass possible while providing the necessary stiffness to keep functional areas 
taught. This is achieved through some combination of low modulus and thin materials, typically thin 
polymer sheets, films, mesh or thin-walled polymer tubes and by lightweight metal or fabric booms, 
trusses or inflatable structural elements, which span out one or more functional membranes and 
provide the necessary structural support. 
In the following sub sections, different Gossamer Structural Space System applications are listed by 
type of application while most advanced and flown examples are explained in more detail. 
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3.1.2 Classification and Examples 

As the previous section describes the specific characteristics of Gossamer structures, this sub section 
gives an overview of the most relevant applications of such structural systems. These can be classi-
fied in different ways, by application, by structural elements used or by build type. Here these struc-
tural systems are classified by type of application, as depicted in Figure 3.1. This is considered 
beneficial regarding the purpose of informing about their function and the possibilities provided. 
Besides providing the derived classes, Figure 3.1. further contains representative images of typical 
applications of each class as well as some example applications below. The determined classes are: 
Solar Arrays, used for power generation; Space Antennas & Reflectors, used for communication and 
earth observation; Solar & Drag Sails, used for propulsion with sun light and deorbiting via drag 
augmentation respectively; Solar Shades, used for shading instruments; Solar Concentrators, used for 
concentrating sunlight to increase power generation efficiency; Entry, Descent, Landing (EDL) & Sur-
face Exploration, used for atmospheric entry, re-entry and descent as well as extraterrestrial surface 
exploration; and Human Habitats, used for housing for manned mission in space and extraterrestrial 
surfaces. However, the sub categories planar-tensioned (2D), generally flat and tensioned membrane 
structures with large two-dimensional expansion, and curved-bulky (3D), voluminous and curved struc-
tures, mostly inflated, with large three-dimensional expansion, are introduced in order to distinguish 
different build types within a class of GosSSS applications. Nonetheless, single structural elements 
of structure in a sub category might feature characteristics of the other sub category e.g. inflatable 
booms for planar sails. The build type that is discussed in this thesis fall within the sub category of 
planar-tensioned structural systems. Nevertheless, general findings and methods as discussed e.g. in 
chapter 4 can also be applied to other sub categories. 

 
Figure 3.1. Classification of Gossamer Structural Space Systems by application 
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A comprehensive list of existing GosSSS applications featuring the most advanced examples for 
each class is given in Table A. 1, in Appendix A. These examples represent the most widely known 
and advanced ones. Here images of the applications, their most significant specifications and tech-
nological status, as well as references are provided for further interest. While this overview gives an 
impressive extend of GosSSS applications already or about to be brought into service in commercial 
aerospace, unpublished, confidential or potentially ongoing developments are not described due to 
inaccessibility. 
Some examples and their encountered deficiencies in robustness during their flight mission are dis-
cussed in the following section (section 3.1.3). 

3.1.3 Deficiencies in Robustness & Resulting Damages on GosSSS Applications 

This section gives examples of existing and advanced GosSSS in in-orbit service that encountered 
damages and failures throughout their service life. The resulting damages and encountered failures 
are assumed to have their origin in lacking robustness, as proposed. However, there are also inci-
dence given in which a sufficient robustness can be assumed. Nevertheless, mostly no quantitative 
data of the degree of function loss in case of a damage is given, while all examples have in common 
that robustness was not determined. These issues might show in many different types of failures, 
damages, influences and impacts encountered by ultra-light weight and delicate space structures such 
as: material degradation and change of chemical and physical properties due to UV light or ATOX; 
damage due to particle impacts; mechanical misbehavior and changed kinematics; changed mechano-
dynamical behavior due to large temperature gradients and vacuum, unknown and unpredicted in-
teractions due to insufficient on ground validation available; and others. Eventually resulting in deg-
radation of the application’s intended function, dramatic cost increases due to additional servicing, 
replacements or even to total loss have been encountered. 

Encountered Deficiencies on the Solar Array Wings of the International Space Station ISS 

The most visible and impressive example of Gossamer Structural Space Systems in operation is the 
deployable array phalance presently in use on the International Space Station (ISS), depicted in Fig-
ure 3.2 a). Each of the Solar Array Wings (SAW) extends about 34 m in length and 12 m in width 
from the ISS to a wingspan of 73 m, using 262,400 solar cells that produce 32 kW of electricity [10]. 
A wing consists of two rectangle and retractable blankets with solar cells held by a deployable FAST 
truss mast (ATK Aerospace Systems, formerly ABLE Engineering, Inc., U.S.) between them [11]. 
When stowed, each wing z-folds into a solar array blanket box just 51 cm high and 4.57 m in length, 
while the masts fold into canisters.[12] Currently the ISS uses its full complement of eight solar array 
wings for power generation [13]. 
Although ISS’ solar arrays have been on duty for many years, some critical situations with damages 
and failures occurred during that time, all attributable to lacking robustness. The still image in Figure 
3.2 b) was taken by a crewmember aboard the Space Shuttle Discovery on Shuttle Mission STS-116. 
It depicts a kink that occurred on the portside P6 of the solar array of the ISS during the first attempt 
to retract that array on December 13 2006, leading to a potential major failure. The crew later ex-
tended the array again, cleared the kink and successfully resumed retraction with a slower retraction 
rate without any issues this time [14]. 
Another incident occurred in November of 2007 during Space Shuttle Mission STS-120. With the 
goal to finalize the installation and repositioning of the P6 solar wings in its permanent home at the 
end of the port side of the station, the two wings had to be extended. While the first went smoothly, 
on the second wing, a guide wire snagged, causing tears in two of the panels. With the wing only 
80 % extended, the operation was halted after seven hours. The partially deployed array was produc-
ing power, but an unplanned and untrained spacewalk repair was needed to allow it to fully extend. 
Using strips of aluminum, a hole punch, a bolt connector and about 20 m of wire, the astronauts 
constructed hinge stabilizers that would strengthen the damaged hinges on the solar array. Not only 
was this increasing the risk for two astronauts outside in space, it also demanded about seven 
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additional hours of crew time, an hour and a half alone to reach the worksite, located about 50 m 
down the station’s truss and 27 m out on the damaged the solar wing. Images of the damage, the 
repaired panel, as well as the repair spacewalk itself are displayed in Figure 3.2 c). After the successful 
repair, flight controllers on the ground successfully completed the deployment of the array [15, 16]. 
A further weak spot in terms of robustness shows in damages caused over a large period of time. 
Defects in the vapor deposited aluminum coatings on both surfaces of a Kapton covering, on ISS’ 
solar array blanket box cushions allowed atomic oxygen to become trapped, completely oxidizing 
the underlying Kapton. This resulted in torn and partially detached protective aluminum film, leaving 
the structural surface unprotected as depicted in Figure 3.2 d). Atomic oxygen interacts readily with 
many materials especially hydrocarbon polymers. It is highly reactive, breaks chemical bonds, oxi-
dizes and erodes materials. In the here described case an undercutting has occurred allowing oxygen 
to attack the polymer film and eroding it [17]. Delicate Gossamer Structural Space System like solar 
array blankets, thermal control polymers, and fiber-reinforced plastics (composites) are at high risk 
since oxidization causes these structures to become thinner and less capable of supporting the loads 
imposed upon them. Fortunately, the solar array blankets of the ISS themselves have a double-sided, 
protective coating of 1300 Å of sputter deposited SiO2, showing a higher resistance towards oxida-
tion than aluminum coatings [18]. However, they may show similar effects of erosion over time as 
simulations and experiments indicate. 
Another incident attributable to lacking robustness was documented by astronauts. Impacts caused 
by micrometeoroids and orbital space debris (MMOD) led to critical damages on the solar array 
wings of the ISS. Being initially a tiny hole in the solar array blanket one impact broke a bypass diode 
causing an overheat damage, eventually leaving a larger area of the array inoperable, as reported by 
NASA [19] and images of the front and back panel in Figure 3.2 e) indicate. Yet another critical 
MMOD damage was observed on the deployable solar array truss mast of ISS’ solar arrays. One of 
the delicate but vital and stability providing elements of the mast (flexible batten) had been damaged 
from MMOD impacts as depicted in Figure 3.2 f). In order to access the residual strength and to 
ensure a safe operation of the International Space Station, on-ground hypervelocity impact test had 
to be performed for validation. [20] However, MMOD impact damages are not specific to Gossamer 
Structural Space Systems, but their effect can be much more severe, as impact probability increases 
with increasing dimensions and damage severity with thinner materials and less protective structures. 
However, this is the case for Gossamer Structural Space Systems and should be considered by ro-
bustness considerations. 
Further effects from space environment among other aspects are discussed in greater detail in section 
0. 
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a) b) 

 
c) 

 
d) 

  
e) f) 

Figure 3.2. ISS´ solar arrays – damages due to lacking robustness 
a) Fully deployed solar array wing configuration [10], b) Kink forming during retraction, c) Dam-
age due to ripping during deployment of solar array and repaired area [16], d) Erosion damage by 
ATOX on solar array blanket box cushion after one year in LEO [17], e) Impact damage on ISS 

pv of solar array (impact puncture marked with arrow) shown on front (left ) and back side (right) 
[19], f) Impact damage on a structural part of ISS’ solar array deployable truss mast (impact 

marked with arrow) [20] 
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Encountered Deficiencies on Hubble´s flexible Solar Arrays 

Another example of flown and in space operated GosSSS is the Hubble Space Telescope (HST), 
more precisely its first two sets of solar arrays.  Designed by ESA and other European partners, they 
were flexible and ultra-light weight roll-out arrays, similar to roller blinds, arranged in two identical 
wings with a size of 2.9 m x 12.9 m each [21]. The main driver to use flexible, rollable and retractable 
solar arrays was the original plan to roll them back up for maintenance of HST by the Space Shuttle 
every 2.5 years, and returning the entire telescope with rolled up arrays to Earth for major overhauls 
every five years. Therefore, the arrays needed to fit between the hull of the telescope and the round 
cargo bay of the Shuttle. However, maintenance was eventually only carried out in-orbit [22]. 
The solar array wings were lightweight, however still somewhat complex. Each wing consists of two 
flexible solar cell blankets (a composite of Glass fiber, Kapton™ layers, adhesive and a silver mesh) 
that are rolled up on a drum, and are attached to a spreader bar that is held by two stainless steel Bi-
STEM booms at their tips (see Figure 3.3 a). These booms are made from thin metal strips of stain-
less steel formed into circular cross sections, each of 6.4 cm in diameter, 0.13 mm thick, with a 30° 
slit opening oriented 180°. For storage they are flattened and rolled up on spools or cassettes. While 
being rolled out and pushed out of their mechanisms they are unfurling the blankets synchronously 
and keeping them taut [21]. 
Already early in operation, the advanced flexible solar arrays of Hubble encountered some problems 
simply because of their flexibility, the lightweight, delicate design and the harsh space environment, 
and consequently a lack of robustness. Soon after deployment detrimental vibrational disturbances 
were observed, which were thermally induced during orbital sunlight/eclipse transition. The caused 
oscillations were estimated to be two to three orders of magnitude greater than the allowable jitter 
for the telescope and large enough to hinder focusing on distant objects, thus negatively affecting 
Hubble’s very-high angular resolution imaging [21]. Two main causes were identified according to 
Foster [21] as boom vibrations due to thermal gradients and a possible stick/slip behavior in the 
blanket tension mechanism (drums and spreader bars). The open cross section Bi-STEM booms of 
the flexible solar arrays caused some problems in resonant frequencies. Because of these open cross 
section elements were overlapping each other the same temperature was expected by default design, 
but due to a poor thermal contact when one side was in sunlight and one in shadow they expanded 
at differential rates, causing a clicking against each other [21]. The second failure on a compensation 
mechanism on one of the arrays caused one boom bent like a bow and Hubble’s solar arrays were 
flexing every time they passed through the day-night terminator. Images taken after deployment, 
during the first Hubble mission (STS-31), indicate that a significant boom curvature resulted in a 
twist at the spreader bar as much as 12° out of plane [21]. Figure 3.3 b shows these images with a 
close up on the left images and a comparison of twisted and unaffected array with the two right 
images. Additionally, when the crew of the first servicing mission (Shuttle Mission STS-61) tried to 
retract that array, the bent boom split and could not fully be hauled. Instead astronaut Kathy 
Thornton released it into space in order for it to burn up into the atmosphere. Later a close-up 
examination of the solar array that had been brought back to Earth showed one of the array com-
pensator springs had broken, caused by a micrometeoroid impact [22]. Furthermore, the temperature 
has cycled between +60 °C to -85 °C and back 45000 times during the lifetime of the second set of 
arrays causing cracks due to thermal cycling on different areas [30]. 
In recognition of the severe damage micrometeoroids and orbital space debris (MMOD) might cause 
post-flight impact investigations, initiated by ESA, were undertaken on the one retrieved solar array 
of the first and on both solar arrays of the second set. Over their total surface area of roughly 120 m2, 
including 42 m2 covered with solar cells, exposed over 8 years to space environment, the retrieved 
solar array wings exhibited thousands of craters [23, 24]. About 80000 particle impacts of varying 
sizes were found, many of which are visible to the naked eye according to Moussi et al [25]. A few 
hundred impacts have completely penetrated the 0.7 mm thin blankets while the largest impact fea-
tures are about 7–8 mm in diameter [23, 24]. The impact survey revealed 400 craters larger than 
3.7 mm and about 175 clear holes. One of the severe penetration damages is depicted in Figure 3.3 
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c), showing a clear hole. Surprisingly, the total cratered solar cell area was <0.2 %, barely exhibiting 
any power degradation and thus indicating good robustness in this regard [22, 23]. 
However, insufficient robustness can be assumed for another incident seen on other mechanical 
parts of the solar arrays. Several of the 2.4 m long pins of the piano hinge like connections that hold 
the segments of solar cells together were protruding from one of the sides of the arrays, as depicted 
in Figure 3.3 d). Engineers believed that these pins wander back and forth due to differences in the 
thermal expansion between the solar blanket and the pins themselves when Hubble comes in and 
out of the Sun [25]. Extending up to 50 cm out from the array edge, the wire-like hinge pins holding 
different segments of the solar blankets together had come loose. Emergency testing on ground 
showed that the astronaut’s spacesuits were not in danger to be damaged, nor would the solar panels 
fall apart. Fortunately and not designed for, the array’s power bridge pieces were strong enough to 
hold the structure together for the remaining mission life and for the planned retraction during the 
Servicing Mission 3B retraction, thus showing some unplanned local robustness [22]. 
Moreover, space environment itself demands high robustness as seen on the effects of UV radiation 
as well as atomic oxygen. Analyzing Hubble’s solar arrays showed strong evidence for chemical deg-
radation e.g. the found severe darkening of the silicone adhesive due to UV radiation exposure [22]. 
Another effect that illustrates lack of robustness was seen during a Space Shuttle servicing mission. 
A delamination of the solar array bus bars was observed. However, while silver material for the 
interconnectors of the solar array blankets had to be dropped from the design due to severe oxidi-
zation, revealed on a test flight of a shuttle mission, the flown interconnectors were made of molyb-
denum-based metals, which were oxygen safe, while the Kapton was protected by a silicone coating. 
Solving these issues and thus increasing robustness was addressed by updating the control system to 
attenuate the disturbances and by enclosing the bi-stem boom in a foil bellow as thermal shielding 
to reduce the disturbances in the first place. Additionally the initial blanket compensation mechanism 
was replaced by a kind of bedspring system with a set of limit straps as back up (passive redundancy) 
to ensure the blanket is held together and functioning [25]. Although delivering even 10 % above 
the required 4 kW of power and lasting 8 years instead of the 5 years it was designed for, the flexible 
solar arrays were replaced on orbit by the third set of US-made models (rigid, mechanically and 
thermally new designed) during the 2002 Servicing Mission. Replacing the flexible solar arrays was 
mainly owed to the degradation of this structural system and consequently due to insufficient ro-
bustness. Furthermore, the fact that the idea of retrieving the solar arrays of Hubble on the Shuttle 
had been abandoned made the foldable and flexible features of the solar arrays obsolete. The last set 
of solar wings now possessed a rigid architecture, derived from Iridium satellites, and had a higher 
output at twice the weight of the first two set [22]. 
 



14 3 STATE OF THE ART GOSSAMER STRUCTURAL SPACE SYSTEMS, DESIGN PHILOSOPHIES & 

ROBUSTNESS 

 

 
a) 

 
b) 

  
c) d) 

Figure 3.3. Hubble’s flexible Solar Arrays– damages and sensitivities 
a) Flexible roll-out solar arrays on Hubble [26, 27], b) Deformed solar array panel due to kinked 
metal STEM boom observed during the 1st servicing mission STS 61 (left: kinked boom, middle 

and right: comparison of deformed and intact solar array) [28], c) Debris impact damages observed 
on the first set of Hubble’s solar arrays [29], d) Displaced pins reaching out of the solar array piano 

wire hinges [30] 

 

Anomalies encountered by the Roll-Out Solar Array ROSA 

An example that faced some anomalies during testing is the Roll-Out Solar Array (ROSA), developed 
by the Air Force Research Laboratory (AFRL), the National Aeronautics and Space Administration 
(NASA), and Deployable Space Systems, Inc. (DSS), as a lightweight alternative to conventional rigid 
panel solar arrays. The 5.40 m x 1.67 m experimental ROSA wing, using composite slit tubes as 
structural frame, was launched to the International Space Station (ISS) on the SpaceX Falcon 9 
Commercial Resupply Services mission (CRS-11) in 2017, inside the unpressurized trunk of the 
Dragon spacecraft. Two anomalies occurred [31]: First, the fundamental system bending mode was 
measured to be 20 % lower than predicted by finite element models, seemed highly damped and was 
far more difficult to excite than during testing in vacuum on ground prior to flight. Moreover, an 
unexpected motion of ISS’ Special Purpose Dexterous Manipulator (SPDM), the robotic arm it was 
attached to, could be clearly seen. Indicating that ROSA was driving motion into the robot arm, pre-
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flight analysis suggested otherwise, assuming that the small lightweight solar array could not impart 
any motion in the large robot arm when its joints were locked. 
A second anomaly observed was that the right edge of the solar array blanket seemed to vibrate at 
greater amplitude and lower frequency than the left edge. As analyses indicate an uneven blanket 
tension may be the source of this anomaly according to Chamberlain [31]. 
 

  
a) b) 

Figure 3.4. a) The deployed Roll-Out Solar Array (ROSA), during on-orbit testing, attached to 
ISS’ robotic arm (SPDM) of ISS [32] (image cropped); Blanket flap mode (FEM) causing anoma-

lies [31] 

3.1.4 Basic Structural System Design, Elements & Functions 

Although many of the aspects discussed in this thesis apply to Gossamer Structural Space Systems 
in general, the focus is put on systems using booms to deploy and stretch functional membranes, 
thus falling into the sub class of planar-tensioned, two-dimensional systems (cf. section 3.1.2). With 
the plethora of designs and applications for such structural systems as revised in the previous section 
3.1.2., main elements and main configurations can be synthesized. At this point it is worth noting 
that the satellite main structure, the bus and electronics are not considered elements of a Gossamer 
structural space system, within this thesis. Nevertheless, the main structure is necessary to direct and 
transfer loads from the GosSSS into the spacecraft, while requirements based on e.g. the main struc-
ture or spacecraft adapter might bias the GosSSS design. 
 
The main elements of GosSSS considered here are: 

1) Booms/Trusses: such as rollable, collapsible, telescopic or inflatable booms made of CFRP, 
metal alloy or polymer film, supporting and stabilizing the tensioned system. 

2) Functional membrane(s): film like material for solar sails, drag sails, photovoltaic blankets, sub-
strate membranes for antennas, or mesh material for such applications; to reflect and/or 
transmit electromagnetic radiation or to provide drag. 

3) Interfaces (I/F): that connect boom(s) and membrane(s) to one another, to the main structure, 
transfer loads, and/or to provide boundary conditions e.g. guiding booms towards a certain 
direction or enforcing certain cross-sectional dimensions. 

4) Mechanisms: can be active and passive mechanisms that deploy and/or retract the booms or 
membranes, control movement, force and speeds, while inhibiting uncontrolled deploy-
ments. 

In Figure 3.5, these elements (numbered 1 to 4) are depicted in the three main configurations of 
planar-tensioned GosSSS. In the first configuration, as depicted in Figure 3.5 a), the booms are 
arranged in a cross like manner in order to stretch triangular membrane segments, mostly in a sym-
metrical manner, resulting in a squared overall shape. The second main configuration comprises 
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parallel booms, stretching rectangular membranes (rolled or z-folded), thus providing an elongated 
rectangular shape. This is depicted in Figure 3.5 b). The third main configuration synthesized consists 
of a central single boom deploying two parallel membranes with a cross beam as seen e.g. on ISS’ 
solar arrays. This results in an elongated rectangular shape as well, as illustrated in Figure 3.5 c). 
Additionally, more complex configurations combining two or more main configurations e.g. using 
several booms deployed from a central boom or truss as depicted in Figure 3.5 d) are possible as 
well. 
 

  

 

b) 

 
c) 

 
a) d) 

Figure 3.5. Main configurations a) to c), with a combined configuration d), and main elements      
(① Booms, ② Membrane(s), ③ Interfaces, ④ Mechanism(s), main spacecraft in white) of Gos-

samer structural Space Systems 

According to ECSS standards, the defined elements are classified, depending on their complexity, 
into certain levels. These levels are defined by the ECSS standard ECSS-E-ST-10-03C, Space engi-
neering – Testing, to: system level, considering space segment system, space segment elements as 
stand-alone or embedded space segment elements; sub system level, considering space segment sub-
systems or equipment; and component level, considering components and materials. Additionally, a 
sub level of components is used for coupons if this granularity is needed. For example, in this thesis 
a boom alone is considered as component, while a boom cross (comprising of four booms) or a 
boom in conjunction with interfaces, sensors or other parts is considered as sub system. Conse-
quently, a complete assembly of booms, membranes, interfaces and mechanisms is considered a 
system, and is further referred to as structural system, Gossamer Structural Space System (GosSSS) 
or just system, throughout this thesis. Further considerations of complexity levels, especially con-
cerning robustness are discussed in chapter 4. 

①
② 

③ 

④ 

③ 
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3.1.5 System Requirements & Characteristics 

Generally, when compiling a requirements-list for a design mission requirements are translated into 
technical requirements for system, subsystem and components at the beginning of the concept 
phase. However, considering the many different applications and designs as described in section 
3.1.3, it becomes obvious that requirements in a quantitative manner are not feasible to compile. 
Nonetheless, requirements and characteristics can be composed in a qualitative way for such ultra-
light weight structures. 
 
The specific requirements (not regarding requirements for space structures in general) and charac-
teristics (see also section 3.1) that are based upon them are: 
 

Requirement Characteristics 

Large dimensions in operation (length, area, 
volume) 

− low areal density (g/m2); large area at 
low mass 

− low specific mass (g/m); large length at 
low mass 

− deployable (foldable & unfoldable) 

− high packaging ratio; low stowage vol-
ume 

− high flexibility 

− low Eigen frequencies 

− thin wall thickness of structures 

− can take only very small loads com-
pared to conventional space structures 

− lowest mass possible while providing 
the necessary stiffness to keep func-
tional areas taut 

Small dimensions when stowed (during launch 
& transfer) 

Minimal mass 

Deployment controllability & reliability 

(Scalability) 

 
The requirement for large dimensions when deployed and in operation is based on the need for large 
functional areas e.g. to maximize power generation, propulsion, drag, shading and others, depending 
on the applications. In contrast, small dimensions are required when stowed leading to a small stow-
age volume accounting for the comparably small payload capacity (volume wise) of launchers and 
costs for transport. For example, will the James Webb Space Telescope be launched on an Ariane 5 
rocket. The actual dimensions of the Gossamer structural space system on JWST, the sun shield, are 
about 21 m x 14 m [33] in operation. However the Ariane 5 usable payload volume offers only cy-
lindrical dimensions of 4.5 m in diameter and a height of 10 m, with a conical volume on top of 
5.6 m in height leading to a tapered diameter of about 1 m according to the Ariane 5 user’s manual 
[34]. This makes the necessity of small stowage dimensions well visible. Minimal mass is required 
many times for cost reasons of transport. Additionally, a minimally achievable mass is also needed 
when maneuvering and controlling attitude of a spacecraft equipped with such structural system, or 
when propelling with very small forces as found in solar sail and drag sail applications. Deployment 
controllability and reliability are important requirements. In order to prevent dynamic loads, that can 
be harmful and cause damage on the structural system, deployment controllability must be provided. 
This is usually realized in terms of controlling deployment speed, deployed length and deployment 
forces. Providing save and repeatable deployment on the other hand is realized with an appropriate 
reliability of the deployment process, usually validated by extensive testing. Depending on the appli-
cation scalability is not necessarily required for all Gossamer Structural Space Systems. In many cases 
the development process along the levels of technical readiness starts with a proof of principle or 
concept on a smaller scale. This is mostly done for cost and schedule reasons. In order to provide 
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the same behavior in later designs for the final application in space with larger dimensions, as found 
in smaller test or bread board versions, scalability is required to be considered already from the 
beginning e.g. in the concept phase. 
 
Listing even further requirements Sickinger [35] provides several sources of specific requirements 
for e.g. inflatable systems or solar sails as well as criteria for requirement evaluation, that are valid 
for all structures dedicated for operation in space, not only Gossamer Structural Space Systems. Such 
general criteria are: robustness of design, system complexity and redundancy, energy demand, level 
of technology readiness, costs of development, (including verification, manufacturing and integra-
tion), capability of on ground verification, stow ability, thermo-elastic stability, geometric accuracy, 
withstanding space environment, demanded life cycle time, mitigation of space debris. As good prac-
tice for all technical systems, the necessary technical specifications as well as costs and risks must be 
evaluated and traded off throughout the entire design process. 

3.2 Standard Design Approach, Principles & Allocation of Robustness Assessment 

This section briefly reviews the standard design approach in space product engineering, with its life 
cycle, as well as applicable standards in regard to the implementation of robustness. Further the 
allocation of the proposed robustness assessment and quantification within the standard design pro-
cess and the different levels of abstraction are given. Additionally, this section reviews the established 
design philosophies and principles in regard to GosSSS. 

3.2.1 Allocation in Standard Design Approach and Life Cycle Phases 

The most followed design standards in space engineering for Europe and North America are ESA`s 
ECSS (European Cooperation for Space Standardization) technical standards system and NASA’s 
NTSS (NASA’s Technical Standards System), including their provided technical standards, center 
standards, specifications and handbooks. Design and development processes are thus guided in suc-
cessive manner thru the according standards and handbooks, to which contractors working for ESA 
or NASA must adhere. Further, current developments and needs are constantly implemented. This 
thesis mainly refers to ESA’s ECSS standards, due to the environment this work was generated in. 
However, NASA standards are mentioned and whenever providing more information applied or 
discussed. With regard to applying robustness assessment, it is necessary to know where in the de-
velopment and design process it is most beneficial to be performed. The development and design 
process itself is guided successively thru seven phases of the so-called Space Flight Project Life Cycle 
according to ECSS-M-ST-40C [36] and ECSS-M-ST-10C Rev. 1 [37]. NASA is defining similar 
phases in their systems handbook [38] and NASA Procedural Requirements (NPR) specific to a 
certain area. 
 
The phases, as summarized in Figure 3.6, are: Phase 0/Pre-Phase A, in which a mission analysis is 
performed and needs are identified; Phase A, in which system concepts are evaluated and their fea-
sibility is investigated, and system and hardware requirements are derived by analysis. In Phase B 
hardware requirements are derived, definitions are set and preliminary designs are generated, while 
the detail design is concurrently started. Phase C is focusing on the detail design, while test articles 
for the design qualification as well as initial product articles are already fabricated. Phase D concen-
trates on qualification testing of test articles and hardware, integration into the final system (assem-
bly) and system testing, while the hardware or product is fabricated in its final design. Phase E 
contains after several reviews the launch and spacecraft operation and service in orbit/space. With 
Phase F follows the final and last phase, that marks the end of life with the disposal (closeout) of the 
decommissioned spacecraft. Figure 3.6 further shows the most relevant key points (reviews) and the 
main activities during each phase, which are not further discussed at this point. 
By reviewing the space flight project life cycle it is apparent, that robustness aspects as well as all 
influences that might affect robustness itself should be considered as early as possible. However, 
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robustness assessment requires a certain quantity of data and knowledge about the structural system 
e.g. of design, material, loads, and should mainly be performed within the phases, B, C and D, as 
indicated with a blue mask in Figure 3.6. Additionally, in order to improve future robustness predic-
tions and gain valuable data, monitoring robustness is considered beneficial in phase E, during op-
eration, and whenever possible (indicated with a green mask in Figure 3.6). This enables a direct 
comparison of achieved robustness in weightlessness (in space, under operational conditions) and 
the robustness determined on ground (by simulation and/or testing). Nonetheless, this thesis focus-
ses on robustness assessment, and touches monitoring only in minor extend in chapter 4. 
 

 
Figure 3.6. Summarized allocation of robustness assessment within the Space Flight Project Life 

Cycle according to ECSS standards 
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Allocation of robustness assessment within Technology Readiness Levels 

Allocating the application of robustness assessment within levels of technological maturity, the so 
called Technology Readiness Levels (TRL, 9 levels), according to ECSS [39] and similarly to NTSS 
[38] is suggested to be performed from at least TRL 3 (component and experimental critical function 
and/or characteristic proof-of-concept) up to TRL 9. Due to lacking information, data and 
knowledge about the structural system and the preliminary design on lower TRL, and thus inhibiting 
a profound robustness assessment at this low state of maturity. 

Allocation of Robustness Assessment in the Engineering Design Process 

Allocating robustness assessment on the more detailed level within the design process itself, as part 
of the space flight project life cycle, is visualized in Figure 3.7. Here the standards for engineering 
and systematic design VDI 2221:2019-11 [40] part 1 and part 2 are used for illustration, due to their 
widespread recognition and application within industry (in Europe). These industry standards pro-
vide the most comprehensive and detailed procedure information on designing and development of 
technical systems in a systematic manner, and are not specific to any industry and rather generic, 
concentrating on methodology. 
The design process is here further detailed into four phases: Phase I: Clarification of the task, Phase 
II: Conceptual design, Phase III: Embodiment design (Preliminary Design) and Phase IV: Detail 
design. Without going into detail for each phase as they are more or less self-explanatory and can be 
studied in VDI 2221 [40], robustness assessment, as discussed here exceeding just quality control, is 
seen most beneficial in Phase III and Phase IV of VDI 2221, thus executed along the core processes 
of designing. Generating preliminary (preliminary embodiment design) and detail designs (overall 
embodiment design) in these phases give the opportunity to increase robustness right from the be-
ginning, in terms of integrating robustness assessment and quantification, followed by an optimiza-
tion. This is not done so far in a standardized or regular basis. Nevertheless, robustness assessment 
applied early in the design phase can only be performed insofar that sufficient information about the 
product, influences or knowledge from previous similar systems is available. However, robustness 
considerations e.g. setting requirements or limits should already be incorporated as early as phase I, 
with being part of acquiring the requirements list. 
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Figure 3.7. Allocation of robustness assessment in general procedure of systematic development 

and design according to VDI 2221:2019-11 (adapted image from [40]) 

 

3.2.2 Design Philosophies and related Principles 

Redundancy, Alternative Load Paths and Segmentation 

The principle of redundancy provides means of increasing both the safety and the reliability of systems. 
Commonly redundancy means superfluity or excess. In information theory, it refers to that fraction 
of transmitted data that may be eliminated without loss of essential information. Redundant struc-
tural arrangements lead to an increase in safety and are believed to increase robustness as well. How-
ever, this is only true, provided that the breakdown of a particular element of the system is not 
dangerous in itself, and that other elements, arranged in parallel or in series, can take over its function 
fully or at least in part [41]. The provision of several identical elements in a structural system all 
ensure that, should a particular element break down, the function is not completely impaired. In this 
case active redundancy, in which all the elements/components are actively involved, is provided. 
Passive redundancy exists if reserve elements (for instance alternative boiler feed pumps) usually 
of the same type and size  are provided and put into operation during breakdowns. In a third type 
of redundancy, principle redundancy, an arrangement of elements, is to be equal in function but 
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different in working principle. Depending on the situation and system, elements can be arranged in 
parallel, for instance pillars of a building, or in series, for instance filter installations. Although re-
dundancy in systems is closely related to the concept of robustness and redundant systems are gen-
erally believed to provide a higher robustness, structural robustness tends to decrease as redundancy 
increases over a certain degree as found by Biondini [42] when investigating truss structures for 
buildings. Further the conflict between optimization (minimizing mass) and the requirement for 
sufficient redundancy was demonstrated on the example of a three-dimensional truss by Frangopol 
and Klisinski [43]. This conflict is also apparent in Gossamer Structrual Space Systems, as mass 
reduction plays an even more essential role here. 
Alternative load paths, according to Starossek [44] and the standard UFC Design of Buildings to Resist 
Progressive Collapse (UFC 4-023-03, 2009) [45] here termed alternate load paths  is a further prin-
ciple to enhance robustness of a structural system. This principle provides alternative paths for a 
load to be transferred from a point of application to a point of resistance, thus enabling redistribution 
of forces originally carried by failed components. This eventually prevents a failure from spreading 
and the system from failing. Alternative load paths can form through load-transfer mechanisms, as 
e.g. listed by Starossek [44] with the examples of the inversion of flexural load transfer (from hogging 
to sagging above a failing column), the transition from flexural to tensile load transfer (catenary 
action), or other transitions. 
Segmentation, also known as crack arrest, is another design principle to enhance the robustness of a 
structural system. This principle prevents a spreading of failure following an initial damage or limits 
it by isolating the failing part of a structure from the remaining structure by so-called segment bor-
ders as explained by Starossek [44]. This can be realized by three mechanisms: With the first, segment 
borders are formed by strong components or features, designed to provide high local resistance to 
accommodate large forces, thus arresting an incipient collapse and damage propagation. The second 
mechanism works inversely by weak components at which failing parts can safely disconnect from 
the structural system. Such components work similarly to predetermined breaking points or struc-
tural fuses, thus eliminating continuity or reducing stiffness to accommodate large deformations and 
displacements. Thirdly, the usage of segment borders with high ductility and large energy dissipation 
capacity, accommodating large forces and large displacements at the same time, is thought to en-
hance robustness. 
In GosSSS, redundancy is utilized in motors or interfaces with parallel elements. Due to the strong 
mass and volume restrictions that are specific to GosSSS, redundancy for the main structural ele-
ments like booms or membranes is commonly not realized. While a doubled number of elements 
would increase, overall mass somewhat, the additional mass by the necessary larger or doubled num-
ber mechanisms, guides or similar items would increase overall mass significantly. Nevertheless, re-
dundancy as an integral part of robustness considerations is regarded within this thesis. Segmentation 
however is a common principle to facilitate in the design of GosSSS. It is utilized a crack arrest, the 
so called rip-stop in membranes, as each membrane is made up of several segments and provide 
strong borders at the fused edges, integrated lines or applied rip-stop structure as applied by Belvin 
and Zander in [46, 47]. 

Safe-Life 

According to [41] the Safe-Life philosophy demands that a system, all its components and their con-
nections be constructed in such a way as to allow them to operate without failure, breakdown or 
malfunction throughout their anticipated design live. The basis is given by detailed life span and 
durability calculations of each component, so called life-limited parts, thus determining their limits 
of safe operation, until overloaded (load levels and/or running time) or subjected to adverse envi-
ronmental influences. Once the calculated end of life is reached, components and parts are replaced, 
regardless of the component exhibiting damage or not. A continuous monitoring of the state of 
components is herein demanded. However, an occurring damage under the safe-life philosophy 
means system failure. This philosophy is commonly applied on systems that are difficult to repair or 
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highly safety relevant i.e. in structures exposed to fatigue like airplane landing gears. Since this design 
philosophy is known for generating very safe designs, it is also known for “overdesigning” thus 
leading to designs with low weight efficiency. This however is not suited for GosSSS except for 
specific components e.g. bolts on mechanisms. 

Fail-Safe 

The design philosophy Fail-Safe, as applied in engineering [41], allows for some malfunctions or 
damage of a system or component within the design life, as long as no total failures/severe conse-
quences occur and the system function or at least an acceptable, limited functionality can be pro-
vided. In this philosophy, such limited functionality must be provided by the damaged component 
or taken over by another component until: the system can be shut down safely and put out of order 
for repair or replacement; the failure and its cause can be detected and identified; and/or the failure 
site can be evaluated regarding its state of total safety. Furthermore, the principles of redundancy 
(active or passive), alternative load paths and segmentation (compartmentation, crack arrest) are 
commonly applied within this design philosophy. The Fail-Safe principle is also applied in current 
design approaches of GosSSS. 

Damage Tolerance 

Tolerating and accepting damage to a certain extent is the main characteristic of systems or structures 
designed under the philosophy of Damage Tolerance. According to literature [41], it proclaims the 
ability to sustain defects safely until repair can be carried out or as defined by Lind [48] the ability of 
a system to withstand damage or perturbations that are unforeseen or not considered in the design, 
without undesirable response. Damage tolerance is further considered the reciprocal of vulnerability 
(sensitivity) – with vulnerability understood as the ratio of failure probability of the damaged system 
to the failure probability of the undamaged system, or as defined by Agarwal [49] “a structure is 
considered to be vulnerable if damage from any exposure results in consequences which are dispro-
portionate to the original damage event”. Additionally, it is assumed that flaws can exist in any struc-
ture and such flaws propagate with usage. This design approach demands a highly accurate analysis 
of damage, failure modes and effects for possible scenarios. Additionally, implementing a mainte-
nance program that enables detection and repair of accidental damage, corrosion and fatigue crack-
ing before such damage reduces i.e. the residual strength of the structure below an acceptable limit, 
renders a structure to be damage tolerant, thus considering it damage tolerant. Overall, this philoso-
phy aims for precise design for the necessary loads and given environment, tries to omit overly 
dimensioned structures or redundancy, thus leading to lower system mass and less maintenance. Due 
to the high potential to save weight with utilizing this design philosophy, it seems rewarding, espe-
cially when designing ultra-light-weight GosSSS. 

Safety Factor 

Expressing how much stronger a system is than it needs to be for an intended load, the Safety Factor 
(SF), also known as Factor of Safety (FoS), is widely used in engineering design. According to the 
aerospace standard NASA-STD-5001B W/CHANGE 2 SF are: “Multiplying factors to be applied 
to limit loads or stresses for purposes of analytical assessment (design factors) or test verification 
(test factors) of design adequacy in strength or stability.” [50]. Many systems are intentionally built 
much stronger than needed for normal usage to allow for all kinds of uncertainties like emergency 
situations, unexpected higher loads, worse properties of the material than foreseen (degradation), 
imperfect theory of the failure mechanism, possibly unknown failure mechanisms, and human error 
(e.g. design, misuse,) as reported by Doorn & Hansson [51]. According to literature, like Elishakoff 
[52], a safety factor can generally be defined as the ratio between the failure load and the allowed 
load (exchangeable used with design load; or stress ratio), while the first is the minimum value of the 
load that would cause failure, and the second is the maximum load that a component is allowed to 
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experience during its service life. This relation is expressed in equation (3.1), with a safety factor 
greater than 1 for safety to some degree. 
 
A Safety Factor SF (FOS) is generally defined as: 
 

𝑆𝐹 =
𝑌𝑖𝑒𝑙𝑑 𝑆𝑡𝑟𝑒𝑠𝑠

𝑊𝑜𝑟𝑘𝑖𝑛𝑔 𝑆𝑡𝑟𝑒𝑠𝑠
=
𝐹𝑎𝑖𝑙𝑢𝑟𝑒 𝐿𝑜𝑎𝑑

𝐴𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒 𝐿𝑜𝑎𝑑
 

 
Using detailed analysis to calculate safety factors is many times necessary, since comprehensive test-
ing is impractical on many complex systems. Nevertheless, the magnitude is often determined based 
on the observation of past failure events of similar designs and validated through physical tests in 
case of critical structural systems. The principle of safety factors is based on the faith that the design 
is safe under any circumstances if the design requirements on safety, namely the design safety factors, 
are satisfied. Thus, high safety factors are presumed to provide high safety, while providing structures 
of high load carrying capability. However, for ultra-light-weight GosSSS applications, safety factors 
should be as small as possible due to the predominant mass constraints. This is in large contrast to 
the general and conservative requirement in aerospace engineering to provide high structural safety 
via SF, leading many times to overly heavy designs. Since safety factors are considered in all design 
philosophies (safe-life, fail-safe and damage tolerant designs), Elishakoff [52] explored the coexist-
ence and combination of deterministic safety factors and non-deterministic structural reliability. 
With the outcome of several probabilistic interpretations of the safety factor Elishakoff concluded 
that structural reliability and the safety factors can peacefully coexist and are useful to combine in 
order to allow for more rational allocation of the safety factors. This notion is adopted to GosSSS 
robustness considerations, with the combination of deterministic and non-deterministic concepts as 
explained in section 4.1. 

Reliability 

Reliability is defined as the probability that a given item will perform its intended function for a given 
period of time under a given set of conditions. As stated by Woo [53] it is defined by four parts, 
namely probability (likelihood that some given event will occur); the intended function of the system, 
subsystem or component; time (mission time), and conditions (i.e., the operating and environmental 
conditions). In NASA [54] also refers to the “probability of success” for reliability in the success 
space and of “probability of failure” in the failure space. The according fundamental math theory is 
expressed in equations (3.2) and (3.3). 
 

The Reliability 𝑅 is generally defined as: the reliability function: 
 

𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 − 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝐹𝑎𝑖𝑙𝑢𝑟𝑒 
 

𝑅(𝑡) = 𝑃{𝑇 > 𝑡} = ∫ 𝑓(𝑥)𝑑𝑥
∞

𝑡

 

 

where 𝑓(𝑥) is the failure probability density function and 𝑡 is the length of the period of time (start-
ing at time zero). 
In aerospace engineering the importance of system risk and reliability analysis to assess safety is 
acknowledged in the Fault Tree Handbook, NUREG-0492 [147], issued by the US Nuclear Regula-
tory Commission (NRC) and in a adopted version by NASA’s Fault Tree Handbook with Aerospace 
Applications [54]. Some of the risk assistant and quantification methods are revised and discussed 
in terms of applicability to robustness in section Appendix B, while the assessment and relations 
within system reliability (e.g. composition of system reliability from components in series; Lusser’s 
law) are discussed and compared to system robustness of GosSSS in section 4.3. 

(3.1) 

(3.2) 

(3.3) 
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3.3 Robustness and present Approaches 

3.3.1 Robustness 

Robustness is being investigated and determined in different fields of research and interest, as well 
as under different aspects and understandings of robustness itself. These areas can be identified as: 
Structural Engineering (Structural Standards), Software Engineering, Product Development and 
Quality Control, Ecosystems, Control Theory, Statistics, Design Optimization, Bayesian Decision 
Making and Language Science. A categorized and synthesized list, from several authors, of the dif-
ferent understandings of robustness in regard to the area of its application is given by Faber et al. 
[55]. Although many definitions are given in diverse fields of industry and science, the classical def-
inition, originated in the pioneering work of Genichi Taguchi in statistical methods, as cited by Stew-
ards [56] is: “Robustness is the state where the technology, product or process performance is 
minimally sensitive to factors causing variability (either in manufacturing or user´s environment) and 
aging at the lowest unit manufacturing cost”. This definition has been derived in the context of 
quality control under varying parameters. The variation can generally be caused by inherent uncer-
tainties (noise factors), that are reducible by tolerance design and tightening the tolerances on prod-
uct or process parameters, and by design variables according to Park et al. [57]. In other fields, 
somehow different interpretations of robustness have found their way into practice. In structural 
robustness assessment in civil engineering, in the context of investigating truss bridge structures and 
buildings like the Empire State Building, Starossek [58] defines robustness as the insensitivity of a 
structure to local failure. He defines a structure to be robust if an initial damage does not lead to an 
extent of collapse/disproportionate collapse [44]. However, he demands insensitivity and local fail-
ure must be quantified by design objective, thus setting measurable limits in which robustness is 
considered. Similarly, in civil engineering, Brett [59] defines structural robustness as the ability of a 
system to withstand abnormal circumstances without disproportionate failure, while Slotine and Li 
[60] define structural robustness as the degree to which a system is insensitive to effects outside the 
design considerations. In the field of technical systems Göhler [61] interprets robustness as a prop-
erty that reduces variability. In a similar fashion Faber [55] interprets robustness in the context of 
civil engineering of offshore jacket type steel structures. Here robustness is related to the acceptable 
behavior of certain performance characteristics or properties of a system and considered as a meas-
ure of sensitivity of certain qualitative features in a system in regard to changes in system composi-
tion, system state, fundamental assumptions and general unexpected systematic disturbances. 
Although in different areas of research definitions and interpretations may vary due to different 
characteristics and goals of the applications, a common and simplified core meaning can be ex-
cerpted with: Robustness is the insensitivity of a system function towards variations. 
 
Figure 3.8 illustrates this principle on three examples. Here input variables (design parameters and 
noise) are displayed as similar distribution curves on the abscissa. In relation to different model 
transfer functions (displayed as dashed lines 1, 2 and 3), the according output responses on the 
ordinate show significant differences in their distribution. Note that each model transfer function 
represents a different system behavior for a parameter and can be linear or non-linear, although they 
are displayed in a simplified manner in Figure 3.8. Thus, applying the principle of robustness, all 
output responses within a prior defined upper and lower specification limit (USL, LSL respectively) 
can be considered robust, while output responses exceeding these limits renders the system behavior 
as non-robust. However, this only gives a qualitative indication of the robustness of a system. Quan-
titative assumptions can be derived using robustness metrics as described in section 3.3.3. 
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Figure 3.8. Robustness based on insensitivity to variations 

3.3.2 Robust Design 

Robust Design is a design approach based on the underlying principles invented and developed by 
Taguchi (1924 - 2012), the so-called Taguchi Method. This method developed for the design of 
experiments or simulation calculations in multi-parameter systems, strives for developing robust 
products and processes. It is defined as “a methodology for designing products, devices and product 
equipment to perform as intended, despite variation in manufacturing, assembly, material properties, 
ambient conditions, loading scenarios or time related factors” [62]. A similar definition is given by 
Phadke, who was working closely with Taguchi in robust design techniques, as methodology “to 
make a product’s performance insensitive to variations in material, geometry, manufacture and op-
erating environment” [63]. 
 
The aims of Robust Design are summarized by Klein [64] as follows: 

− making quality measurable by defining a Quality Loss Function 

− Formulating the quality goal as an achievable extremum 

− Searching robust parameter constellations for products and processes using a matrix 
experiment (DoE – Design of Experiment strategy) under the influence of external 
parameters (noise) 

− Optimizing settings for all parameters (factors) as well as quantifying main influences 
in order to raise awareness of sensitivities and deviations 

− Preventing quality loss and waste of time, money, prototypes or warranty 
 

Thus, Robust Design can generally be acknowledged as a design methodology to increase a product 
or process performance already in early design phases, with the goal to develop high quality products 
at short terms and low costs. Furthermore, quality in terms of robustness and gain in robustness are 
quantified in comparable metrics that are reviewed and discussed in the following sections. 
 
As Robust Design has been applied and categorized by several authors, Göhler et al. [61] gives an 
overview of all types, classified by their level of complexity: 
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Type I Addressing variations in noise factors (uncontrollable) 

Type II Addressing variations in Design Parameters (DP) (controllable) 

Type III Include variability and uncertainty in the system model 

Type IX Addressing uncertainties concerning the fulfillment of constraints the design 
variables must obey” 

 
Clearly, Robust Design considers uncertainties in its approach. This can be deterministic or proba-
bilistic and a major influencing factor for the decision-making. Nevertheless formal decision making 
necessitates that all uncertainties are considered and treated in the same manner and differentiated 
in the types (according to Baker [65]): uncertainties due to inherent natural variability, model uncer-
tainties and statistical uncertainties. Thus, it becomes obvious that it overlaps with the discipline of 
Sensitivity Analysis (“the study of how the uncertainty in the output of a model can be apportioned 
to different sources of uncertainty in the model input”, Lee [66]). This circumstance will be regarded 
as the methodology of measuring robustness in GosSSS is laid out in chapter 4. 

3.3.3 Robustness Metrics 

This sub-section reviews the existing robustness metrics applied mostly in similar areas as the here 
discussed structural system. However, due to the interchangeably use of terms like “quantification”, 
“metric” and “measure”, and an overlap in meaning for some areas, these terms are clarified for 
better understanding and indisputable use in the following sections. 

Quantification 

Quantification is generally understood as the process of mapping human observations and experi-
ences into numbers with the result of a measure. 

Measurement 

As the result of quantification, a measurement is defined, according to the Oxford English Diction-
ary as system or scale of units expressing size, amount, or degree of something or as a systematic 
way to assign a number to each suitable subset of set intuitively, interpreted as its size. 

Metric 

In general, understanding a metric is a function that defines a distance between each pair of elements 
of a set. It is widely understood as a derivative of a measure. It can be derived from one or more 
measures, representing a relation, while a measure itself is a fundamental or unit-specific term. 
 
Figure 3.9 illustrates exemplary a process of deriving a metric for quantification the observation of 
a moving object. 
 

 
Figure 3.9. Deriving measurements and metrics 

Classes of Robustness Metrics 

Many different approaches have been developed to quantify robustness with a metric, pursuing dif-
ferent goal, thus varying along with the specific understanding of robustness over the range of dis-
ciplines. An overview of mainly sensitivity based robustness metrics are given by McPhail et al. [67], 
with the background to compare performance of decision alternatives in environmental decision 
making. The regarded robustness metrics consider local uncertainty (reliability, vulnerability, and 
resilience) while applied within a framework for robustness calculation using three major transfor-
mations that execute: a performance value transformation, a scenario subset selection and a 



28 3 STATE OF THE ART GOSSAMER STRUCTURAL SPACE SYSTEMS, DESIGN PHILOSOPHIES & 

ROBUSTNESS 

 
robustness metric calculation. However, robustness here is mainly assessed by sensitivity and uncer-
tainty, thus giving the relation between input (expectations) and output variables. Structural robust-
ness is also an addressable entity in this field. Nevertheless, the proposed approach of transferring 
information via different metrics from level to level along the quantification process is considered 
also applicable in this work. 
A thorough review of robustness metric applied to find structural robustness is given by Göhler et 
al. [61]. With the goal to classify existing robustness metrics, in the context of product development 
and engineering design, the authors studied 90 relevant publications and identified 38 different ro-
bustness metrics. The found robustness metrics were categorized in four classes according to their 
need for information about the model, functional limits, expected variation, and the level of com-
plexity given as an overview in Figure 3.10. The four classes are defined as: 
Class 1 – Sensitivity robustness metrics, Class 2 – Metric describing the Size of feasible design space, Class 3 
– Metrics that evaluate Functional Expectancy and dispersion, and Class 4 – metrics that evaluate Proba-
bility of functional compliance. The Sensitivity robustness metrics are well established and the simplest form 
of robustness metric, relating the change of an independent variable (design parameters & noise) to 
the change of one or more dependent variables (output), thus correlating the input to the functional 
requirements. This metric class evaluates robustness via sensitivity of a function with respect to one 
(or more) independent variable and is favorable in early design phases. 
Metrics describing the Size of feasible design space (Class 2) are quantifying the design feasibility taking 
all functional requirements into consideration. They allow analysis of robustness of a function to-
wards single and a set of independent variables, as well as robustness of a product or system con-
sisting of multiple functions that need to be fulfilled simultaneously. By putting sensitivities into 
perspective to requirements on the associated function two principles can be distinguished: the “dis-
tance to closest constraint”, addressing how much variation (across all independent variables) can 
be allowed ensuring that the function will always be within the limits, and the “entire feasible design 
space” (distance, area, volume) measuring the entire design space as metric for robustness. Although 
these robustness metrics can be used for comparison of designs or to determine the influence of a 
constraint, interactions and additive effects are not considered.  
The class 3 metrics that evaluate Functional Expectancy and dispersion, measure the spread of the per-
formance of functions resulting from variation in the influencing factors, thus quantifying robustness 
of a function. They further indicate if a functional performance is on target, based on the two statis-
tical moment measures expectancy (mean) and dispersion (variance, standard deviation). However, 
the needed probabilistic information of the stochastic variation of independent variables (DP, noise 
factors) are mostly impossible to be analytically calculated (except large empirical data sets are avail-
able from past and similar systems) and have to be approximated, thus lowering the information 
quality. Metrics that evaluate the Probability of functional compliance (class 4) measure the robustness of 
a product and reflect the sum of sensitivity, requirements and ingoing variation. This is done by 
using the probability of fulfilling the functional requirements under the influence of stochastic vari-
ation of the independent variables. Advantageous is the fact that in case of coupling between func-
tions is known, conditional probabilities can be derived to calculate joint a probability. However, it 
is always assumed that output variables are normally distributed, which might not always be the case. 
In order to give a brief outlook for the usability of the robustness metrics a brief rating of the ap-
plicability of each class to GosSSS is added in Figure 3.10. Here class 1 and 2 are considered to be 
well applicable, since all necessary information to determine these types of robustness metrics for a 
GosSSS are available or can be determined. Class 3 and 4 are rated with a medium applicability. This 
is due to the effort of generating large empirical data sets or in case of approximation a lower infor-
mation quality (less precise) for the information of variation of independent variables (probability 
density functions). Nevertheless, all classes are considered to be applicable to a Gossamer Structural 
Space System. 
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Figure 3.10. Classification scheme for robustness metrics (adopted from Göhler et al. [61]) and 
assessment 

Nonetheless, other robustness metrics that were not considered in the review by Göhler [61] can be 
categorized into this class system as well. The most promising of all found robustness metrics are 
briefly described and discussed in the following section. Here mainly structural and product related 
metrics were brought into focus. 
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Quality Loss Function & Signal-to-Noise Ratio 

In the field of quality engineering Taguchi (cited by Klein [64] and Ruefer [68]) introduced two 
robustness metrics with the aim to improve and quantify product quality and robustness. In order 
to measure the loss in quality as a result of lacking robustness, Taguchi defined a quadratic Quality 
Loss Function (QLF). Using the monetary loss of a manufacturer due the reduced robustness, this 
function penalizes the deviation of a parameter from the specification value that contributes to de-
teriorating the performance of the product. Thus, determining the sensitivity of a product towards 
deviation from parameter tolerance it can be categorized as metric of Class 1 – Sensitivity robustness 
metrics. 
 
The Quality Loss Function follows: 

𝐿(𝑦) = 𝑘 ∙ (𝑦 − 𝑚)2 
 
with 

𝑘 =
𝐴0

∆0
2 

 

where 𝐿 is the loss associated with parameter 𝑦, 𝑚 is the nominal value of the parameter specifica-

tion, and a constant 𝑘, given with equation (3.5), depending on the cost 𝐴0 (e.g. for repair, replace-

ment or rejects) at the specification limits ∆0 (parameter tolerance). 
The QLF is defined for three main cases: The “nominal the best” (NTB) case has a form as given in 

equation (3.4) and is chosen when the input parameter 𝑦 is a targeted value (≠0) with a symmetric 
loss of quality. A special form of this case is the asymmetric NTB, when the deviation of a parameter 
is significantly more detrimental to quality in one direction than in the other. The second case is the 
“smaller the better” (STB) case as given with equation (3.7), with the nominal value of a parameter 

𝑚 = 0 (e.g. undesired characteristics). It is applied when a parameter cannot become smaller than 

zero, and an increase in value 𝑦 results in a decrease of product quality, as the loss raises, thus rep-
resenting a “Minimizing” case. In contrast to this, in the third case “larger the better” (LTB) the 

aspired nominal value of a parameter 𝑚 > 0, while the parameter values cannot be negative. With 

an increasing parameter 𝑦 the product performance increases as quality loss decreases. As the opti-

mal value of 𝑦 → ∞, the quality loss becomes zero, thus representing a “Maximizing” case. This case 
is resembled by equation (3.8). While only one quality characteristic can be put into relation with one 
model transfer function within one QLF, an average of several QLF can be derived as given in 
equation (3.9). As this is suitable to apply for e.g. a badge of produced component of one type, a 
system made up of different components or subsystem like a GosSSS demands another approach. 
Furthermore, the application of cost is for research systems are hard to be estimated and are not 
seen to be precise enough nor suited for the structural aspects of a GosSSS. Nevertheless, the factor 
cost may be substituted by another more applicable measure. 
 
Nominal the best QLF (NTB): 

𝐿(𝑦)𝑁𝑇𝐵 =
𝐴0

∆0
2
(𝑦 − 𝑚)2 

 
Smaller the better QLF (STB): 

𝐿(𝑦)𝑆𝑇𝐵 =
𝐴0

∆0
2 ∙ 𝑦
2 

 
 
 

(3.4) 

(3.5) 

(3.6) 

(3.7) 
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Larger the better QLF (LTB): 

𝐿(𝑦)𝐿𝑇𝐵 = 𝐴0 ∙ ∆0
2 (
1

𝑦
)
2

 

 
Average Quality Loss for nominal the best (NTB): 

�̅�(𝑦) =
1

𝑛
∑𝐿(𝑦𝑖) =

𝑛

𝑖=1

𝐴0

𝑛 ∙ ∆0
2
[(𝑦1 −𝑚)

2 + (𝑦2 −𝑚)
2 +⋯+ (𝑦𝑛 −𝑚)

2] 

 
Taguchi introduced the second robustness metric, the Signal-to-Noise ratio (SNR or S/N), within 
his work with orthogonal arrays in the field of Design of Experiment (DoE) [64, 68]. This metric 
assesses the real system behavior that is better, the smaller the deviations are and the better a given 
target is being hit, thus fulfilling the intended function more robust. As given with equation (3.10), 
the SNR represents the ratio of the target value of a function to be fulfilled (counter) and the nu-
merical value that attenuates or disturbs the intended function (denominator) as described by Ruefer 
[68]. 
 

𝑆𝑁𝑅 = 10 ∙ log10 (
𝑆𝑖𝑔𝑛𝑎𝑙

𝑁𝑜𝑖𝑠𝑒
) 

 
Akin to the cases of the QLF mentioned before, three optimal ratios can be used for the SFR de-
pending on the output response that is required. 
That is the “nominal the best” case to achieve an SNR (see equation (3.11)) where variability about 
a mean is to be reduced: 
 

𝑆𝑁𝑅𝑁𝑇𝐵 = 10 ∙ log10 (
�̅�2

𝜎2
) 

with the mean response �̅� of an input parameter and the standard deviation 𝜎. 
The “smaller the better” case (equation (3.12)) to achieve the smallest SNR ratio where the smallest 
response is desired: 
 

𝑆𝑁𝑅𝑆𝑇𝐵 = −10 ∙ log10 [
1

𝑛
∑𝑦𝑖

2

𝑛

𝑖=1

] 

 
and the “larger the better” case (equation (3.13)) to achieve an SN ratio where the largest SN ratio 
is required aiming for the largest response to be obtained: 
 

𝑆𝑁𝑅𝐿𝑇𝐵 = −10 ∙ log10 [
1

𝑛
∑
1

𝑦𝑖2

𝑛

𝑖=1

] 

 
As the SNR is generally applicable to any system, it is assumed to be well adoptable for GosSSS. 
However, an SNR is lacking the ability to combine or connect different types of variables. Further-
more, it is rather general and needs to be adapted to the specific characteristics of a GosSSS. How-
ever, once adapted to the specific independent and dependent variables of a GosSSS, these 
robustness metrics are considered to work for design parameters as well as for outputs like stiffness, 
deflection, buckling failure load or reflectivity. 
 
 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

(3.13) 
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Robustness radius and feasible Design Space 

A robustness metric reviewed by Göhler [61], that puts sensitivities into perspective to the require-

ments on the associated function is the “Robustness Radius” 𝑟𝑅 (Euclidean distance). It addresses 
the question of how much variation across all independent variables can be allowed ensuring that 
the function will always generate responses within the upper and lower specification limits (USL and 
LSL respectively). This measure determines the closest distance to the most constraining limit, as 
given with equation (3.14). 

Another, similar metric for robustness, reviewed by Göhler [61], is the “Feasible Volume” 𝑉𝑜𝑙, 
measuring the entire feasible design space. It relates in terms of parameters of a design space to a 
distance, area, volume, or polyhedron volume in 1D, 2D, 3D, and nD, respectively and is independ-
ent of the nominal value (see equation (3.15). 
 

The “Robustness Radius” 𝑟𝑅 is calculated as follows (for 1D case): 
 

𝑟𝑅 = min(|(𝑥|𝑓(𝑥) = 𝑓max ) − 𝑥𝑛𝑜𝑚𝑖𝑛𝑎𝑙|; |(𝑥|𝑓(𝑥) = 𝑓𝑚𝑖𝑛) − 𝑥𝑛𝑜𝑚𝑖𝑛𝑎𝑙|) 
 
 

The “Feasible Volume” 𝑉𝑜𝑙 is calculated as follows (for 1D case): 
 

𝑉𝑜𝑙 = |(𝑥|𝑓(𝑥) = 𝑓max ) − (𝑥|𝑓(𝑥) = 𝑓𝑚𝑖𝑛)| 
 
 
In Figure 3.11 a one-dimensional case, in which the size of the feasible design space is derived for 

one independent variable 𝑥 toward one output response (functional requirement) 𝑦 = 𝑓(𝑥) with an 
upper and lower specification limit, is shown. As each metrics is considered to show high robustness 
with high values, they should be most expressive when using in combination. This is seen well ap-
plicable for GosSSS in early design phase when for example tolerances for geometry is set for ac-
ceptable boom tip deflections under load. 
 

 
Figure 3.11. Robustness metric based on feasible design space (adopted, edited from Göhler [61]) 

 
Another sensitivity based robustness metric is proposed by Lee et al. [66] evaluating how the re-
sponses are influenced by the design parameters (inputs) and inherent uncertainties with the “Robust 

Index” 𝑅. 𝐼.1 as given in equation (3.20). Herein are 𝐵𝑥𝑖 the scaled sensitivity and 𝜌𝑥𝑖  the “influ-
ence”, determined with the Spearman correlation coefficient. Scaling of the sensitivity, as given with 

(3.14) 

(3.15) 
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equation (3.20), is realized by factoring the sensitivity of output to the input variables 𝛽𝑖 (linear re-

gression slope determined with the least-squares method) by the sample mean 𝜇𝑖. 
 

𝑅. 𝐼.1= Min |
1

𝜌𝑥𝑖𝐵𝑥𝑖
| 

 

𝐵𝑥𝑖 = 𝛽𝑖𝜇𝑖 
This measure is suitable for the comparison of design concepts, and might be applicable in the 
early design phase of a GosSSS. However, since it does not measure the insensitivity of a structure 
due to a local failure event, it should only be complementing the overall assessment of robustness. 
It further does not allow for verification of robustness requirements. 

Stiffness-, Damage-, Energy- and Risk/Probability based Robustness Metrics 

In the field of civil engineering Starossek & Haberland [58] developed different approaches, based 
on stiffness, energy and damages measures, to determine structural robustness of buildings and 
bridges. Assuming damage has been occurred, all three approaches are based on either comparing 
the properties of the damaged and undamaged structures by deterministic or probabilistic compara-
tive values or on examining the response of the structure to such an initial damage. 
 

The stiffness-based metric of robustness 𝑅𝑠 is calculated as follows: 
 

𝑅𝑠 = min
𝑗

det𝐾𝑗

𝑑𝑒𝑡𝐾0
 

 

with the system stiffness of the intact structure 𝐾0 in relation to the system stiffness of the structure 

after removing a structural element or connection (damaged structure) 𝐾𝑗 . According to Starossek 

[58] verification on ultimate load of a simple frame structure showed that 𝑅𝑆 does not correlate very 
well with reduction in load carrying capacity due to removel of an element, simulating a damage. 
Nevertheless, GosSSS are stiffness driven and relying on ultimate load as well, thus at least consid-
ering this approach in specific cases in which stiffness plays a dominant role is regarded viable. Al-
ternatively Starossek [58] suggests to substitute stiffness by other structural properties like strength, 
load capacity utilization, ductility or mass distribution. 
 

The damage-based robustness metric 𝑅𝑑 is based on the maximum total damage 𝑝 resulting from the as-

sumable initial damage 𝑖𝑙𝑖𝑚 in relation to the acceptable total damage 𝑝𝑙𝑖𝑚, and calculated as follows: 
 

𝑅𝑑 = 1 −
𝑝

𝑝𝑙𝑖𝑚
 

 
The necessary analysis of damage and its quantification can become intractable or very complex 

while 𝑅𝑑 does not adequately reflect the relative larger importance of the effect of small initial dam-
age according to Starossek & Haberland [58]. To remedy this weakness the authors suggest modify-
ing the damage-based robustness metric e.g. by weighting. However, the quantification of damage 
for a complete GosSSS seems to be very complex and unprecise, since it would have to be carried 
out as simulation or simplified test at ground conditions on Earth, not resembling the real physical 
behavior in space. 
 

The energy-based robustness metric developed by Starossek & Haberland [58] 𝑅𝑒 is based on 𝐸𝑟,𝑗, 

the energy released during the initial failure of a structural element 𝑗 and contributing to damaging a 

(3.16) 

(3.17) 

(3.18) 

(3.19) 



34 3 STATE OF THE ART GOSSAMER STRUCTURAL SPACE SYSTEMS, DESIGN PHILOSOPHIES & 

ROBUSTNESS 

 

subsequently affected structural element 𝑘, and 𝐸𝑓,𝑘 the energy required for the failure of the subse-

quently affected structural element 𝑘. 
 
 
The energy-based robustness metric by Starossek & Haberland [58] is as follows: 
 

𝑅𝑒 = 1 −max
𝑗

𝐸𝑟,𝑗

𝐸𝑓,𝑘
 

 

According to the authors the metric 𝑅𝑒 is especially applicable to structures composed of similar 

elements and with the failure of the subsequently affected element 𝑘 resulting in complete collapse. 
Such structures are rows of overhead transmissions line towers or high-rise buildings that show a 
domino or pancake type collapse. This approach is also interesting for GosSSS, since its elements 
can be considered to fail successively as well. However, such a structural system comprises of very 
different elements, thus rendering this approach applicable for groups of similar elements, like the 
boom system or the membrane system including the rigging. 
 
A modified energy-based robustness metric is introduced by Da Cunha [69] and applied on stiffened 
composite shells made up of skin and stringers (CFRP panels of an airplane fuselage). As a panel is 
considered a structural system this modified energy-based robustness metric is supposed to be better 
suitable for systems wherein the structural elements may fail simultaneously. In the proposed metric 
the energy between the global buckling load (alternatively limit load or ultimate load) and the collapse 
load, the energy reserve, is considered an indicator of structural robustness. A structural system with 
a large energy reserve is less sensitive to collapse, thus featuring a higher robustness. The robustness 
metric itself is a relation of the compared energy levels, thus giving a normalized result. 
 
The modified energy-based structural robustness metric as relative measure, according to Da Cunha [69] is: 
 

𝑅𝐸𝐼,𝐺𝐵 = 1 −
𝐸𝐺𝐵
𝐸𝐶𝐿

 

 

with the energy required for the global buckling event 𝐸𝐺𝐵 in relation to the energy required for the 

collapse event 𝐸𝐶𝐿, and 0 ≤ 𝑅𝐸𝐼,𝐺𝐵 < 1, while “non-robustness” equals zero and “perfect robust-

ness” equals one. As the energy reserve measures the insensitivity of the structural collapse due to a 
local failure. Due to the strong similarity of the mechanical behavior (buckling behavior) of stiffened 
shells and the booms used in the here investigated GosSSS type, this approach is considered well 
applicable to the booms system. Analogously the structural robustness can also be evaluated through 
the calculated area under the load-shortening curve using the different load limits. However, Da 
Cunha [69] applies this robustness metric only to a panel, that he considers the system, while in 
GosSSS the boom system is just a subsystem. Since other subsystems fail and behave in a different 
fashion, other additional robustness metrics are deemed necessary. 
 
A measure of robustness in the field of probabilistic risk assessment during the decision making 

process is proposed by Baker [65] as “Index of Robustness” 𝐼𝑅𝑜𝑏 with equation (3.22). Aiming to 
quantify structural robustness it measures the relative risk due to indirect consequences of damage, 

thus relating direct risks 𝑅𝐷𝑖𝑟 (direct consequences of potential system damage) and indirect risks 

𝑅𝐼𝑛𝑑 (risk of a secondary failure of a damaged system) to the structure. Robustness values are be-
tween 1 and 0, while the first indicates complete robustness with no risk due to indirect consequences 
and second no robustness with all arising risks due to indirect consequences. However, indirect risks 
should be kept as low as possible. 

(3.20) 

(3.21) 



3 STATE OF THE ART GOSSAMER STRUCTURAL SPACE SYSTEMS, DESIGN PHILOSOPHIES & 

ROBUSTNESS           

35 

 

Risk-based robustness metric according to Baker [65]: 
 

𝐼𝑅𝑜𝑏 =
𝑅𝐷𝑖𝑟

𝑅𝐷𝑖𝑟 + 𝑅𝐼𝑛𝑑
 

 
Already accounting for both probabilities and consequences of failure, Baker [65] suggested to in-
clude sensing and detection as well in order to increase robustness. Thus, combining typical results 
of an FMECA (Failure Modes, Effects and Criticality Analysis) with a robustness metric, this ap-
proach is also considered worthwhile for a Gossamer Structural Space System, as damage probabil-
ities from e.g. MMOD impacts can pose a high risk. Furthermore, this approach provides conditional 
robustness (based on probability), that is also apparent GosSSS, as some subsystems or component 
might trigger cascading failure (e.g. failure of two booms), while others may not (e.g. failure of one 
sail membrane). 
 
Similarly Frangopol et al. [70, 71] consider probabilistic indices to measure structural redundancy, as 
robustness measure, based on the relationship between damage probability and system failure prob-
ability. 

The redundancy index 𝑅𝐼, proposed by Fu and Frangopol [71], is defined by equation (3.23), with 

the probability of damage occurrence to a component 𝑃𝑓(𝑑𝑚𝑔) and the failure probability of the 

system 𝑃𝑓(𝑠𝑦𝑠). Thus, this index (the difference between 𝑃𝑓(𝑑𝑚𝑔) and 𝑃𝑓(𝑠𝑦𝑠)) is indicating the re-

serve strength of a system i.e. the residual strength of a system that has sustained damage. Hence, a 

structural system is considered non-redundant if 𝑃𝑓(𝑑𝑚𝑔) equals 𝑃𝑓(𝑠𝑦𝑠). 
 
Probability-based robustness (redundancy) metric according to Frangopol and Curley [70]: 
 

𝑅𝐼 =
𝑃𝑓(𝑑𝑚𝑔) − 𝑃𝑓(𝑠𝑦𝑠)

𝑃𝑓(𝑠𝑦𝑠)
 

 
Alternatively Frangopol and Curley [70] consider deterministic safety factors to measure redundancy 

in a systems-reliability approach. They defined the redundancy factor 𝛽𝑅, as expressed with equation 

(3.24). Here 𝛽𝑖𝑛𝑡𝑎𝑐𝑡 is the reliability index of the intact system and 𝛽𝑑𝑎𝑚𝑎𝑔𝑒𝑑 is the reliability index 

of the damaged system. The index varies between 0 and ∞, with 0 indicating a failed structure and 

∞ representing a very robust structure. 

 
Reliability-based robustness metric according to Fu and Frangopol [71]: 
 

𝛽𝑅 =
𝛽𝑖𝑛𝑡𝑎𝑐𝑡

𝛽𝑖𝑛𝑡𝑎𝑐𝑡 + 𝛽𝑑𝑎𝑚𝑎𝑔𝑒𝑑
 

 
Redundancy in systems is closely related to the concept of robustness. However, it is worth noting 
that while redundant systems are generally believed to be more robust, there are additional methods 
of providing robustness that are not related to redundancy, as explained in section 3.2.2. 

3.4 Chapter Conclusion 

This chapter discusses the state-of-the-art Gossamer Structural Systems, their applications, deficien-
cies in robustness and basic elements, the standard design process in space engineering and design 
philosophies, as well as robustness approaches and metrics for structural systems. Argumentations 
and discussion is focusing on the most relevant aspects of the hypotheses. 
 

(3.22) 

(3.23) 

(3.24) 
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Firstly, a definition and heritage of Gossamer Structural Space System (or short Gossamer) is pro-
vided in order to give a fundamental understanding of these specifically light, delicate and large 
structural systems. Further a classification along with a list of the most advanced GosSSS applica-
tions is derived. Encountered damages and failures, ascribed to a lack in robustness, are discussed 
on selected examples. Here the examples of deployable and flexible solar arrays on Hubble, ISS and 
an in-orbit demonstrator, clearly illustrate, what difficulties such lightweight and deployable struc-
tural systems might be facing. Issues occur mainly due to their low natural frequencies and low 
damping rates, low masses and delicate structures, accompanied by large thermal loads and strict 
orientation requirements causing disturbances. Moreover, the harsh space environment and the fact 
that these kinds of structures are hardly testable on ground, in a realistic environment, make these 
structural systems sensitive to disturbances and influences. This again shows that a special attention 
on robustness already in the design phase is essential for mission success and lowering costs when 
considering advanced GosSSS. It further demonstrates that safety factors alone might not grasp all 
effects that influence such structural systems. Thus, robustness is seen beneficial to be introduced 
in the design process, determined and eventually increased. For a deeper understanding of a GosSSS, 
basic design configurations and main elements, of the here investigated class of planar-tensioned 
(2D) systems are reviewed, as well as general requirements and characteristics. Here the need for 
paying attention to robustness, due to the strict requirements and high sensitivity becomes evident. 
 
Secondly this chapter describes the standard development and design procedure of space structures, 
while discussing the most beneficial allocation of the proposed robustness assessment within the 
phases of the Space Flight Project Life Cycle, the Technical Readiness Levels (TRL) as well as in the 
standard design procedure according to standard VDI. The outcome of the discussion suggests in-
corporating robustness assessment as early as possible, as long as sufficient information, knowledge 
and design maturity are available. Further state-of-the-art design philosophies and principles in en-
gineering such as safe-life, fail-safe damage tolerance and application of safety factors and reliability 
are reviewed and discussed in terms of how robustness is determined. The result that robustness not 
adequately considered separately supports the main hypothesis of this work. 
 
In the last part of this chapter definition and understanding of robustness used in this thesis as well 
as robust design with its main aims is reviewed and refined in order to establish a common base of 
understanding. This is followed by categorization of robustness metrics as found in literature and 
rated towards their applicability to GosSSS. Further the most relevant robustness metrics like 
Taguchi’s quality loss function and Signal-to-Noise Ratio, as well as metrics like the robustness ra-
dius, stiffness based, damage based, energy based as well as risk-based metrics, developed and applied 
by different authors are reviewed and discussed in regard to their advantages, disadvantages and their 
applicability to Gossamer structural systems. It can be summarized that each metric concentrates 
only on one aspect, namely variation of variables, sensitivity of output towards input, probability of 
damage and risk, energy or stiffness. Detection and sensing were brought up as a notion by different 
authors, however it has not yet been implemented. Further overall system robustness was deter-
mined as a whole from top-down, however an overall robustness metric emerging from several ro-
bustness metrics for sub-systems and components has not yet been considered. Another outcome 
of this chapter is the cognition that a combination of different aspects, including an assessment and 
weighting of different robustness, can be considered valuable and marks a knowledge gap. This could 
give engineers the opportunity to determine the robustness of lower level entities e.g. the subsystem 
they are responsible for, and in consequence the herein generated robustness as a result for the 
complete system as an overall robustness metric. 
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4. ROBUSTNESS ASSESSMENT — METHODOLOGY 

This chapter presents the novel robustness assessment methodology for Gossamer Structural Space 
Systems. After discussing requirements this methodology is founded on, robustness quantification 
strategies are discussed and robustness metrics are developed. Here the robustness metrics and their 
relations at different levels of complexity on system, subsystem and component level are described 
mathematically in detail. It is further described how the robustness parameters, that are used to 
measure robustness, are brought into relation in order to find comparable and normalized robustness 
values. This robustness assessment is put into a framework and main tasks, which are described in 
detail, thus showing how the necessary data is acquired and processed. The chapter closes with a 
discussion about how to implement the proposed robustness assessment methodology in a space-
craft design process. 

Robustness defined in this thesis 

Derived from findings and drawn conclusions of analyzing the existing robustness definitions and 
related methods in chapter 3, robustness, understood in this thesis incorporates sensitivity, as typi-
cally used in the field of robust design, but is advanced by performance reserves, typical for engi-
neering design philosophies. 
Thus, aspects of sensitivity are incorporated in terms of insensitivity towards variations and noise, 
like imperfections, variations of characteristic parameters and external disturbances, including prob-
ability of occurrence of such. Moreover, sensitivity regarded in the here defined robustness assumes 
that characteristic parameters assessed, suffice design requirements a priori. 
Furthermore, reserves are accounted for in terms of exceeding functional performance, compared 
to requirements, similar to engineering principles of design regarding this with safety factors, margins 
of safety and reserves. 
Therefore, robustness understood herein and further regarded is defined as follows: 
 

Robustness is a measure of insensitivity towards variations and performance exceedance of a 
system function at the same time. 

 

4.1 Requirements & Extent 

The main objective to quantify robustness of GosSSS makes requirements and limitations necessary 
in order to develop a methodology that can serve this purpose. 
As discussed in previous sections (see sections 3.2, 3.3 and Appendix B) each discipline in engineer-
ing design aims for increasing robustness independently in some sort. This is done by setting toler-
ances, safety factors, redundancy, segmentation/compartmentation and acceptable damage; by 
finding and assessing failures, its causes, probabilities of occurrence, severity and detectability; by 
quantifying, weighting, normalizing and rating system utility values; and by measuring specific ro-
bustness, in the disciplines Design Principles, Risk & Reliability Assessment, Technical Assessment 
and Robust Design, respectively. While each single discipline by its own lacks some aspects of ro-
bustness considerations, the aim in this thesis is to make use of a combination of the different ap-
proaches and strategies for quantification and understandings of robustness. They are combined in 
one methodology, as illustrated in Figure 4.1, much like a toolbox with different sets of tools. Thus, 
keeping the different possibilities given and existing experiences in mind, the requirements and the 
extent of application of the herein developed methodology is described in the following. 
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Figure 4.1. Multidisciplinary approach for robustness quantification 

Studies in other areas of engineering regarding the quantification of structural robustness led to a 
synthesis of general requirements. In Starossek & Haberland [58], the authors develop along several 
robustness metrics on the progressive collapse of structural systems like buildings or truss like 
bridges a series of general requirements. From their findings and the one of others, they link validity 
and usefulness of measures of robustness to the following definition of requirements: Expressive-
ness, Objectivity, Simplicity, Calculability and Generality. As some of these requirements are also 
true for the here proposed methodology for GosSSS, some additional requirements are seen to im-
prove the framework. 
The following requirements are considered for the methodology assessing robustness of GosSSS 
(arranged by requirement headings): 
 

Expressiveness: − shall express all aspects of robustness in a single value 

− should allow clear distinction between robust and non-ro-
bust 

 

Objectivity: − assessment should be independent of end users decisions 
(not be biased) 

− expert knowledge and experience should be transferred 
into an objective value 

− values of measure should be reproducible under un-
changed conditions 

 

Simplicity: − used measures and metrics should be as simple as possi-
ble (in order to gain acceptance with users and increased 
reproducibility)  



4 ROBUSTNESS ASSESSMENT — METHODOLOGY           39 

 

Calculability: − shall be possible to derive measures/metrics from proper-
ties or behavior of the structural system (GosSSS) 

− all input parameters must be quantifiable (subjective pa-
rameters must be quantified) 

− calculations should be possible without excessive effort 

 

Applicability: − robustness measures and metrics should be applicable to 
any kind of GosSSS (as defined within this thesis) 

− robustness measures and metrics should be measureable 
in practice, on the according entity of a complexity level 
i.e. through testing of a subsystem 

 

Holistic (Multidisciplinary): − robustness should be determined from all engineering dis-
ciplines in a single complex result 

− single specific robustness values should be combined/in-
terrelated to an overall robustness 

− for specific cases or when exceeding reasonable effort not 
all disciplines need to be consulted 

 

Setting Design Limits: − for all circumstances design objective and limits shall be 
defined in order to measure robustness against them  

 
The described requirement classes consist of one or more requirements, that are defined according 
to the nomenclature in ECSS-E-AS-11C [39]. On one hand for some cases, requirements may partly 
be in conflict with each other and it may not be possible to fulfil them all to the same degree at the 
same time. On the other hand, some requirements seem to be repeated in different requirement 
headings. Within the requirement headings Expressiveness and Holistic (Multidisciplinary), both in some 
way demand that all aspects and disciplines dealing with robustness and at the same time determine 
a single value as a result of robustness. However Expressiveness aims for a single quantified result 
value, while requirement in Holistic (Multidisciplinary) aims for generating results from different sub-
results. Similarly, one could mistakenly assume redundancy of requirements within the headings Ob-
jectivity and Calculability. While on one hand the requirement under the heading Objectivity demands 
that subjective information such as expertise should be considered, while transferring it to objective 
information. On the other hand, under Calculability it is referred to the requirement that values gen-
erated from subjective information need to be in a format that can be processed within the robust-
ness assessment. 

4.2 Conditional System Robustness Considerations 

When analyzing a GosSSS with its elements (subsystems and components) as described in 3.1.4 and 
considering the elements exhibiting different robustness, the overall system robustness can be as-
sumed to be conditional. It is assumed that the overall system robustness depends on the case of 
lacking robustness and the application of the GosSSS. In Figure 4.2 several cases in which a lacking 
robustness of a subsystem is visualized by the absence of that subsystem. Visualized for a solar sail, 
drag sail of PV-array application, in a) all element can be considered robust. In Figure 4.2 b) a mem-
brane subsystem (synonymous with an interface (I/F) connecting a membrane to another subsys-
tem) is assumed to show a lack of robustness. Here conditional overall system robustness is assumed. 
This shows for a solar sail or drag sail application in which the overall system robustness would be 
considered insufficient as a functional sailing and attitude control cannot be accomplished. Never-
theless, this is the opposite for a PV array application in which the objective function could at least 
partially be provided, thus rendering an asymmetric structural robustness case critical. Another ex-
ample is given in Figure 4.2 c). Here two membrane subsystems are lacking robustness. Due to the 
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symmetric robustness case for all applications (solar sail, drag sail and PV array) the system objective 
function could partially be provided as well as attitude control, thus considering a symmetric case 
(more) robust. This cannot be generally stated for the case in Figure 4.2 d), showing an asymmetric 
robustness case with two subsystems lacking robustness. Similar to the case presented in Figure 4.2 
b) for a solar sail or drag sail application, the overall system robustness would be considered insuf-
ficient while for a PV array application the objective function could at least partially be provided, 
thus rendering this asymmetric structural robustness case critical depending on the systems objective 
function and application. In Figure 4.2 e) only one subsystem, a boom subsystem, is lacking robust-
ness. However, this is causing the same asymmetric robustness case as in d), in which two membrane 
subsystems showed a lack of robustness. This demonstrates as well that robustness is consequently 
conditional on each subsystem robustness in a different extent. Here the robustness of a boom 
subsystem seems much more influential than the one of a membrane subsystem. Similar can be 
observed in the image series f) to h) of Figure 4.2. Considering all elements of the GosSSS robust in 
Figure 4.2 f), thus providing robustness for the overall system, in g) again the membrane subsystem 
lacks robustness, while the boom subsystem does. Conditionally on the application, a PV array may 
exhibit robustness as it fulfills at least partially its objective function, the same case for an antenna 
does not. Again, it becomes obvious that although the boom subsystem is robust, the system might 
not be, due to the greater influence of the membrane subsystem. Substantiating the theory of con-
ditional robustness, the example given in Figure 4.2 h) considering the boom subsystem as non-
robust, also considers the membrane subsystem to be non-robust, despite of the fact that the mem-
brane system alone might feature sufficient robustness. This generic thought experiment shows that 
the found conditional relations of subsystem robustness are found in a hierarchical order. This con-
tributes to the notion that weighting of robustness on each hierarchy level should be considered. 
Furthermore, it is assumed that an increasing number of components can increase robustness, as the 
objective function of an application can be distributed in a much greater fashion. Supporting these 
findings, Starossek et al. [44, 58] suggest to increase the amount of structural elements in system as 
well, as investigated for bridges and buildings. In this thesis the afore discussed conditional relation-
ships are regarded especially in section 5.6 on the example of the Gossamer-1 solar sail demonstrator. 
 

     
a) b) c) d) e) 

     

   
f) g) h) 

Figure 4.2. Exemplary cases of Conditional System Robustness on GosSSS applications 

4.3 System Robustness — Bottom-up versus Top-down 

Apart from being conditional towards cases, applications and subsystem hierarchy, overall system 
robustness is considered the result of the performance and the ability to evince robustness in some 
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sort for all elements defining the system. Overall system robustness is herein proposed to be quan-
tifiable from two perspectives: bottom-up and top-down. A generic GosSSS is visualized in a build-
ing block scheme in Figure 4.3, displaying the different levels of complexity with its entities at each 
level of complexity, namely system, subsystem, component and coupon (material) with decreasing 
complexity, respectively. 
 
In the top-down approach robustness is quantified using one system model that comprises all inde-
pendent (DP, noise) and dependent variables (output response) of all levels of complexity. It ob-
serves the system from the top, without differentiating e.g. each subsystem robustness. The overall 
system robustness value is determined with only one model, thus resulting in the Top-Down System 

Robustness 𝑅𝑜𝑆𝑦𝑠𝑇, as represented on the right of Figure 4.3. The advantages are that relations and 

dependencies of entities of each level e.g. between two subsystems or components, as well as across 
complexity levels are inherently considered, without knowing them. However, a disadvantage is that 
one must rely on the assumption that all physical characteristics are represented correctly in the 
model. Due to high computation power needed, simplifications are made to those models, thus 
introducing inaccuracy. Nevertheless, this approach is widely applied by several authors (see section 
3.3.3). Starossek et al. [44, 58] apply this top-down approach on bridges and multistory buildings, 
while Lee [66, 72] and Da Cunha [69] use a top-down approach as they investigate thin-walled com-
posite panels, considering a panel, with its skin and stringers, the structural system. Furthermore 
Göhler et al. [61, 73] and Baker & Faber [55, 65] apply a top-down view on several technical systems 

like a gas pedal system or generic systems. The Top-down System Robustness 𝑅𝑜𝑆𝑦𝑠𝑇 can be ex-

pressed as a function of all parameters, of any considered entity, (independent, dependent of all 
levels, as far as known) as given in equation (4.1). 
 

𝑅𝑜𝑆𝑦𝑠𝑇 = 𝑓{𝑦𝑖, … 𝑦𝑛} 
 

With 𝑦 being the variables considered of entity (subsystem, component, material) 𝑖 to entity 𝑛. 
 
The bottom-up approach follows the building blocks principle, as illustrated in Figure 4.3., and de-
termines robustness separately for each entity of a complexity level. Thus, providing robustness for 

each coupon 𝑅𝑜𝑀𝑎𝑡𝑘 , component 𝑅𝑜𝐶𝑜𝑚𝑝𝑗 and subsystem 𝑅𝑜𝑆𝑢𝑏𝑖, the overall system robustness 

𝑅𝑜𝑆𝑦𝑠𝐵 however, is a composition of all lower level robustness. In principle the robustness of entities 

are cumulated to the robustness of the according next level of complexity, and finally to the “Bot-
tom-up system robustness”. Since some parameters might not be considered in the lower level ro-
bustness i.e. as geometric parameters are not considered on the material level, all robustness of levels 
higher than material must consider additional parameters. Therefore, a robustness of an entity of a 
level depends on the robustness of the next lower level and according parameters as given in the 
equations (4.2), (4.3), (4.4) and (4.5). Hence, material robustness solely depends on parameters, due 
to the lowest possible level of complexity. One advantage of this approach is that robustness of 
lower level entities like subsystems, components or materials can be determined separately. This is 
often necessary since different groups of engineers might design them and need to make statements 
of their own. Cumulating these robustness components to an overall robustness value is one of the 
main advantages of this approach. Furthermore, the influence on the overall robustness of each 
lower level entity can be determined, thus providing information which entity needs to be improved. 
One drawback however is, that relations between robustness of different levels must be known or 
assumed. 
 
Bottom-up System Robustness: 

𝑅𝑜𝑆𝑦𝑠𝐵 = 𝑓{𝑅𝑜𝑆𝑢𝑏𝑖, … 𝑅𝑜𝑆𝑢𝑏𝑛; 𝑦𝑆𝑦𝑠𝑖} 
 
 

(4.1) 

(4.2) 
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Subsystem Robustness: 

𝑅𝑜𝑆𝑢𝑏𝑖 = 𝑓{𝑅𝑜𝐶𝑜𝑚𝑝𝑗, … 𝑅𝑜𝐶𝑜𝑚𝑝𝑛;  𝑦𝑆𝑢𝑏𝑗} 
 
Component Robustness: 

𝑅𝑜𝐶𝑜𝑚𝑝𝑖 = 𝑓{𝑅𝑜𝑀𝑎𝑡𝑘 , … 𝑅𝑜𝑀𝑎𝑡𝑛;  𝑦𝐶𝑜𝑚𝑝𝑗} 
 
Material Robustness: 

𝑅𝑜𝑀𝑎𝑡𝑘 = 𝑓(𝑦𝑀𝑎𝑡𝑘, … 𝑦𝑀𝑎𝑡𝑛) 
 
 

 
Figure 4.3. System robustness composition – Bottom-up versus Top-down 

4.4 Mathematical Robustness Approach 

Pursuing a mixed approach in this thesis, each entity robustness can be considered a top-down ro-
bustness itself, as the according model contains all downwards variables, effects, influences and con-
sequently robustness. The highest level a top-down robustness is determined at is the subsystem 
level, thus considered a system itself. Relations and conditions are then regarded on the overall sys-
tem level by composing the overall system robustness. 

4.4.1 Composition of Overall System Robustness 

On the theoretical example of a system comprising of four subsystems, six mathematical approaches 
of combining constituents to an overall term are studied and evaluated. The approaches in the ex-
ample are evaluated by seven different cases (A to G), each comprising a set of four robustness value 
samples, and a set of weighting factors, constant over all cases and if applicable to the investigated 

approach, as listed in Table 4.1. The robustness values 𝑅𝑜𝑆𝑢𝑏𝑖 represent the robustness for each 

theoretical subsystem, while 𝑤𝑠𝑖 represents the according weighting factor (if applicable) of the 𝑖th 
subsystem of 𝑛=4 overall subsystems. The weighting factors and their generation are further ex-
plained in section 4.4.2., as weighting is considered beneficial as it considers importance and proba-
bility of failure or influence occurrence. Adopted from existing robustness approaches is that all 
robustness metric values are within a range of values between zero and one. The reason for this is 
to generate comparable and standardized robustness metrics, with unit less values. Furthermore, 
they are calibrated or normalized in order to obtain practical and plausible values. While a value of 

(4.3) 

(4.4) 

(4.5) 
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one represents the maximum possible robustness (perfectly robust), a value of zero corresponds to 
a total lack of robustness (non-robust). Values in between are intended to be quantitative and ex-
pressive measures of robustness. Considering the overall robustness to be zero when one or more 
partial robustness is zero, accounts for the assumption that all regarded robustness constituents are 
essential for structural integrity of the system. This is considered true for all studied mathematical 
approaches independent of mathematical rules. Nevertheless, for demonstration such case is also 
investigated in the example. 
The six mathematical approaches are discussed in comparison to one another by the result values 
for the overall system robustness they produce, and with respect to the subsystem robustness and 
weighting factors. These results can be followed in the heat map given in Figure 4.4, thus highlighting 
values according to their distance to one and zero, visualizing their conservatism. Furthermore, Fig-
ure 4.4 shows the formulas and the results of each approach for each studied case. 
 

Table 4.1. Exemplary values of subsystem robustness and weighting factors 

𝑅𝑜𝑆𝑢𝑏1 𝑅𝑜𝑆𝑢𝑏2 𝑅𝑜𝑆𝑢𝑏3 𝑅𝑜𝑆𝑢𝑏4 𝑤𝑆1 𝑤𝑆2 𝑤𝑆3 𝑤𝑆4

 

𝑅𝑜𝑀𝑢𝑙𝑡 = 𝑅𝑜𝑆𝑢𝑏𝑖

𝑛

𝑖=1

𝑅𝑜𝐼𝑛 =
1

 
1
𝑅𝑜𝑆𝑢𝑏𝑖

𝑛
𝑖=1

∙ 𝑛𝑅𝑜𝑀𝑖𝑛 =𝑚𝑖𝑛
𝑖
𝑅𝑜𝑆𝑢𝑏𝑖 𝑅𝑜  =

 𝑅𝑜𝑆𝑢𝑏𝑖
𝑛
𝑖=1

𝑛
𝑅𝑜 𝐼𝑛 =

1

 𝑤𝑠𝑖 ∙
1
𝑅𝑜𝑆𝑢𝑏𝑖

𝑛
𝑖=1

𝑅𝑜 𝐶𝑢𝑚 =∑𝑤𝑠𝑖 ∙ 𝑅𝑜𝑆𝑢𝑏𝑖

𝑛

𝑖=1

 
Figure 4.4. Conservatism heat map of example robustness using the investigated approaches 

The first approach studied is the Multiplicative approach. It is adopted from a similar approach widely 
established as standard for reliability theory in systems engineering, also called Lusser’s Law, Lusser’s 
product law or the probability product law of series components. Developed by Robert Lusser to 
determine the overall reliability of missile systems, as reported by Woo [53], this term multiplies all 
constituents (individual reliabilities of subsystems or components) to the overall value, thus realizing 
the “weaker than the weakest link” principle. It eventually became the theoretical basis of the military 
standards MIL-HDBK-217 and MIL-STD-756. Acknowledging the benefits of a composite overall 
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value, Brett [74] applied this approach to determine the overall robustness and redundancy of truss 
structures in civil engineering. However, some restrictions apply, when adapting to robustness met-
rics. For the cases in which only one individual subsystem robustness is smaller one, while all others 
are equal to one, the law changes to “weakest link” instead of “weaker than the weakest link”. Ap-
plying this approach to the example cases, the determined overall robustness values produced are 
the most conservative values over all cases, as indicated in Figure 4.4. This represents results for the 
overall system robustness that are considered far too conservative and unrealistic. It further adversely 
eliminates weighting in a way that it has no effect on induvial constituent values, and rather applies 
an overall factor. 
Secondly, the Minimum approach is studied and evaluated. This approach is widely accepted for ro-
bustness quantification and applied by e.g. Starossek & Haberland [215], Lee [223] and other authors 
in civil engineering. It makes use of the principle of the “weakest link”, assuming that system robust-
ness cannot be larger than the smallest individual robustness value determined for a parameter, com-
ponent or subsystem, thus considering the minimal individual robustness to be the overall system 
robustness. As visualized by Figure 4.4, this approach is similarly conservative, underestimating the 
overall robustness over all cases. The fact that it does not allow a composition of constituent con-
tributions to an overall value is another disadvantage. Moreover, it does only indirectly allow for the 
implementation of weighting, before determining the minimum value. In this case, the smallest value 
for robustness is not necessarily representing the robustness with the greatest impact on the system. 
The third and fourth approaches, the Inverted Cumulative and Weighted Inverted Cumulative approaches, 
respectively, are based on an analogy to electrical systems and are newly introduced to robustness 
assessment. As systems like GosSSS are made up of elements that are arranged in series or parallel, 
as well as in combinations, the analogy to electrical systems e.g. the arrangement of resistors lead to 
the idea of inverted cumulative system robustness as well as considering weighted to account for 
different importance or probabilities. Generally, in this type of approach the inverted of the sum of 
inverted partial robustness of individual constituents like subsystems determines the system robust-
ness, as the formulas in Figure 4.4 show. For these approaches subsystem robustness values must 
be larger than zero in order to comply with mathematical rules. However, this disadvantage is elim-
inated by the assumption that the overall system robustness must be zero if one constituent is zero, 
as explained earlier. These approaches show less conservatism in general than the first two ap-
proaches. However, for case C both Inverted Cumulative and Weighted Inverted Cumulative approaches 
show a strong conservatism, especially when keeping in mind that the minor weighted subsystem 
robustness (implies less importance) is the reason for the low overall robustness. Another case of 
being overly conservative can be observed in case E, specifically for the weighted version of the 
approach. Here the low value of the major contributing subsystem robustness is overly penalized. 
Hence, this approach, in both versions, penalizes low values of constituents in the overall system 
robustness. This can result in overall robustness values that are too conservative. However, the ad-
vantage is the indication of low robustness of individual subsystems, forcing the engineer to improve 
the constituent in order to generate a satisfying overall robustness value. 
The fifth approach is the Weighted Cumulative approach. It is known and applied in technical assess-
ments e.g. when evaluating design variation during the design phase of a product. However, here it 
is proposed to be used for robustness basement. Since combining constituents to an overall robust-
ness has only been done by Brett [74] with the first approach, the application of the Weighted Cumu-
lative approach represents a new possibility to determine the overall robustness with a bottom-up 
strategy. Its simple mathematical term represents the sum of all individually weighted subsystem 
robustness, combined to an overall value. When comparing the results of the listed cases in Figure 
4.4 this approach does show a moderate to low conservatism. Especially when comparing the results 
of the previous approaches for case C. Recapitulating that in this case a minor weighted, low sub-

system robustness, with 𝑤𝑠3=0.05 and 𝑅𝑜𝑆𝑢𝑏3=0.01 are combined with three higher weighted, max-
imum values for robustness, the Weighted Cumulative approach seems to be more realistic than all 
other approaches. It is more reasonable that a minor constituent value will provide still a high overall 
value, if specifically major constituent values are at their maximum. This is the case for the Weighted 
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Cumulative approach especially in comparison to the Inverted Cumulative and Weighted Inverted Cumulative 
approaches. The Weighted Cumulative approach has the advantage of being less conservative, while 
incorporating weighting and thus acknowledging the different importance and probabilities of each 
constituent. 
Approach number six is the Averaged Approach. A common approach is the averaged approach, a 
term applied in many disciplines. It determines the overall robustness from the average of all sub-
system robustness. Compared to the first four discussed approaches it is the least conservative ap-
proach. However, it is somewhat unprecise and ignores the different impacts of the constituents, 
since weighting cannot be implemented. This becomes obvious when studying cases D and E of 

Figure 4.4. Here case D represents a low subsystem robustness (𝑅𝑜𝑆𝑢𝑏3=0.1) of the least important 

subsystem ( 𝑤𝑠3=0.05) and case E a low robustness (𝑅𝑜𝑆𝑢𝑏1=0.1) of the most important subsystem 

(𝑤𝑠1=0.5), while all other constituents have a robustness value of one. One would expect to have a 
lower overall robustness in case D than in case E, due to the higher importance of subsystem Sub1. 
Nevertheless, the Averaged Approach gives identical results for both cases, and thus demonstrates its 
most significant disadvantage. 
Applying the Weighted Cumulative approach is seen most beneficial to determine overall robustness 
from several constituents like subsystems. This approach is considered most promising and is used 
as the baseline within this thesis, providing just enough conservatism while regarding the different 
impacts of the constituents on the overall system in the most realistic manner. The general expres-
sion in equation (4.6) while the GosSSS specific expression with the subsystems defined previously 

in section 3.1.4 is given in equation (4.7). The overall robustness of a general system 𝑅𝑜𝑆𝑦𝑠 is ex-

pressed in equation (4.6) for a series of 𝑛 subsystems, and the robustness of the 𝑖th subsystem or 

component 𝑅𝑜𝑆𝑢𝑏𝑖 and the according weighting factors 𝑤𝑠𝑖. The overall robustness of a Gossamer 

Structural Space System 𝑅𝑜𝐺𝑜𝑠𝑆𝑆𝑆 expressed with equation (4.7) the robustness of the boom, mem-

brane, interface and mechanism subsystem, 𝑅𝑜𝐵𝑜𝑜𝑚𝑆, 𝑅𝑜𝑀𝑒𝑚𝑏𝑟𝑎𝑛𝑒𝑆, 𝑅𝑜𝐼/𝐹𝑆 and 𝑅𝑜𝑀𝑒𝑐ℎ𝑆 respec-

tively, as well with the according weighting factors 𝑤𝑠𝑖. 
 
The newly introduced Weighted Inverted Cumulative approach however is considered an adequate alter-
native whenever more conservatism is needed, especially when low robustness values of individual 
constituents shall be penalized. It will be used for comparison of final overall robustness results. 
 
Weighted Cumulative Overall System Robustness: 

𝑅𝑜𝑆𝑦𝑠 =∑𝑤𝑠𝑖 ∙ 𝑅𝑜𝑆𝑢𝑏𝑖

𝑛

𝑖=1

= 𝑤𝑠1 ∙ 𝑅𝑜𝑆𝑢𝑏1 + 𝑤𝑠2 ∙ 𝑅𝑜𝑆𝑢𝑏2 +⋯+𝑤𝑠𝑛 ∙ 𝑅𝑜𝑆𝑢𝑏𝑛 

 
Weighted Cumulative Overall System Robustness for GosSSS: 

𝑅𝑜𝐺𝑜𝑠𝑆𝑆𝑆 = 𝑤𝑠1 ∙ 𝑅𝑜𝐵𝑜𝑜𝑚𝑆 + 𝑤𝑠2 ∙ 𝑅𝑜𝑀𝑒𝑚𝑏𝑟𝑎𝑛𝑒𝑆 + 𝑤𝑠3 ∙ 𝑅𝑜𝐼/𝐹𝑆 + 𝑤𝑠4 ∙ 𝑅𝑜𝑀𝑒𝑐ℎ𝑆 
 
In Table 4.2 robustness metrics are associated with the severity of failure consequences in scales. 
Assigned are values of robustness to avoid a failure consequence with a certain level of severity. 
This is assumed useful in order to classify the degree of robustness of a GosSSS (system) or a sub-
system. Different value ranges (scales) for system and subsystem robustness, calculated with equa-
tion (4.7) or equation (4.10), respectively, are assigned. This is due to the assumption that system 
robustness and subsystem robustness could have different scales as they are obtained by different 
mathematical principles, thus showing different conservatism. It is worth noting that the assigned 
values are assumed and need to agree with the specific objective of the specific Gossamer space 
application as well as in consensus with the overlooking authority. However, currently no scale values 
are available in any standard. 
 

(4.6) 

(4.7) 
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Table 4.2. Exemplary scale of robustness metrics associated with the severity of possible failure 

𝑅𝑜𝐺𝑜𝑠𝑆𝑆𝑆𝑐𝑟𝑖𝑡 𝑅𝑜𝑆𝑢𝑏𝑐𝑟𝑖𝑡

> >

> >

> >

4.4.2 Weighting Factors for System Robustness 

Weighting factors here for the example of the previous section are generated from functionality, 
failure events, and redundancy of the according subsystem. For functionality the number of func-
tions is viewed as benefit for the overall system function, presuming that each subsystem is essential 
for the overall system function. With failure events the consequence of a subsystem failure on the 
overall system are analyzed and rated. Redundancy is the third parameter regarded as level of redun-
dancy for each subsystem or in terms of multiple parallel main components. 
This is done in an evaluation chart in Figure 4.5 similar to an evaluation chart of scoring methods or 
FMECA (see appendix for information on assessment methods). However, in this case the weighting 
factors are to be determined instead of using them. Assessment is done on a scale from 0 to 10, 
while 10 marks the highest achievable score, for each category and subsystem. Firstly, for each sub-
system the functionality number FuN, the failure number FN and the redundancy number RN are 
combined according to equation (4.8), thus resulting in the WN weighting number for each subsys-

tem. The weighting factor 𝑤𝑠𝑖, one for each subsystem, is then determined with equation (4.9), as a 
ratio of a single weighting number and the sum of all weighting numbers. This results in the exact 
weighting factor with a value between 0 and 1. Hence, the sum of all weighting factors must be equal 
to 1, as commonly applied in standards. For simplification these factors are rounded to more per-
ceivable values in the studied example. While in this example arbitrary numbers are used for illustra-
tion, section 5.6 applies subsystem weighting factors determination on an existing solar sail system. 

Σ  
Figure 4.5. Determination of subsystem weighting factors 

 

𝑊𝑁𝑖 = 𝐹𝑢𝑁𝑖 + (
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𝑤𝑠𝑖 = (
𝑊𝑁𝑖
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(4.8) 

(4.9) 
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4.4.3 Visualization of overall Robustness Composition 

Visualization of composition of overall system robustness, its constituents (robustness of subsys-
tems) and the impact (weighting factors) is considered essential in the design process in order for 
the engineer to localizing deficiencies of robustness and finding appropriate measures. It provides 
knowledge about what subsystem needs to be improved and further which subsystem to be im-
proved has the biggest impact. This is demonstrated on cases A and F of the studied generic example 
(see Table 4.1 and Table 4.2) using the baseline, the weighted cumulative approach, in Figure 4.6. 
Case A represents a combination of weighted subsystem robustness with a value of one, thus result-

ing in overall system robustness 𝑅𝑜𝑆𝑦𝑠 =1, standing for a perfect robustness. Case F represents a 

typical combination of weighted values between zero and one for the subsystem robustness, resulting 

in a value of 𝑅𝑜𝑆𝑦𝑠𝐹=0.41. Two established and a new type of diagrams is discussed as shown in 

Figure 4.6. In this figure chart a), a common radar chart (spider chart), b) a stacked bar chart and in 

c) a newly introduced weighted pie chart are used to visualize the impact of each constituent (𝑤𝑠𝑖 ∙
𝑅𝑜𝑆𝑢𝑏𝑖) on the overall robustness and the overall robustness itself. While a) and b) are well known, 
the newly introduced weighted pie chart displays the subsystem robustness on its axis, while the 
weighting factor on each constituent is displayed as the according circular segment circumference. 
Summarizing the different types of visualization all chart types display both overall robustness and 
its constituents. While the weighted subsystem robustness can easily be distinguished in b) and c), in 
a) it is harder to grasp at once for the human eye. However as acknowledged in data science, aerial 
chart types, like a) and c), might be misleading the perception of impacts of individual constituents 
due to the quadratic scale. On the other hand, linear charts like the bar chart in b) are considered 
more explicit to human perception. The radar chart in Figure 4.6 a) gives an overview of overall 
robustness and its constituents, but is only suitable when displaying a few different constituents. 
Here the appearance of the chart and spanned areas differ with different order of the axes. Further 
comparing more than two cases is difficult to display due to overlaying of the charts. Additionally, 
multi-axes are misleading the perception especially when comparing to the maximum achievable 
robustness, due to its aerial nature. The stacked bar chart displays the overall robustness and its 
constituents in a linear fashion. This can be well perceived at once, thus enabling a clear assessment 
of the different cases. Further, weighting can be well distinguished, provided by the clear visualiza-
tion on only one axis and many different cases can be displayed in one chart. The weighted pie charts 
in Figure 4.6. c) display the overall system robustness in comparison to the maximum achievable 
(unity), its constituents, as well as weighting factors. Here the composition is vocalized very clearly. 
However, the area sizes of the representative circular segments may somewhat exaggerate the im-
pression of the effect of an individual subsystem, due to the quadratic nature of this chart type, 
which is true for all quadratic chart types. Although this chart type can only display one case at a 
time in a single diagram, it is the only chart from which values of individual subsystem robustness 
and weighting factors can be read out. 
 
Concluding, all mentioned chart types are used where applicable within this thesis in order to visu-
alize the composition of robustness, which also depends on the used mathematical approach. 
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a) Radar (spider) diagram b) Stacked bar chart diagram 

  
c) Weighted pie charts 

Figure 4.6. Visualization of robustness composition for two example cases A and F 

4.4.4 Subsystem & Component Robustness Metrics 

For each subsystem, as defined in section 3.1.4. for a GosSSS, the here proposed robustness metrics 
are developed in this section. As detailed knowledge, models and experimental/empirical results are 
available for each subsystem and component, dedicated relations are determined using a top-down 
approach at this level, as described in section 4.3. Each subsystem or component robustness is com-
posed of several individual robustness metrics itself, further called partial robustness metrics, much 
like the before discussed overall subsystem robustness although on a lower level. However, the focus 
within this thesis is put on the boom subsystem. The developed robustness metrics are mostly a 
combination of partial robustness metrics that focus on parameters that influence the overall system 
function and therefore the overall system robustness. These partial robustness metrics are further 
composed of a combination of robustness parameters, that are widely compliant with the require-
ments set in section 4.1. Due to the different sensitivities and importance of each robustness param-
eter towards the overall system robustness, each individual robustness is weighted again. Regarding 
the mathematical findings in the previous sections, a weighted, cumulative approach is assumed most 

suitable to determine a subsystem robustness 𝑅𝑜𝑆𝑢𝑏𝑖, as expressed with the general equation (4.10): 
 
Weighted, cumulative Subsystem Robustness: 

𝑅𝑜𝑆𝑢𝑏𝑖 =∑𝑤𝑖 ∙ 𝑅𝑜𝑖

𝑛

𝑖=1

 

 

with the robustness of the ith parameter 𝑅𝑜𝑖 and n the number of considered parameter robustness. 
Accounting for the different influences robustness parameters pose on each partial robustness met-

ric of a subsystem, individual weighting factors 𝑤𝑖 are introduced. While the explicit robustness met-
rics for each subsystem as well as the determining robustness parameters are described in detail in 

(4.10) 



4 ROBUSTNESS ASSESSMENT — METHODOLOGY           49 

 

the following, the influences and value ranges for robustness parameters are identified in chapter 5, 
derived from experiments in chapter 6 and applied in chapter 7. 
 
Following robustness as defined in this thesis by regarding sensitivity as well as performance reserves, 
two types of partial robustness for a parameter can be used separately or in combination. 
A sensitivity related partial robustness, given exemplary in Equation (4.11), is relating influenced 
values (after degradation or damage) to ideal (non-influenced, before damage) values of a robustness 
parameter. However, this is only assumed to be valid under the condition that an influence is always 
detrimental to function fulfillment, representing a state after damage. This ensures the compliance 

with the postulation of 0 ≤ 𝑅𝑜𝑖 ≤ 1. 
A reserve related partial robustness sets required values in relation to achieved values of a robustness 
parameter. Here, two variants are distinguished, one that sets a maximum requirement into relation, 
represented exemplary by Equation (4.12), thus comparing with a requirement that must not be 
exceeded, while the second sets a minimum requirement into relation, represented exemplary by 
Equation (4.13), comparing with a requirement that must be at least satisfied. Nevertheless, both 
types of partial robustness should incorporate the probabilistic aspect of value variations where pos-
sible, thus determining robust as a minimum from a set of values. 
 
Sensitivity-related partial robustness: 

𝑅𝑜𝑖 = min
𝑖
(
𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒𝑑

𝑖𝑑𝑒𝑎𝑙
) , 0 ≤  𝑅𝑜𝑖 ≤ 1 

 
Reserve-related partial robustness: 

𝑅𝑜𝑖 = min
𝑖
(1 −

𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑

𝑀𝑎𝑥 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡
) , 0 ≤  𝑅𝑜𝑖 ≤ 1 

 

𝑅𝑜𝑖 = min
𝑖
(1 −
𝑀𝑖𝑛 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡

𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑
) , 0 ≤  𝑅𝑜𝑖 ≤ 1 

 
 
Although GosSSS are studied in their deployed configuration in this thesis, the deployment itself is 
essential in order to serve their fundamental function. Being deployed only once in its operational 
environment these structural systems show some similarity to “one-time use products” like airbags 
or missile systems, with high numbers of test samples while applying no or low repeatedly tests on 
the same sample or system in reliability testing. On the other hand common reliability testing and 
verification in standards such as ECSS-E-10-C [75] and ECSS-E-10-02C [76], usually demand me-
dium to high repeatedly testing (test cycles) of standard mechanical deployment systems on the same 
system under test. This demands a GosSSS to be deployed several times before launch, proving its 
functionality. Due to the delicate build of the structural components and the associated higher risk 
of damage, a very high number of repeatedly test cycles on one system is considered critical and 
opposing to the effort of an ultra-light-weight design. Nevertheless, it is clear that a GosSSS must 
function within its limits after a given number of deployments with a given probability. This should 
be resembled in the here proposed robustness metrics as well. It is proposed to incorporate proba-

bility of functioning (reliability 𝑅𝑖) with certain robustness after a given number of deployments, by 

multiplying the partial robustness with the according reliability 𝑅𝑖 as expressed with equation (4.14). 
Nonetheless, this option can only be applied if reliability data is available. Although this approach is 
not further pursued within this work, it is recommended to do so in future research. 
 
Weighted, cumulative Subsystem Robustness incorporating reliability: 

𝑅𝑜𝑆𝑢𝑏𝑖𝑅 =∑𝑤𝑖 ∙ 𝑅𝑜𝑖 ∙ 𝑅𝑖

𝑛

𝑖=1

 

(4.11) 

(4.12) 

 (4.13) 

(4.14) 
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Boom Subsystem Robustness 

Robustness of a boom subsystem is based on its mechanical behavior and can be determined using 
characteristic parameters and curves. Similar to a load shortening curve providing the basis for a 
robustness metric as investigated for composite panels by Da Cunha [69] and Lee [66] (cf. section 
3.3.3), the typical behavior of a boom subsystem is represented in a load-displacement curve. Such 
exemplary curves, extracted from mechanical bending tests on a boom subsystem (visualized in Fig-
ure 4.7), showing the applied load over the displacement of the boom tip, the load is introduced at, 
are displayed in Figure 4.8. Both types, load-shorting-curves of composite panels (see DaCunha [69]) 
and load-boom-tip-displacement curves show similar features such as: load over displacement, a 
linear slope leading to global buckling (GB), followed by a non-linear range (post buckling area) that 
consequently leads to a collapse (collapse load CL), ending in a sudden load drop. A reasonable 
approach for determining the robustness of buckling structures is proposed by Da Cunha and earlier 
by Starossek et al. [58] with an energy based robustness metric. However, this approach applied to a 
GosSSS does not satisfy all requirements, especially expressiveness and applicability, defined in sec-
tion 4.1. This circumstance and the here suggested approach are explained in the following, while 
visualized in Figure 4.8. In this diagram three cases are represented by three different curves for 
applied loads on three boom subsystems. According to DaCunha [69] robustness based on energy 

is determined by the energy reserve between i.e. the global buckling (𝐺𝐵) and collapse load (𝐶𝐿), 
that is represented by the area underneath a curve. Specifically, the ratio of both energy levels as well 
as the energy reserve itself are considered metrics that quantify robustness, at least for composite 
panels. While the example curves in Figure 4.8 exhibit equal sizes of energy reserves (area under 

curve), that can be interpreted as equal robustness according to DaCunha, different stiffness (𝑐1, 𝑐2 
and 𝑐3), different collapse and global buckling loads, 𝐺𝐵 and 𝐶𝐿 respectively, and different boom 

tip displacements 𝑢 are also evident and indicating otherwise. Hence, the interpretation of only one 
factor may mislead to the assumption of equal robustness. Moreover, is this single factor approach 
not complying with the requirement expressiveness. Furthermore, does an energy-based robustness 
metric incorporating stiffness, loads and displacement (shortening) in a combined single value not 
provide an advantage to a boom subsystem. More expressive and applicable for GosSSS is a separate 
robustness determination of stiffness, characteristic loads and boom tip displacement, especially 
when determining robustness on existing hardware. To do so such parameters can be obtained in 
practical tests, e.g. boom bending tests as discussed in chapter 7, or even while operating in-orbit 
[77]. 
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Figure 4.7. Load introduction into boom subsystem (boom bending test) 

 

 

 
Figure 4.8. Comparison of characteristic parameters as measure of robustness (c - stiffness, u - 
boom-tip displacement, LL - limit buckling load, GB - global buckling load, CL - collapse load) 

Therefore, this thesis proposes the robustness of the boom subsystem 𝑅𝑜𝐵𝑜𝑜𝑚𝑆 to be determined 
from three partial robustness metrics combing a stiffness-based, a load-based and a displacement-

based robustness in an additive manner, with 𝑅𝑜𝜅, 𝑅𝑜𝐿 and 𝑅𝑜𝑢 respectively. Accounting for the 
different impacts of the characteristic parameters of the subsystem, explained in section 5.2, on the 
overall system as well as the influences the according parameters are altered by, for each partial 

robustness metric an individual weighting factor (𝑤𝜅 , 𝑤𝐿 , 𝑤𝑢 ) is derived, with the sum of all 

weighting factors equal to one. The developed weighted and additive robustness metric 𝑅𝑜𝐵𝑜𝑜𝑚𝑆 is 
thus expressed in equation (4.15). It incorporates the different importance/impacts of the partial 
robustness as a cumulative, weighted function. Furthermore all three partial robustness metrics sat-
isfy the requirements defined for the here developed methodology. However, additionally and if data 

is available, 𝑅𝑜𝐵𝑜𝑜𝑚𝑆 shall also consider the reliability of successfully deploying the subsystem with 
a required robustness and as proposed with equation (4.14). 
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Boom Subsystem Robustness: 

𝑅𝑜𝐵𝑜𝑜𝑚𝑆 = 𝑤𝜅 ∙ 𝑅𝑜𝜅 +𝑤𝐿 ∙ 𝑅𝑜𝐿 + 𝑤𝑢 ∙ 𝑅𝑜𝑢 
 

The stiffness-based partial robustness metric 𝑅𝑜𝜅 is derived in conjunction to Starossek & Haber-
land [58]. However, it adopts the bending stiffness of a boom subsystem as robustness parameter. 
Robustness is here represented by the minimum of the ratio of all stiffness variations and the nom-
inal stiffness (lower limit) given by design. This is expressed exemplary in equation (4.16), in a sen-

sitivity related robustness, with the bending stiffness 𝜅0  of the intact/undisturbed structural 

subsystem in relation to the structural subsystem stiffness 𝜅𝑖 after being influenced by noise and 

variation. Note that the investigated bending stiffness 𝜅, can either be a beam bending stiffness 𝑐 or 

a flexural rigidity 𝐸𝐼, depending on the free boom length. 
 
Sensitivity-Stiffness-based partial robustness: 

𝑅𝑜𝜅 = min
𝑖
(
𝜅𝑖
𝜅0
) , 0 ≤  𝑅𝑜𝜅 ≤ 1 

 
Similar, but giving the minimum of a ratio of characteristic loads, is the second partial robustness 

metric 𝑅𝑜𝐿. This load-based robustness metric is expressed in equation (4.17), in a sensitivity related 

form. Here the collapse load 𝐿𝐵𝑐𝑟𝑖𝑡 of the intact/undisturbed boom subsystem is brought into rela-

tion with the collapse load 𝐿𝐵𝑖 of the boom subsystem after being influenced by noise and variation. 
However, the characteristic load itself is exchangeable and can be selected to be the collapse or global 

buckling load, 𝐶𝐿 or 𝐺𝐵 respectively, depending on the overall system and the perception of damage 
tolerance. Thus, a reserve related relation can be applied, interchangeably, as given by equation (4.17). 

Here the minimum required collapse load 𝐿𝐵𝑟𝑒𝑞 for the boom subsystem is brought into relation 

with the collapse load 𝐿𝐵𝑖 of the boom subsystem after being influenced by noise and variation. 
Aiming for robustness quantification, thus reducing safety factors and consequently mass, a limit 
load is considered suitable when starting a new design. The ultimate load however, that includes one 
or more safety factors and sometimes tends to be over dimensioned, is recommended to be used 
when analyzing existing systems. However, when using this approach loads must be available, de-
fined or measurable. 
 
Sensitivity-Load-based partial boom robustness: 

𝑅𝑜𝐿 = min
𝑖
(
𝐿𝐵𝑐𝑟𝑖𝑡
𝐿𝐵𝑖
) , 0 ≤  𝑅𝑜𝐿 ≤ 1 

 
Reserve-Load-based partial boom robustness: 

𝑅𝑜𝐿 = min
𝑖
(1 −
𝐿𝐵𝑖
𝐿𝐵𝑟𝑒𝑞
) , 0 ≤  𝑅𝑜𝐿 ≤ 1 

 
The third partial robustness metric that comprises the boom subsystem robustness, the displace-

ment-based robustness metric 𝑅𝑜𝑢, considers the boom tip displacement. Such displacements con-
sider boom tip displacements caused by loads as well as boom tip displacements caused by plastic 
deformation of some kind. Being the minimum of a ratio as well, this partial robustness metric puts 

the nominal/acceptable boom tip displacement 𝑢0 into relation with the boom tip displacement of 

the influenced/disturbed boom system 𝑢𝑖 , as expressed in equation (4.19). Penalizing of this metric 
depending on the application should be accounted for as expressed in equation (4.20) with a mini-
mum function using an decadal logarithmic penalizing term. A drag sail might accept small deviations 
of boom tip displacement from the nominal. For an antenna however, only very small displacements 
might be acceptable due to the stronger influence of small variations in shape/geometry towards its 

main function. Furthermore, the boom tip displacement 𝑢𝑖  is presumed a sum of different 

(4.15) 

(4.16) 

(4.17) 

(4.18) 



4 ROBUSTNESS ASSESSMENT — METHODOLOGY           53 

 

displacement components, having their cause in different influences as expressed with equations 
(4.21) and (4.22). These components are the boom tip displacement caused by mechanical loads, by 
dimensional and shape imperfections (imprinted, plastic deformations), as well as by thermal loads, 

denoted 𝑢𝑚𝑒𝑐ℎ , 𝑢𝑖𝑚𝑝𝑒𝑟𝑓𝑒𝑐𝑡𝑖𝑜𝑛𝑠 and 𝑢𝑡ℎ𝑒𝑟𝑚𝑎𝑙  respectively. Going onto the most detailed level on 

which boom tip displacements can independently be measured, the displacements caused by imper-

fections are presumed to consist of creep and manufacturing induced displacements, 𝑢𝑐𝑟𝑒𝑒𝑝 and 

𝑢𝑚𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑖𝑛𝑔, respectively. While each displacement component can be of positive or negative 

value in regard to a set coordinate system of the subsystem, the overall displacement will be consid-
ered a positive value in order to make use of the penalty term. Therefore, the assumption is made, 
that an overall boom tip displacement in positive direction results in the same robustness reducing 
effects as a boom tip displacement in a negative direction. 
 
Displacement-based partial boom robustness: 

𝑅𝑜𝑢 = min
𝑖
(1 −
𝑢𝑖
𝑢0
) , 0 ≤  𝑅𝑜𝑢 ≤ 1 

 
Penalized Displacement-based partial boom robustness: 

𝑅𝑜𝑢,𝑝𝑒𝑛𝑎𝑙𝑖𝑧𝑒𝑑 = min
𝑖
[1 − 10 ∙ log10 (

𝑢𝑖
𝑢0
)] , 0 ≤  𝑅𝑜𝑢 ≤ 1,

𝑢𝑖
𝑢0
> 0 

 
 
 
 
Composition of boom tip displacement: 

𝑢𝑖 = |𝑢𝑚𝑒𝑐ℎ + 𝑢𝑖𝑚𝑝𝑒𝑟𝑓𝑒𝑐𝑡𝑖𝑜𝑛𝑠 + 𝑢𝑡ℎ𝑒𝑟𝑚𝑎𝑙| 
 
with: 

𝑢𝑖𝑚𝑝𝑒𝑟𝑓𝑒𝑐𝑡𝑖𝑜𝑛𝑠 = 𝑢𝑐𝑟𝑒𝑒𝑝 + 𝑢𝑚𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑖𝑛𝑔 
 

Membrane Subsystem Robustness 

The robustness of the membrane subsystem 𝑅𝑜𝑀𝑒𝑚𝑏𝑟𝑎𝑛𝑒𝑆 consists of three partial robustness met-
rics, additively combined. These are reflectivity-based, shape-accuracy-based and a load-based ro-

bustness, with 𝑅𝑜𝑅𝑆 , 𝑅𝑜𝑆𝑅𝑀𝑆  and 𝑅𝑜𝐿𝑀 respectively. Note that reflectivity, here is expressive for the 

performance of a solar sail or a reflective antenna and can be substituted by other parameters like 
the generated power of an PV array, depending on the application under investigation. Considering 
the different impacts of the characteristic robustness parameters for a membrane subsystem on the 
overall system, that are exemplary described in section 0, weighting factors are again introduced. For 

each partial robustness metric the individual weighting factors 𝑤𝑅𝑆, 𝑤𝑆𝑅𝑀𝑆  and 𝑤𝐿𝑀 are derived. Ex-

pressed in equation (4.23) the developed robustness metric for a membrane subsystem 𝑅𝑜𝑀𝑒𝑚𝑏𝑟𝑎𝑛𝑒𝑆 
as well as all three partial robustness metrics satisfy the requirements set for the here developed 
methodology. Especially expressiveness, simplicity and applicability are satisfied. 
Electrical properties are not considered within this structural robustness approach. Such compo-
nents are only regarded as structural parts or could in terms of increasing robustness by providing a 
certain detectability of consequences e.g. detecting reduced power generation of PV arrays. As rec-

ommended previously, additionally and if data is available, 𝑅𝑜𝑀𝑒𝑚𝑏𝑟𝑎𝑛𝑒𝑆 shall also consider the re-
liability of successfully deploying the subsystem as proposed with equation (4.14). 
 
 

(4.19) 

(4.20) 

(4.21) 

(4.22) 
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Membrane Subsystem Robustness: 

𝑅𝑜𝑀𝑒𝑚𝑏𝑟𝑎𝑛𝑒𝑆 = 𝑤𝑅𝑆 ∙ 𝑅𝑜𝑅𝑆+𝑤𝑆𝑅𝑀𝑆 ∙ 𝑅𝑜𝑆𝑅𝑀𝑆 + 𝑤𝐿𝑀 ∙ 𝑅𝑜𝐿𝑀 

 
 
The first partial robustness for a membrane subsystem, the reflectivity-based robustness metric 

𝑅𝑜𝑅𝑆 , is represented by the minimum of the ratio of all variations in the reflectivity and the nominal 

reflectivity (lower limit) required by design, thus using reflectivity as robustness parameter. This is 

expressed in equation (4.24), with the sample reflectivity 𝑅𝑆0 of the intact/undisturbed membrane 

subsystem (required design reflectivity) in relation to the sample reflectivity 𝑅𝑆𝑖 after being influ-

enced by noise, degradation and variation. Hence, the sample reflectivity 𝑅𝑆, according to ECSS-Q-
ST-70-09C [78], resembles the average reflectivity over 96 % of the total energy for the solar spectral 
range with wavelengths between 250 nm and 2500 nm. This makes reflectivity a good indicator for 
the robustness of thrust capabilities of a solar sail system. However, for applications other than solar 
sails, reflectivity might be substituted by the generated power or the power gain e.g. for deployable 
photovoltaic arrays or membrane antennas, respectively, as key performance indicators. 
 
Reflectivity-based partial membrane robustness: 

𝑅𝑜𝑅𝑆 = min𝑖
(
𝑅𝑆𝑖
𝑅𝑆0
) , 0 ≤  𝑅𝑜𝑅𝑆 ≤ 1 

 
The second partial robustness metric for the membrane subsystem is the shape-accuracy-based ro-

bustness 𝑅𝑜𝑆𝑅𝑀𝑆 . It assumes that a defined shape and dimensions provide a defined functionality. 

Deviations and variations from this defined shape or dimensions (e.g. nominal geometry, dimen-
sions, and flatness) are influencing the intended function of the membrane subsystem. This is 
acknowledged and expressed in equation (4.25), with the minimum of the ratio of the required shape 

accuracy value 𝑆𝑅𝑀𝑆0 of the intact/undisturbed membrane subsystem (required shape accuracy e.g. 

flatness) and the measured or predicted shape accuracy value 𝑆𝑅𝑀𝑆𝑖 after being influenced by noise, 

degradation and variation. Such influencing factors are identified and described in section 0. 
It is understood that reflectivity and shape accuracy could be understood to be substitutable for one 
another. However, they are rather complementary in terms of robustness assessment. While reflec-
tivity, being a material driven parameter, could exhibit high to perfect values, the thrust of a solar 
sail or gain of an antenna could still be reduced if the membrane shape is off limits, pointing in 
undefined directions or distorted in some detrimental way, thus featuring a low shape accuracy. Due 
to this consideration reflectivity and shape accuracy are introduced as separate robustness parame-
ters. 
Among the considered GosSSS, membrane antennae show the strongest dependency between phys-
ical shape and application performance. As investigated by Straubel [79, 80] for a SAR membrane 
antenna the radar performance is strongly linked to the physical dimensions of the antenna and the 
used operational frequency. Wrinkling, local distortion and deformation lower the RF (radio fre-
quency) performance by deteriorating shape accuracy. In order to measure this, the RMS (root mean 
square) value is a common indicator for the shape accuracy of such membrane apertures. While 
expecting a high shape accuracy for reflector antenna surfaces, in the order of about l mm rms (ac-
cording to Freeland et al. [81]), a solar sail will experience billowing in the order of several centime-
ters according to Seefeldt in [82]. Similar can be assumed for drag sails, while photovoltaic arrays are 
expected to show intermediate values. The difference to the previously determined reflectivity-based 
robustness however is, that shape accuracy is determined on macroscopic level, while reflectivity is 
on a microscopic level, although both contribute to the overall reflectivity of the complete GosSSS 
i.e. a solar sail. 
 

(4.23) 

(4.24) 
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Shape-accuracy-based partial membrane robustness: 

𝑅𝑜𝑆𝑅𝑀𝑆 = min𝑖
(
𝑆𝑅𝑀𝑆0
𝑆𝑅𝑀𝑆𝑖
) , 0 ≤  𝑅𝑜𝑆𝑅𝑀𝑆 ≤ 1 

 

The third partial robustness of this subsystem is the load-based robustness 𝑅𝑜𝐿𝑀 , giving the mini-

mum of the ratio of characteristic loads, as expressed in equation (4.26). Here the expected mem-

brane limit load 𝐿𝐿𝑀𝑖 is set into relation with the critical membrane load 𝐿𝑀𝑐𝑟𝑖𝑡 of the membrane 
subsystem. 
 
Load-based partial membrane robustness: 

𝑅𝑜𝐿𝑀 = min𝑖
(1 −
𝐿𝐿𝑀𝑖
𝐿𝑀𝑐𝑟𝑖𝑡
) , 0 ≤  𝑅𝑜𝑠𝐿 ≤ 1 

 

The 𝐿𝑀𝑐𝑟𝑖𝑡 represents the threshold until which an influenced, degraded or damaged membrane 
subsystem is able to perform within the required limits. Exceeding this threshold will result in unac-

ceptable performance and functionality loss. The membrane limit load 𝐿𝐿𝑀𝑖 is exchangeable and can 
resemble the tension load, necessary to appropriately tension the membrane in order to provide the 
intended function, or the deployment load that is needed to deploy the membrane. In order to illus-
trate the different characteristics of the tension load(s) for different applications, Figure 4.9 gives 
some simplified load cases. It demonstrates that membrane loads largely comprise of several load 
vectors, preferably in a symmetric manner. However, as both load types, tension and deployment 
loads, are transferred into connected subsystems, i.e. introduced into a I/F subsystem and from here 
into the boom subsystem or as reaction loads into the mechanism subsystem(s), thus they might 
cause interactions between all system elements. The question of whether using a limit load or ulti-
mate load depends on the phase in development in which a robustness assessment is performed. In 
order to make the most use of robustness by preventing over dimensioning with large safety factors, 
and therefore saving mass, in an early design phase the limit load should be considered. However, 
when determining robustness of existing systems, the limit load should be replaced by the ultimate 
load, thus assessing robustness provided by the used safety factors. Loads however ought to be 
determined by simulations, measurements in ground tests, measurements in orbit during operation, 
thus rendering a load-based robustness metric to be expressive, objective, applicable and calculable. 
In spite of that, an alternative stress-distribution-based robustness, that is not considered here, rep-
resenting the uniformity of stress distribution, can hardly be measured in practice on such thin films 
without influencing the film itself locally. This would limit a stress-based approach only to simula-
tions and therefore not satisfy the applicability requirement. 
 

(4.25) 

(4.26) 
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a) Sail quadrant symmetrically tensioned 

  
b) Photovoltaic array blanket tensioned at edges c) Membrane reflector patch antenna tension by 

several load vectors 

Figure 4.9. Symmetric membrane/tension loads of different applications 

 

Interface (I/F) Subsystem Robustness 

The I/F subsystem poses a special case. Since most I/F subsystems determine the boundary condi-
tions of connected subsystems and unless providing their own functionality, they should rather be 
investigated as part of the subsystems connecting and interacting with, thus being handled as part of 
other subsystems. This is true for the I/F that connects the boom subsystem to the according mech-
anism or main structure (bus) as explained in the hardware description in section 5.1.2. It conse-
quently is investigated within the boom subsystem as it determines the boundary conditions of the 
boom. However, for I/F subsystems with own functionality like a phalance of constant force springs 
or interface prone to damage like thin strings or more complex structures, robustness should be 

determined separately. The here proposed robustness for an I/F subsystem 𝑅𝑜𝐼/𝐹𝑆 is determined 

from two partial robustness metrics, a length-change-based partial robustness metric and a tensile 

load-based partial robustness, 𝑅𝑜∆𝑙 and 𝑅𝑜𝐿𝑡, respectively. Considering the different impacts of the 

characteristic parameters of the subsystem as described in section 5.2, e.g. thermal expansion, the 

individual weighting factors 𝑤∆𝑙 and 𝑤𝐿𝑡 are derived. With this, the developed weighted and additive 

robustness metric 𝑅𝑜𝐼/𝐹𝑆 is thus expressed in equation (4.27). The first partial robustness metric 

𝑅𝑜∆𝑙 gives the robustness of the subsystem in regard to the variation of length of the interface, 
expressed in equation (4.28). It gives the minimum of the ratio of the required interface length value 

𝑙0 of the intact/undisturbed I/F subsystem and the measured or predicted interface length value 𝑙𝑖 
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after being influenced by noise, degradation and variation. The second partial robustness of this 

subsystem, the tensile load-based robustness 𝑅𝑜𝐿𝑡, is based on the minimum required interface ten-

sile limit load 𝐿𝑡𝑖 in relation to the critical tensile load 𝐶𝐿𝑡 of the I/F subsystem, as expressed in 
equation (4.29). The critical tensile load, however, is the threshold at which an interface might be 
damaged and therefore might not be able to fulfil its function anymore. 
 
I/F Subsystem Robustness: 

𝑅𝑜𝐼/𝐹𝑆 = 𝑤∆𝑙 ∙ 𝑅𝑜∆𝑙 +𝑤𝐿𝑡 ∙ 𝑅𝑜𝐿𝑡 
 
 
Length-change-based partial I/F robustness: 

𝑅𝑜∆𝑙 = min
𝑖
(1 −
∆𝑙

𝑙0
), ∆𝑙 = |𝑙0 − 𝑙1|, 0 ≤  𝑅𝑜∆𝑙 ≤ 1 

 
Tensile-load-based partial I/F robustness: 

𝑅𝑜𝐿𝑡 = min𝑖
(1 −
𝐿𝑡𝑖
𝐶𝐿𝑡
) , 0 ≤  𝑅𝑜𝐿𝑡 ≤ 1 

 

Mechanism Subsystem Robustness 

The mechanism subsystem is not investigated in the same degree as the boom subsystem is, in this 
thesis. Nevertheless, a methodologic approach for quantifying robustness is proposed, considering 
the necessary parameters and influences. The mechanism subsystem itself are very similar to con-
ventional mechanical subsystem or mechanism as found in other spacecraft. However, mechanism 
subsystems for GosSSS need to adhere to the special characteristics of the light-weight and deploy-
able elements it interacts with. As it serves the purpose of storage and deployment and/or retraction 
(in rare cases) a robustness based on two partial robustness metrics is proposed. 

The first 𝑅𝑜𝜏 is based on the torque necessary for deploying the according element like boom or 
membrane. This partial robustness, as expressed with a “nominal the best” approach in equation 
(4.31), shall penalize force values exceeding or dropping below the nominal value. Further, the 

torque-based robustness resembles the minimum of the ratio of the generated torque 𝜏𝑖 influenced 

by variation and noise, in relation to the nominal torque 𝜏0 required for the mechanism subsystem 
in order to deploy the connected subsystems. An inhomogeneous torque generating a inhomogene-
ous deployment or undesired dynamics should be penalized. This could be realized by penalizing 
high variance in torque values as well as large amplitude changes at low frequencies, provoked by 
e.g. over dimensioned leaf springs as brake components within the mechanism subsystem. Account-
ing for the actuation principle of using a co-coiled belt pulled out to deploy stowed booms, widely 
used in DLR developments, torque as a robustness parameter can be replaced by a spool-off force, 
thus resulting in a spool-off force-based partial robustness. This offers the advantage of easy meas-
urements when testing the subsystem or assemblies. Nonetheless, in case of a directly driven spool 
for stowage torque as robustness parameter is considered more suitable. 

The second partial robustness metric 𝑅𝑜𝑑 resembles the robustness of the subsystem in regard to 
the variation of realized packaging diameter, as a measure of packaging density or packaging effi-
ciency, of the stored element (boom or membrane). It is expressed as well with a “nominal the best” 
approach in equation (4.35). This gives the minimum of the ratio of the achieved packaging diameter 

(outer diameter) 𝑑𝑖  of the mechanism subsystem influenced by noise, degradation in restraining 

forces and variation in design and material, in relation to the nominal packaging diameter value 𝑑0 
of a boom or membrane rolled up on a spool of the undisturbed mechanism subsystem. Presuming 
the stored element (boom or membrane) itself is stowable/packageable to the demanded packaging 
diameter on the according spool, the mechanism subsystem is largely ruling the diameter (packaging 
efficiency) by its ability to maintain restrainment throughout different phases. Hence, the packaging-

(4.27) 

(4.28) 

(4.29) 
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based partial mechanism robustness reflects the ability of the mechanism subsystem to maintain 
storage quality past integration and handling, during and after launch, as well as during deployment. 

Individual weighting factors for each partial robustness 𝑤𝜏 and 𝑤𝑑, considering the different impacts 
of the robustness parameters on the function of the subsystem, as described in section 5.2.2, are 
derived as well. 
Concerning the requirements set for a robustness metric to be developed, the subsystem robustness 
as well as partial robustness are expressive, applicable, objective, holistic and calculable. 
Similarly, as noted for the previously discussed subsystems the robustness of the mechanism sub-
system would benefit from being extended by considering the reliability of the subsystem in future 
work. 
 
Mechanism Subsystem Robustness: 

𝑅𝑜𝑀𝑒𝑐ℎ𝑆 = 𝑤𝜏 ∙ 𝑅𝑜𝜏 + 𝑤𝑑 ∙ 𝑅𝑜𝑑 
 
 
Torque-based partial mechanism robustness: 

𝑅𝑜𝜏 = min
𝑖
(1 −
|𝜏𝑖 − 𝜏0|

𝜏0
) , 0 ≤  𝑅𝑜𝜏 ≤ 1 

 
Spool-off-force-based partial mechanism robustness: 

𝑅𝑜𝐹𝑆 = min𝑖
(1 −
|𝐹𝑆𝑖 − 𝐹𝑆0|

𝐹𝑆0
) , 0 ≤  𝑅𝑜𝐹𝑆 ≤ 1 

 
Packaging-based partial mechanism robustness: 

𝑅𝑜𝑑 = min
𝑖
(1 −
|𝑑𝑖 − 𝑑0|

𝑑0
) , 0 ≤  𝑅𝑜𝑑 ≤ 1 

 

Component Robustness 

Staying with the example of the boom subsystem, its components and component behavior are 
widely regarded as effects within the influence factors of subsystem robustness metrics. This is also 
true for other subsystems and their components in most cases. However, if an effect cannot be 
regarded in the subsystem model e.g. as simulation in a FE model, a separate robustness metric 
should be generated. This is the case for the example of the bearable axial compressive load of a 
boom after MMOD impact. In the here described example and within this thesis, such advanced FE 
model is not available, and the MMOD influence on the bearable axial load is determined by exper-
iments. Since practical values can only be generated in experiments in hyper-velocity impact facilities, 
which are designed to house samples with small dimensions, the influence factor (impact damage 
size and shape) can only be established on short boom specimens, thus falling into the component 
category. Therefore, an according component robustness is established. This metric for MMOD 

impacts consequences on booms, 𝑅𝑜𝑀𝑀𝑂𝐷𝐶 (expressd in equation (4.34), represents the minimum 

of the ratio of the limit load for axial compression 𝐿𝐿𝑎𝑥 of the intact/undisturbed boom component 

and the achievable axial collapse load 𝐿𝐿𝑀𝑀𝑂𝐷𝑎𝑥 of the boom component after being impacted by 
MMOD particles. Consequently, the robustness formula for the boom subsystem is extended by 

𝑅𝑜𝑀𝑀𝑂𝐷𝐶 and the weighting factor 𝑤𝑀𝑀𝑂𝐷𝐶 as shown in equation (4.35). The additional weighting 
factor incorporates the probability of occurrence of the regarded MMOD impact, and therefore 
considers that such rare events should not be overrated or overpower other effects. Furthermore, 
all weighting factors in this case must be adjusted in order for the sum of all weighting factors to be 
equal to one. 
 
 

(4.30) 

(4.31) 

(4.32) 

(4.33) 
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MMOD-based component boom robustness: 

𝑅𝑜𝑀𝑀𝑂𝐷𝐶 = 1 −
𝐿𝐿𝑎𝑥
𝐿𝑀𝑀𝑂𝐷𝑎𝑥

, 0 ≤  𝑅𝑜𝐿 < 1 

 
Extended Boom Subsystem Robustness: 

𝑅𝑜𝐵𝑜𝑜𝑚𝑆 = 𝑤𝜅 ∙ 𝑅𝑜𝜅 + 𝑤𝐿 ∙ 𝑅𝑜𝐿 + 𝑤𝑢 ∙ 𝑅𝑜𝑢 + 𝑤𝑀𝑀𝑂𝐷𝐶 ∙ 𝑅𝑜𝑀𝑀𝑂𝐷𝐶 
 
As stated before, the lowest level of robustness assessment is regarded the sub-system level, with the 
here described exception. However, further component robustness metrics are not determined, as 
all relevant effects, variations and noise are regarded as influence factors. 

4.5 Framework of Robustness Assessment and Quantification 

In the following the proposed methodology for robustness assessment and quantification is de-
scribed. This sequence of tasks and sub tasks, as schematically illustrated in Figure 4.10, starts with 
a given initial design, depending on the stage of complexity, at system, subsystem or component 
level (compare with Figure 4.14). It ends, at least for the iteration slope at present, with consigning 
the information if the robustness of an entity achieved an acceptable value or not. The main outcome 
of this sequence are quantified values of robustness for each considered parameter and a total ro-
bustness value that enables the engineer to decide if a design modification is necessary. All sub-steps 
and methodical tools applied are described in detail in dedicated subsections following, while a sum-
mary of the main tasks is given below. 
 
Summary of main tasks – Robustness Assessment and Quantification: 
 

 

 This task focuses on the analysis of the system, subsystem or component with the goal to 
find all applicable parameters that might influence or determine the robustness of an entity. 
Several sub-steps are to be performed using analytic and intuitive methods to do so. 

 Output: List of all applicable parameters influencing/determining 
robustness 

 

 Classifying the found parameters in Signal, Control and Noise parameters and giving an 
overview of the entity of subject to robustness assessment is the main task. This is realized 
in several sub-steps using well-established methods of structuring. 

 Output: Classified parameter groups 

 

 Selecting and systemically rating the most relevant parameters with the estimated largest im-
pact on a robust behavior from the before acquired parameter groups is the main objective 
of this task. This is important in order to reduce the effort of robustness assessment, thus 
providing a feasible and efficient method on hand for the engineer using the here proposed 
method. Furthermore, interactions between individual parameters are detected. 

 Output: Relevant parameters; Parameter interactions 

 

 This task resembles the core work of the method of robustness assessment and quantifica-
tion. It comprehensively includes the robustness evaluation and quantification of each rele-
vant parameter using robustness functions, weighting, penalty and amplification coefficients 
if applicable, and systematic assessments of probabilities, and finally assesses and quantifies 
the total robustness of the investigated entity. This main result is then compared to required 

(4.34) 

(4.35) 
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robustness values or robustness parameters, thus providing explicit areas to be improved in 
design. 

 Output: Component and Subsystem Robustness Values, Total Ro-
bustness Value (System Robustness) 

 

 
Figure 4.10. Main tasks of the robustness assessment method (sub-tasks are denoted with sub-

numberings) 

 

Task 1. Identification of Parameters 

Analyzing the system, subsystem or component with the goal to find all applicable parameters that 
might determine or influence the robustness of an entity is done in several subsequent sub-steps 
(sub-tasks) as described in the following: 
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Sub-Task 1.1. Screening for Parameters 
In this first step, a screening for parameters that might determine or influence robustness is 
performed on the entity of the current level of complexity (system, subsystem, component). 
Here intuitive methods like brainstorming, method 635, Delphi method, gallery method or Syn-
ectics, as given in literature [41]; discursive methods like systematic physical studies, system 
search schemes, the use of design catalogues; or analytical methods in terms of analyzing existing 
design knowledge, measurements, standards and handbooks are used in order to gather the nec-
essary information. The outcome is a brief unsorted list of parameters. 

Sub-Task 1.2. Relating Parameters 
By applying assessment methods like the Ishikawa’s causal diagram, mind maps, event trees and 
FTA (failure tree analysis; see Appendix B for more information on methods), the found param-
eters are systemized and related to the investigated entity. This establishes hierarchical parameter 
structures and determines causes and effect directions with the outcome of a systematic param-
eter overview for an entity. 

Task 2. Classification of relevant Parameters 

Classifying the found parameters generally in signal, control and noise parameters, thus defining the 
input parameters, as well as identifying the output and response is the focus of this task. This gives 
an overview of the system under assessment of robustness and is realized in several sub-steps using 
well established methods of structuring as described below. 

Sub-Task 2.1. Sorting Parameters into Classes 
Classifying in this sub-step is realized by generally sorting the identified parameters into three 
classes: signal factors, control factors and noise factors, similar to the principle of dynamic sys-
tems theory. This principle is further adopted from the field of Quality Engineering based on 
the Robust Design Theory of Genichi Taguchi as described by Klein [64].  
 
The three factors are defined herein as: 

Signal Factors: 
- parameters/factors set by the engineer as input with a range of settings (e.g. motor volt-

age of a deployment mechanism to change deployment speed) 
- should cause desired effect of a product 
- defines target value 
- not present in static Robust Designs according to Taguchi 

Control Factors: 
- free to choose by the engineer as functional design parameter 
- used to optimize/control a product function 
- can be fixed or adjustable 
- examples are equipment settings, material used to manufacture the product, or product 

design features 

Noise Factors: 
- parameters/factors cause output variations 
- often environment factors 
- difficult to control 
- examples are ambient temperature or humidity 

Sub-Task 2.2. Visualizing classified Parameter Groups on Entity 
In order to visualize the parameter groups assigned to the entity, a parameter diagram, as dis-
played for a general case of a product or a process in Figure 4.11, is generated. This allows the 
necessary and comprehensive understanding of the entity and its parameters it interacts with. 
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Figure 4.11. Parameter-Diagram (P-Diagram) 

Task 3: Selection of relevant Parameters 

In Task 3 the focus is on systemically ranking and selecting the most relevant parameters with the 
estimated largest impact on a robust behavior. This is important in order to reduce the effort of 
overall robustness assessment and keep it within feasible limits in terms of cost, time and resources. 
A ranking of parameters with a subsequent deeper evaluation of parameter relevancies give the basis 
for the final selection at the end of this task. 

Sub-Task 3.1. Ranking Parameter Relevance 
Within this sub-step, prioritizing of parameters by assessing their influence on the objective 
function and ranking them is the main task. The goal is to find the parameters with the highest 
influence on the objective function. Ranking itself is realized with a pairwise comparison of pa-
rameters, based on qualitative weighting thru e.g. a Preference Matrix or Intensity-Relation Ma-
trix (see section Appendix B), with active and passive sums. Here experts and engineers use the 
available information gathered before in Task 1. The generated rank list is used to down select 
only the most influential parameters, suggested in Robust Design Theory according to Klein 6- 
10 parameters [64], that are further regarded in the robustness assessment. This helps to keep 
the effort of the overall assessment within feasible limits in terms of cost, time and resources. 

Sub-Task 3.2. Assessing Parameter Relevance 
Profoundly evaluating the relevance of each parameter and visualizing the dependencies and 
effects of each parameter are the tasks of this sub-step. Determining evaluation scores for each 
parameter is done with the acquired data from sub-step 3.1. Each active and passive sum for a 
parameter is transferred into an analysis scheme e.g. a GRID-Analysis as portfolio diagram as 
shown in the generic example of Figure 4.12. The parameters A to B, shown in the figure are 
placed according to their active and passive sums into four fields that determine the influence of 
a parameter on the objective function of a system. In this scheme field I (active field) contains 
strong main effects, field II (critical field) medium/weak main effects, field III (indifferent field) 
low/no effects and field IV (passive field) interacting effects between single parameters. In gen-
eral, one can state that parameters with main effects can be found in a decreasing order on the 
diagonal of the scheme. 
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Figure 4.12. GRID-Analysis in a portfolio scheme 

Sub-Task 3.3. Selecting Parameters for further assessment 
This sub-step consists of the selection of 6-10 parameters with the highest relevance, determined 
by the scores in task Sub-Task 3.2. These selected parameters are handed over to the next task 
4. 

Task 4. Robustness Quantification 

Resembling the core work of robustness assessment with five sub-steps, task 4 comprehensively 
includes all steps necessary for a robustness evaluation and quantification of each relevant parameter 
using robustness metrics on different levels. 
This is herein explained exemplary on the boom subsystem, and can be followed in Figure 4.13. 
After handing over the selected and relevant robustness parameters sub-task 4.1 establishes the de-
signs of experiments with two parallel paths, sub-task 4.1a) for a simulation and sub-task 4.1b) for a 
test campaign. In sub-task 4.2 the two parallel paths are continued each with 4.2a and 4.2b, by per-
forming a finite element analysis and an experiment, respectively, both with the outcome of a load-
displacement curve. The following sub-task 4.3 assesses the load displacement curves from FEA and 
experiments, thus determining robustness parameters like stiffness, characteristic points like collapse 
load or displacement at collapse (see also section 4.4.2). Further, in this sub-task basic statistical 
parameters are determined. In sub-task 4.4 the partial robustness metrics are determined according 
to equations (4.16), (4.17) and (4.19). Finally, in sub-task 4.5 the subsystem robustness metric is 
calculated using equation (4.15), followed by a comparison with the required robustness values (c.f. 
Table 4.2). Then, the overall system robustness can be determined from all calculated subsystem 
robustness metrics according to equation (4.7). These main results are then compared to required 
overall robustness levels (if available), thus giving the essential value for decision making in the over-
all design process if the system, subsystem or component is robust (enough) or not. If the results are 
deemed unsatisfactory, a design modification or optimization, that is not included in this thesis, 
might be performed and robustness be reiterated. 

Sub-Task 4.1.a) Design of Experiment for Simulation 
Design of experiments (DoE) is planned for a finite element simulation, based on the design 
variables (control factors) and the influence parameters (noise, inherent variation, environmental 
factors, obtained in section 4). For each simulative experiment a sample is planned for evaluation, 
while the sample size is based on trade-off between acceptable run time of each numerical model 
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and error. For each design of the sample a finite element model (FEM) is established and the 
input for the finite element model is generated. 

Sub-Task 4.1.b) Design of Experiment for Testing 
Design of experiments (DoE) for this sub-task is planned for practical experiments such as boom 
bending tests. These are based on test parameters (e.g. dimension of sample, aim of test) and the 
influence parameters (noise, inherent variation, environmental factors, obtained in section 4) that 
need to be regarded in the test sample or subsystem under test. For each practical experiment a 
sample is planned for testing, while the sample size is decided on the trade-off between effort of 
testing, generating the specimens and the necessary output for valid results. Inherent variations 
are already included in the sample by default or might be introduced for an isolated investigation 
separately. Thus, for each design of the sample a test setup is generated. 

Sub-Task 4.2.a) Performing Finite Element Analysis (FEA) 
In this branch of the sub-task, a three stepped finite element analysis (buckling analysis) is carried 
out for each sample. Firstly, a linear, static analysis to imprint imperfections using an eigenvalue 
analysis is performed; secondly a linear buckling analysis to obtain the characteristic boom de-
formation and thirdly a non-linear, static buckling analysis to derive the failure load. Further, 
inherent variations of design parameters are introduced to the simulation models through ran-
dom number generators (Monte-Carlo simulation). Finally, load as well as boom-tip displace-
ment data is obtained as output. 

Sub-Task 4.2.b) Performing Experiment 
This second branch of sub-task 4.2 contains the whole process of testing, including setting up 
the test stand and equipment as well as installing necessary sensors and their calibration. How-
ever, carrying out the tests and acquiring test data embodies the main process. 

Sub-Task 4.3. Result Assessment and Statistical Analysis 
In this sub-task, the acquired data from simulation and/or experiments is analyzed and post 
processed. This is done as a load-displacement curve is generated for each numerical model 
and/or test sample. Further, robustness parameters, here characteristic load points (local buck-
ling, global buckling, and collapse load) as well as stiffness and boom tip displacement at e.g. 
collapse load are determined. Following this, a statistical analysis is carried out to obtain basic 
statistical parameters (mean, standard deviation, coefficient of variance) and to compute reliabil-
ity. 

Sub-Task 4.4. Partial Robustness Metric Calculation 
In this sub-task the partial robustness metrics are calculated from the determined robustness 
parameters using equations (4.16), (4.17) and (4.19). 

Sub-Task 4.5. Subsystem Robustness Calculation 
Using the obtained partial robustness metrics and the previously defined weighting factors that 
regard the impact of consequences for each robustness parameter, the according subsystem ro-
bustness is calculated. Following this, the obtained values for the robustness metrics are com-
pared to the predefined scale values (Table 4.2) and the subsystem can be evaluated robust 
enough or not. If not satisfying a design modification or an optimization can take place, followed 
by another iteration of robustness assessment. 
 
Finally, determining the overall robustness value of the investigated system with equation (4.7) 
and comparing this as well as the subsystem or component robustness to required robustness 
value ranges (as assumed in Table 4.2 ) gives the information if an entity is robust (enough) or 
not. This and all information acquired throughout the whole robustness assessment is handed 
over as input to the overall design process, at the according level of complexity, as described in 
section 4.6. 
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Figure 4.13. Strategy for robustness quantification – exemplary on the boom subsystem 

4.6 Implementation in the Design Process  

Analyzing design and robustness of a complete GosSSS requires analyzing and optimizing its sub-
systems, components and materials as well, including the relations and interactions between these 
entities. A general implementation of the robustness assessment methodology in the design process 
of such systems is given in Figure 4.14. Robustness assessment is introduced for all levels of com-
plexity. The primary input is the initial design, derived from the overall spacecraft system design. It 
is based on the secondary input, such as mission definition and mission goal, mission constraints 
and requirements, objective function, defined overall robustness aimed for, and design rules for 
Gossamer structural space systems, being a possible condensation of the findings of this thesis. The 
aspired overall output is the final and robust design of the GosSSS. Starting with a system design 
process that considers the identified robustness parameters and details the initial design of the struc-
tural system, the procedure is carried out in a cascading manner subsequently over all levels of com-
plexity. Robustness assessment is initiated with what can be summarized as risk and sensitivity 
analysis, earlier described as tasks 1 to 3 in section 4.5, considering the specific mission risks and 
Gossamer technology risks, described in section 0. Following is the robustness quantification, the 
core task, thus delivering the value of the according robustness metrics. On each level, the calculated 
robustness values are compared to required robustness values and a decision process is initiated. 
Generally, if the analyzed level entity achieves the required robustness, its design is fed back into the 
next upper level of complexity. Otherwise, iterations are repeated and design modifications are made 
until a robust design is achieved, that can be transferred to the next upper level. 
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Two strategies of methodology application, as discussed earlier in section 4.3, are identified: a top-
down and a bottom-up strategy. In the top-down strategy, robustness is determined at the first iter-
ation, preferably at the highest level. The next lower level is only investigated if robustness is not 
satisfying or the system design is reiterated directly. This however presumes that e.g. the system 
model considers all major effects, interactions and component behavior. In case this information is 
known entirely and in detail from e.g. previous designs and design heritage, this top-down strategy 
can be applied to save time but demands large resources in order to predict robustness accurately 
and to find an optimal final robust design. On the other hand, this strategy might provide results 
with lower accuracy, due to missing or unknown information on subsystems, components, their 
interactions or effects. 
The bottom-up strategy considers more details, and establishes models (e.g. FE models or experi-
ments) on each level. Here the process is pursued through all levels, down to the lowest one. Further, 
during the first iteration all decisions are bypassed with “NO” (not robust). In this way the procedure 
is taken directly to the lowest and most detailed level, thus starting the whole assessment at the 
lowest complexity. However, it is assumed that an entity model (e.g. subsystem model) contains all 
characteristics of each lower level entity (components). In this strategy, the next lower level is ap-
proached, if robustness of a level entity is not satisfying the required robustness, instead of reiterating 
on the same level, as done in the top-down strategy. Nevertheless, this strategy relies on detailed and 
complete analysis at each level, thus providing a maximum accuracy in predictions and results. How-
ever, this is also very time consuming. 
Within this thesis an intermediate strategy is applied. The process is biased until subsystem level, 
consequently starting robustness assessment here, since almost all identified influencing parameters 
can be incorporated within a model at this point. Assuming a detailed knowledge base, the next 
lower level is only approached if an effect or influence cannot be acknowledged at subsystem level. 
The robustness assessment methodology is applied in the development phases A to C, as defined by 
ECSS [37], in order to make design changes. However, determining robustness by the proposed 
robustness assessment methodology is also valuable in later phases. This provides control of robust-
ness throughout service life and can even give valuable information about robustness during in-orbit 
operation. Within design phases the here developed methodology is located in the embodiment de-
sign of phases II and III in regard to the German industrial standard VDI 2221 [40]. 
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Figure 4.14. Design process with the implemented robustness assessment methodology – over 

all levels of complexity 
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4.7 Chapter Conclusion 

This chapter provides and discusses a novel robustness assessment methodology for Gossamer 
Structural Space Systems, based on the proposed hypotheses (cf. chapter 2). This methodology re-
gards a combination of different disciplines like design principles, risk & reliability assessment, tech-
nical assessments and robust design, as lacking aspects of each discipline by its own can thus be 
compensated. Furthermore, requirements are set and formulated into the classes: expressiveness, 
objectivity, simplicity, calculability, applicability, holistic and setting design limits, thus giving guid-
ance for defining robustness metrics. Considerations on conditional robustness are discussed in or-
der to make aware of how robustness on a level might affect the overall system robustness. While 
different strategies to approach system robustness, in form of top-down or bottom-up strategy are 
identified, they are discussed along with the advantages and disadvantages of each, with the outcome 
that an intermediate strategy should be chosen to determine the robustness of GosSSS within this 
thesis. As a main result, this chapter makes robustness measures available on all levels of complexity, 
with the specific quantification of robustness for GosSSS being a novelty in this regard. Mathemat-
ical approaches are generated, compared and expressed by relations of robustness parameters for 
system, subsystems and exemplary for a component. Furthermore, the cumulative approach is seen 
most useful, thus providing less conservatism, enabling effective weighting and supporting the main 
hypothesis (cf. chapter 2). Additionally, the framework of how to assess robustness is introduced. 
Firstly, the necessary tasks and sub-tasks to pursue a robustness assessment are provided. Secondly, 
the quantification strategy is scrutinized, explaining its steps and application. Here parallel paths, 
regarding numerical simulation as well as practical experiments, are joined in the process to provide 
characteristic robustness parameters e.g. buckling loads of the boom subsystem, and consequently 
generate the robustness values on all levels of complexity. Finally, a discussion is given about the 
implementation of the proposed robustness methodology in a design process, as well as in the con-
text of space and industry standards. 
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5. SENSITIVITY, RISK AND SYSTEM ANALYSIS – CASE STUDY 

5.1 The selected Gossamer Structural Space System 

Mainly a solar sail demonstrator serves as practical framework and case study for this thesis and is 
investigated regarding robustness. Additionally, at some points within this thesis, hardware provided 
by other projects is inserted for discussion. Nevertheless, the two applications described in the fol-
lowing provide the main context of robustness investigation. 
The first application is the solar sailing technology demonstrator Gossamer-1, a DLR project. The 
spacecraft for this application is aimed to apply and augment Gossamer technology of DLR in terms 
of CFRP boom & mechanism technology, thin foil technology and space system competence. 
Planned as technology demonstration mission it is the first step of originally three, of the “Gossamer 
Roadmap” of DLR and ESA [83], developed in 2009 and aimed for the development of ultra-light 
weight deployable technology, scalable in size and complexity. The roadmap consists of the three 
steps: In the first step, Gossamer-1, a planar 5 m x 5 m, 3-axis stabilized, squared in-orbit deploy-
ment demonstrator, serving as space qualified and scalable technology basis, should be realized and 
deployed in a 700 km (initially 320 km) orbit. An advanced 20 m x 20 m demonstrator (termed Gos-
samer-2) with a limited orbit and full attitude control, to be deployed in a 500 km orbit, should follow 
this. In the third step, a 50 m x 50 m fully functional solar sail (termed Gossamer-3) should be real-
ized, ready for being deployed in a full-scale solar sail mission at an orbit altitude of over 10,000 km. 
Although the road map has not exceeded development and ground qualification of Gossamer-1, it 
served as a valuable research and development base, and contributes major knowledge and data to 
this thesis. 
The second application partially discussed in this case study is the ESA-GSTP funded drag sail (de-
orbiting sail) ADEO (Architectural Design and Testing of a De-orbiting Subsystem), DLR partici-
pated as the contributor of booms, sails and basic deployment technology. Facilitating a passive 
principle, the ADEO subsystem is a scalable drag augmentation device that uses Earth’s residual 
atmosphere present in low Earth orbit. This very light-weight drag sail is deployed at EOL (End of 
Life) of the satellite in order to generate an altitude decay of the satellite followed by its burn up in 
the atmosphere when deorbiting. ADEO features a 25 m2, truncated, pyramidal drag sail, with a 
squared projected area and uses four deployable thin shell CFRP booms that deploy four triangular 
membrane sails are simultaneously. ADEO is mainly based on Gossamer-1 technology; however, its 
subsystems have been adapted and further developed for this drag sail application. 

5.1.1 Mission envelope and objectives 

The missions described in the following section provide the basic information for the sensitivity and 
risk analysis in the course of this chapter as well as the background for determining the influence 
factors in chapter 6. The different missions are used to generate an envelope of environmental ef-
fects, influences, constraints and requirements that determine structural robustness. Following in 
chapter 6, the influences of all missions are investigated, since the structural system should be scal-
able an applicable to all missions considered. Furthermore, the derived mission design envelop is 
graphically represented in Figure 5.1, in terms of orbital positioning. 
 
Attaining a space qualified basis of solar sail technology that proved its ability to deploy in-orbit is 
the focus of Gossamer-1. It should be launched within an international network of 50 CubeSats for 
multi-point, in-situ measurements in the lower thermosphere and re-entry research (EC FP7 Project 
QB50). In addition to the CubeSats, Gossamer-1 had been selected as an in-orbit demonstration 
mission (IOD mission) within QB50. Gossamer-1 was intended to be operated as a free flyer in a 
circular Low Earth Orbit (LEO) at an altitude of 700 km. Mission duration of this demonstrator was 
envisioned to be several weeks to several months. Decommissioning by drag forces by residual at-
mosphere in LEO was intended. The major aims for the Gossamer-1 mission are: The successful 
and controlled boom and sail deployment; the proof of functionality of thin-film photovoltaics on 
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thin film sails; monitoring sail and boom deployment, and transmitting data and overall space qual-
ifying the system. The in-situ determination and monitoring of boom loading, structural dynamic 
behavior like Eigenmodes and Eigenfrequencies, attitude estimation and estimation of the acting 
gravity and atmospheric drag. Further mission details and mission phases can be found literature 
[84–87]. 
An interplanetary solar sail mission for space weather warning, station keeping at a sunwards dis-
placed Lagrange point DL1 (also referred to Sub L1), as described by McInnes et al [88], may use 
the largest development stage of DLR’s solar sails with 65 m x 65 m (Gossamer-3 technology). The 
mission´s goal is to double the warning time of space weather events, like coronal mass ejections 
(CME), compared to conventional space weather missions like the ACE (Advanced Composition 
Explorer) mission of NASA and NOAA, located at Lagrange point L1 (see Figure 5.1), according 
to McInnes [88]. By exploiting solar radiation, the solar sail delivers artificial equilibria (of gravita-
tional forces) to the enhanced space weather mission in a restricted three-body problem (Sun-Solar 
Sail-Earth). This allows the sail craft to be located sunwards of the classical L1 point, at DL1, as 
illustrated in Figure 5.1, where it shall be deployed after Earth escape. The mission will provide space 
weather data for a period of about 10 years. 
As ADEO is designed with the intension of being an additional module of satellites, its mission is 
following subsequently a typical commercial satellite mission in LEO, augmenting drag forces as a 
drag sail and thus deorbiting the satellite. In order to initiate the de-orbit maneuver a large membrane 
surface is deployed which multiplies the drag effective surface of the satellite. The aim of ADEO is 
to increase drag forces and thereby causing an accelerated decay in orbit altitude of the satellite for 
decommissioning after service. De-orbiting itself however shall not exceed 25 years, while the booms 
have to be typically stored for 20 years until the deployment is initiated. This period includes 5 years 
of on ground stowage before launch and 15 years of on orbit stowage during service life of the 
satellite. Selecting the reference mission was done in such a way that the carrying satellite would fit 
on the European VEGA launcher as well as being operated in LEO, as this is currently the region 
that is most critical regarding space debris mitigation. This led to a generic satellite with a mass of 
about 1000 kg, operating on a 650 km orbit. Complying with ESA’s Space debris legislation to de-
orbit satellites in LEO within 25 years, the drag sail area of ADEO was determined to be 25 m2. 
Furthermore, the ADEO system design aims for passive attitude stabilization with its pyramidal 
shaped drag sail design, thus making active attitude control during de-orbiting expandable. Further 
information on this project and mission can be found in Sinn et al [89–91]. 
 

 
Figure 5.1. Considered mission design envelope (CME- coronal mass ejection, L1- Lagrange point 

1, DL1-Displaced Lagrange point 1) 
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5.1.2 Overall Structural System Architecture of Gossamer-1 

The fully deployed, squared and planar solar sail demonstrator Gossamer-1, as displayed in Figure 
5.2 a), is about 5.3 m x 5.3 m (6 m x 6 m measured from boom tips) in size, thus realizing a total sail 
area of about 27.5 m2. Gossamer-1 uses two thin shell CFRP boom assemblies of 8.6 m in length, 
configured in a cross-like arrangement, with a vertical offset. Once fully deployed, the booms span 
four identical triangular polyimide sail membranes. In stowed configuration, as displayed in Figure 
5.2 b), the spacecraft is as compact as 790 mm in diameter and 500 mm in height. Comprising of 
several subsystems and components, the structural system is categorized according to the method-
ology proposed in chapter 4, in the boom subsystem, the membrane subsystem, the mechanism 
subsystem and the interface subsystem, and the non-GosSSS central bus. While all subsystems, typ-
ical for deployable planar GosSSS, are described in detail in the following sections, the central bus 
system, termed Central S/C Unit (CSCU), is not. It is considered a regular space structure that could 
also be found in non-deployable spacecraft. However, it connects all subsystems and hosts compo-
nents, equipment and electrical subsystems like the DLR developed bus CLAVIS, batteries, PV cells, 
cameras, antennae. 
 
Deploying the sail craft is realized in a boom tip deployment, by simultaneously unrolling the booms 
out of the remotely controlled and electrically driven Boom & Sail Deployment Units (BSDUs), that 
in consequence unfurl the four sail quadrants. Here a unique sail stowage concept is facilitated in 
which each sail quadrant is stored on two different sail spools of two adjacent BSDUs. In Figure 5.3 
all stages of the deployment sequence for the spacecraft are depicted. The sequence starts in stowed 
configuration (a), with a compact size of 790 mm in diameter and 500 mm in height, featuring a 
mass of about 30 kg. Deploying all four booms tips and all four sail quadrants simultaneously with 
the deployment units results in an increase of functional area. Following an intermediate stage with 
the booms and sail quadrants partially deployed (b), the sail quadrants are then fully deployed, while 
the boom tips are still partially rolled up in the BSDU over a short length, thus keeping the BSDU 
attached to the spacecraft (c). In the next stage the BSDUs proceed deploying the boom tips, fol-
lowed by being jettisoned away, while the sails are already taut and fixed to the according boom sail 
interfaces (d). This leaves the sail craft fully deployed in sailing configuration (e) with a considerable 
mass reduction, consequently increasing the resulting thrust. The functional sail now features a size 
of 5.3 m x 5.3 m (27.5 m2), and a much lower mass of about 3.5 kg. Ideally the booms are under 
constant axial pressure load while the sail quadrants are mainly in a tensioned condition, during the 
complete deployment sequence. However, in reality loads deviate and a combination of axial com-
pression and bending moments is apparent, demanding certain robustness from the involved sub-
systems. 
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a) Fully deployed sailing configuration 

 
b) Stowed configuration 

Figure 5.2. Overall design of Gossamer-1 

 
Figure 5.3. Deployment sequence of Gossamer-1 

5.1.3 Boom Subsystem 

The boom subsystem, highlighted in Figure 5.4 a) thus locating it in the overall system, comprises 
several components. However, the whole Gossamer-1 system features two identical boom subsys-
tems in a cross-like arrangement in order to achieve the intended functional dimensions of 5 m x 
5 m for the solar sail. For simplification and in the light of robustness assessment a boom subsystem 
is investigated on one-half due to its symmetrical design. The main components and elements of the 
boom subsystem as highlighted (gray) in Figure 5.4 b) and c) are: the deployable boom, the boom 
load measurement system, the boom spacecraft interface (BSI), as well as the stop wings and one 
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counterpart of a Velcro® strip. Nevertheless, components of connected subsystems (left white in 
Figure 5.4 b), like the boom storage spool and the boom guide shell of the mechanism subsystem or 
the boom sail fixation ring (BSFR) as part of the interface subsystem determine boundary conditions 
and the load introduction of the boom subsystem for large parts. Further the main dimensions of 
the investigated symmetrical half of the boom subsystem with 4.3 m and 3.8 m for the fully deployed 
and functional boom length, respectively, are given in Figure 5.4 c). 
 
 

 
a) Boom subsystem located in the structural system Gossamer-1 

 
b) Main elements and components (gray) 

 
c) Main length dimensions 

Figure 5.4. Boom subsystem of Gossamer-1 
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The used thin shell, deployable CFRP booms are collapsible (flattened in cross section) and rolled 
up at their tip on storage spools (boom spools) with 100 mm in diameter, as displayed in Figure 5.4 
b). Such boom type can generally considered as collapsible tube mast (CTM [92]). Featuring a closed 
double Ω-shaped cross section when deployed, also referred to as lenticular, the boom is fabricated 
from a 0°/90° one-layer plain weave fabric (0° resembles the longitudinal boom axis) with a nominal 
shell thickness of only 0.14 mm when cured. Each boom further consists of two CFRP half shells 
that are symmetrically bonded along their flanges (flat region of the booms cross section). The ma-
terial’s elasticity and the dedicated double Ω-shaped cross section enable the boom to be flattened 
out over the whole length and rolled up on the cylindrical boom spool inside each deployment unit 
for stowage, as show exemplary in Figure 5.5 a). Within this process the cross-section transitions, 
according to Figure 5.5 b), from a nominal height of 60 mm and a width of 74 mm (deployed di-
mensions) to a flattened state with a nominal height of about 0.37 mm (thickness at flanges) and a 
width of 108.25 mm. These dimensions are the smallest possible values that allow coiling of the 
boom without reaching critical stress levels in the shell material and bonding layers. Dimensioning, 
however, this is not a subject of the here studied robustness. Once deployed a specific mass of about 
36 g/m is achieved for such a boom. By joining two 4.3 m boom components the full subsystem 
length of 8.6 m is achieved. Nevertheless, the remaining length between the functional length of 
3.8 m (see Figure 5.4 c), at which a sail quadrant is ankered to, measured from the subsystem center, 
and the total length of one boom subsystem is used for jettisoning the deployment mechanisms 
(BSDU) by pushing themselves off the boom tip. As illustrated in Figure 5.5 c) the ankering point 
on the boom is equipped with two stop wings that lock the sail interface ring (BSFR – Boom Sail 
Fixation Ring) to the boom and thus fix the sail corner at the functional deployed length. During 
deployment the stop wings slide thru the boom guide shells of the deployment units and the boom 
sail fixation ring, and erect by the intrinsic stored strain energy much like a tape spring. In this way 
the sail corners are kept from sliding back inwards and thus fixed the tensioned sail quadrants. For 
stowage, however, the stop wings are coiled up along with the boom as depicted in Figure 5.5 d). In 
order to transfer deployment loads in the phase of jettisoning a Velcro® strip is attached to the 
boom tip, connecting it to the actuator belt that is part of the mechanism subsystem and described 
in section 5.1.5. 
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a) Partially flattened and rolled up 
(stowed) thin shell CFRP boom 

b) Cross sectional boom dimensions 

  
c) Stop wings in locking position d) Stowed/rolled up stop wings 

Figure 5.5. Gossamer-1 boom cross sectional dimensions and principle 

 
Further features are reflective, incremental indicator stripes, a boom load measurement system, as 
well as protective Kapton tapes. As shown in Figure 5.6 a) two reflective stripes on each boom serve 
in combination with an optical sensor in the deployment mechanism subsystem as optical position 
measuring system for the deployed length. It facilitates increments to determine the exact position 
of the deployment unit on the deployed boom. 
As part of the boom load measurement system, that detects mechanical loads acting on the booms 
during deployment and operation, six strain gages are accommodated around the circumference, 
near the root, on each side of the joined booms. This arrangement is shown in Figure 5.6 a) and 
schematically illustrated in Figure 5.6 b). Besides general load monitoring, this sensor system is also 
used to detect boom overloading, thus giving essential information to trigger an emergency stop and 
additional FDIR (Fault Detection, Isolation and Recovery). In order to measure mechanical loads 
reliably under changing temperatures in orbit, a parallel strain gage system that is mechanically de-
coupled from the boom is introduced. This almost identical arrangement, termed Temperature Com-
pensation Dummy, facilitates the Active Dummy Method (or Active Strain Gage method), in which 
strains generated by thermal expansion are cancelled out, thus sensing only the relevant strains due 
to mechanical deformation of the boom. Realizing this is done by so-called dummy strain gages that 
are applied onto boom material samples (substrates) fixed in a frame and are free from mechanical 
boom loads. At the same time, they experience identical temperature conditions as the strain gages 
directly on the boom do. Electrically the dummy and boom strain gages are connected to adjacent 
sides of a Wheatstone bridge of the boom loading measurement system. The complete schematic 
arrangement of the boom loading measurement system is depicted in Figure 5.6 b). 
Additionally, two temperature sensors, one on each boom flange of a boom, positioned close to the 
subsystem center are applied, giving valuable on-orbit information about temperature peaks and 
changes. For further protection of the boom surface as well as for reduction of friction, four Kapton 
tape stripes are applied on each boom component along the whole boom length. 
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a) Sensors and components of the equipped qualification model 

 
b) Scheme of sensor arrangement 

Figure 5.6. Sensors and equipment of the boom subsystem 

 
Another major assembly of the boom subsystem is the boom spacecraft interface (BSI). Although it 
could be viewed as an interface subsystem itself, it is here considered an integral structural part of 
the boom subsystem since it is predominantly determining the boundary conditions of the boom 
root and inseparable connected to the boom assembly. Its main purpose is to fix the boom to the 
spacecraft bus structure, while enabling an adaption to the changing cross-sectional shape of the 
boom when transitioning from stowed to deployed configuration. At the same time, it must ensure 
sufficient stiffness in order to redirect occurring boom loads. These crucial features make stowage 
in the deployment units possible and consequently prevents the boom from being damaged during 
deployment or folding. In order to account for the transition from an intermediate cross section 
(stowed) to the full size (deployed), the BSI performs an articulated movement and is somewhat 
flexible. This principle of folding is illustrated in the images a) and b) of Figure 5.7, comparing stowed 
and deployed configurations. In contrast, to the full cross-sectional dimensions, for stowage the 
cross-sectional height of the boom is reduced while its width increases. An elastic self-actuation is 
realized with a foldable frame assembly in combination with CFRP tape springs to spring back and 
lock into the final position as shown in the images a) and b) of Figure 5.7. Further connection points 
between boom and BSI are two pin-like parts (anvil) that are bonded one on the upper and one on 
the lower shell of the joined booms. They are freely sliding in bushings, mounted in the upper plate 
like part and in the lower interface plate of the BSI. This enables a free cross-sectional extension of 
the boom height, while inhibiting shear movements caused by lateral bending of the boom. Con-
necting all adjacent parts of the BSI as well as the joined boom to the BSI is realized using custom 
made, flexible Aramid hinges as shown in Figure 5.7.c). 
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a) Stowed configuration (BSDU marked blue) b) Deployed configuration 

 
c) Components connections 

Figure 5.7. Boom spacecraft interface (BSI) 

5.1.4 Membrane Subsystem 

The full Gossamer-1 system comprises four identical membrane subsystems as depicted in Figure 
5.8 a), highlighting one of such subsystems. These subsystems, each a triangular sail quadrant, are 
spanned by the two boom subsystems to a total sail area of about 27.5 m2. However, they are further 
equipped with several components and features. The main elements and components of a membrane 
subsystem are: the polyimide sail quadrant, photovoltaic arrays, harnesses for electrically connecting 
the PV arrays as well as measuring currents, and different attachments for the interfaces at the sail 
corners. These main components are summarized in Figure 5.8 b). Folding of the membrane sub-
system is realized with a combination of frog leg (zig zag) folding followed by coiling the two ends 
of the resulting elongated package on adjacent spools (of BSDU), as shown in Figure 5.8 c), and has 
been developed by Seefeldt [86]. This folding methodology is chosen to be best suited regarding 
packaging efficiency and venting capability, and is key for a controlled deployment of the sails in the 
configuration of Gossamer-1. In this way solely the minimal required amount of sail area is uncoiled 
from the sail spools thus keeping the deployed part of the sail taught throughout the whole deploy-
ment process, without allowing a large slack. 
The information given in the following, describing the membrane subsystem, are reduced to the 
most important aspects. Further and more detailed information regarding the sail design, materials 
and their development are described by Seefeldt et al in [82, 85–87]. 
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a) Membrane subsystem located in the structural system 

 
b) Main elements and components 

 
c) Folding sequence according to Seefeldt [86] 

Figure 5.8. Membrane Subsystem of Gossamer-1 

 
The mentioned triangular sail quadrants are manufactured of the polyimide film UP ILEX-S® (by 
UBE Industries Ltd.), featuring a thickness of 7.5 µm and 100 nm vacuum deposited aluminum 
coating on both sides. Each quadrant is composed of four sheet segments that are joined with an 
adhesive transfer tape, thus featuring some rip stop reinforcement at the seams. Moreover, the sail 
edges are reinforced by folding them over and bonding them with an adhesive as well. Enabling 
trapped air to be vented off, in order to prevent the packaged sail from expanding in space and thus 
being damaged, is realized by using foil patches with venting holes every 100 mm along the sail edges. 
 
An assembled sail quadrant, however not yet equipped with additional features like bonded thin film 
PV modules (CIGS cells) and harnesses, undergoing ground deployment testing for evaluation of its 
mechanical functionality is described and visualized by Seefeldt in [85]. The pv modules are located 
at the inner corners of each sail quadrant, while electrically contacted with a flexible PCB (Printed 
Circuit Board) harness (main harness) that is running along the centerline of the triangular sail quad-
rant. 
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The sail quadrants are attached at three points to the overall structural system. While the inner sail 
corner is attached (bolted) to the structure of the central spacecraft unit (CSCU), the outer sail cor-
ners are attached to the interface subsystem, thus connecting the sail and the booms. However, these 
sail interface points are reinforced with a thicker copper coated polyimide foil, similar to the one of 
the flexible PCB substrate of the harness, and are featuring holes for the connection with bolts and 
thin stainless steel ropes, for the inner and the outer sail corners respectively. These reinforced in-
terface points of the sail quadrant are shown in Figure 5.9 a) and b) schematically, while the images 
c) and d) of Figure 5.9 display the built interface points that have been tested in diverse experiments. 
 

  

a) Reinforced interface point of outer sail 
corners 

b) Reinforced interface point of inner sail cor-
ner 

  
c) Outer sail corner connected to the I/F 
subsystem, during qualification testing [82] 

d) Inner sail corner at an early design stage  
folded sail quadrant [85]) 

Figure 5.9. Features of the membrane subsystem 

5.1.5 Mechanism Subsystem 

The before described boom and membrane subsystems are stored in and on four boxlike units as 
highlighted in Figure 5.10 a), the Boom & Sail Deployment Units (BSDU). They are holding the 
rolled-up ends of the booms and the coiled up sail packages. Moreover, two slightly different types 
of BSDUs are used, in order to compensate for the vertical offset of the arranged booms in the 
center of the spacecraft. Nevertheless, all BSDUs have identical components and are therefore con-
sidered identical in this thesis, specifically when regarding robustness assessment. They enable a 
motorized, simultaneous and controlled deployment of all booms and sails. Additionally, they carry 
all necessary mechanisms, power supply, antennas as well as cameras, to realize an autonomous de-
ployment in orbit. Such deployment unit comprises the two mechanism subsystems, the boom 
mechanism subsystem and the sail mechanism subsystem. Both mechanism subsystems, as an as-
sembly (BSDU), are located in the overall Gossamer-1 system as depicted in Figure 5.10 a). Providing 
a view on the combination of both mechanism subsystems to the overall deployment unit, however, 
is given Figure 5.10 b). Overall deployment is driven by the BSDUs that are moving away from the 
CSCU as described in section 5.1.2 and illustrated by Figure 5.3, while booms and sail quadrants are 
deployed simultaneously. In stowed configuration, all four BSDUs are locked to the central space-
craft unit. 
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The boom mechanism subsystem, as shown in Figure 5.10 c), consists of several components like 
the housing and structure, the belt winding mechanism (BWM), the boom spool (hub) including a 
brake and a boom guide, as well as launch locks. The housing and structure is made from CFRP 
sandwich panels with aluminum honeycomb core material, providing a high stiffness at a low weight. 
It connects the two mechanism subsystems to form the boom and sail deployment unit (BSDU). 
The boom is stored and coiled on the boom spool (sometimes referred to as boom hub), a rotatable 
CFRP cylinder, with an outer diameter of 100 mm and a width of 110 mm. The diameter is derived 
from the minimum radius a Gossamer-1 boom can be coiled on safely. The belt winding mechanism 
(BWM) reels in a stainless steel belt that is coiled along with the boom on the boom spool and 
therefore uncoils the boom as well. In this way, the boom pushes the BSDU away from the CSCU, 
thus unfurling the sail quadrants. Actuation is realized using an electric motor, while a counter acting 
brake system on the boom spool (boom spool brake) ensures a constant tension on the belt, a con-
trolled boom deployment and restrains the boom to a compact package thus preventing blossoming 
to occur. This makes the boom mechanism subsystem an actively actuating subsystem. The deploy-
ment of the 3.8 m functional boom length is realized in this way in about 7.5 min. In order to realize 
the jettisoning function of a BSDU, the Velcro® strip at the tip of a boom and its counterpart on 
the belt connects the two components, thus transferring shear loads in this last phase of deployment. 
Detaching the two Velcro® parts and consequently separating boom and belt is accomplished when 
the Velcro® strip passes a pulley and is peeled apart. Further components of this subsystem include 
the boom guides that lead the boom into the intended direction when deploying it out of the BSDU 
and three launch locks. One launch lock, a pin puller, restrains rotation of the boom spool for launch 
by a conical pin that locks into according holes of a gear wheel mounted on one sidewall of the 
boom spool. Once the destined orbit is reached the launch lock and therefore the boom spool is 
released, giving free rotation for deployment. Another launch lock, the non-explosive Ejection and 
Release Mechanism (ERM 250®, TiNi AEROSPACE, Inc., USA), separates the boom sail fixation 
ring (BSFR, see also section 5.1.5) from the BSDU, once it is interlocked into its final position on 
the boom and a separation sensor indicates this event. This enables the BSDU to continue moving 
and deploying the rest of the boom length to speed up for jettisoning, while the sail is fixed to the 
boom. The third launch lock of this subsystem secures the complete BSDU to the spacecraft struc-
ture (CSCU) for launch and is realized with a shape memory alloy actuator (Frangibolt®, TiNi AER-
OSPACE, Inc., USA) on the lower front side of the BSDU. Further information on this subsystem, 
in specific detailed descriptions of design, development and testing as well as electronic components, 
are given by Straubel & Zander [93], Straubel et al. [94] and Spröwitz et al. [84]. 
 



5 SENSITIVITY, RISK AND SYSTEM ANALYSIS – CASE STUDY           81 

 

 
a) Membrane subsystem located in the structural system 

 
b) Mechanism Subsystems (gray) assembled to the BSDU 

 
 

c) Boom mechanism subsystem d) Membrane mechanism subsystem 

Figure 5.10. Mechanism Subsystems and components 

 
The second mechanism subsystem, the membrane mechanism subsystem, as depicted in Figure 5.10 
d), is a passive subsystem that stores one half of a sail quadrant while it inhibits the part of the sail 
that is rolled up from unpurposely unfurling. This also provides a certain sail tension throughout the 
complete process of deployment. Each deployment unit (BSDU) features two of such subsystems, 
thus resulting in eight sail mechanism subsystem in the overall Gossamer-1 system. Its main com-
ponents are: the sail spool, support arms featuring ball-joint bearings, a brake and a launch lock. As 
described afore each sail quadrant is folded and coiled onto two sail spools. However, each of the 
slender, cylindrical sail spools, made of sintered aluminum alloy, holds one-half of an adjacent sail 
quadrants. This means that the two sail mechanism subsystems of a BSDU store the halves of two 
different sail quadrants. Additionally, the sail spool stores the part of the interface subsystem (insert) 
that attaches to the sail corner inside. It further features an axial groove and one perpendicular in 
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order to release the stored interface once the sail quadrant is fully deployed, the full functional boom 
length is reached and the interface subsystem is locked onto the boom. Until this event, the sail spool 
rotates around the mentioned interface part in order to uncoil the sail quadrant. Rotation however 
is enabled by ball-joint like bearings at the bottom and top of each sail spool. In order to prevent an 
uncontrolled or self-triggered sail deployment a brake mechanism facilitating a leaf spring that en-
gages a gear wheel at the lower shoulder of the sail spool is used. This enables the sail to be kept taut 
throughout deployment and operation and adds a maximum break torque of about 0.035 Nm, ac-
cording to Seefeldt [82]. It also allows a complete halt within the deployment process while providing 
a safe and taught sail stowage. For locking the sail mechanism, subsystem and its rotating parts for 
launch a form-fitting element on the spacecraft’s central structure (CSCU) locks into the same gear 
wheel that is used by the sail spool brake, thus securing this subsystem. Once in orbit, this launch 
lock is released and deployment is initiated. 
Further details on the sail mechanism subsystem, its components, their development as well as per-
formed testing is described by Seefeldt [82, 85, 86] and Spröwitz et al. [84]. 

5.1.6 Interface (I/F) Subsystem 

The interface subsystem further referred to as I/F subsystem is here defined as a subsystem that 
connects two other subsystems. Such a subsystem becomes necessary whenever other subsystems 
cannot be coupled directly, thus requiring additional functions and interfaces. The overall Gossamer-
1 system comprises four identical I/F subsystems, as depicted in Figure 5.11 a) highlighting one of 
such subsystems. The I/F subsystem connects the boom subsystem to two adjacent membrane sub-
systems in operational configuration (deployed) and the mechanism subsystems to both the boom 
and the membrane subsystem, when stowed and during deployment. It comprises of the boom sail 
fixation ring (BSFR) as mentioned before, a symmetrical truss structure with inserts and interface 
plates and three redundant steel wire loops on each side. In order to connect the two adjacent sail 
corners to the boom, the BSFR, an aluminum ring featuring the cross sectional contour of the semi-
deployed boom, interlocks with the flexible stop wings that erect on the boom, once the functional 
deployed boom length is reached (see also section 5.1.3). This in consequence fixes the sail quadrants 
to the boom. Initiating separation of the BSFR from the deployment unit (BSDU) is done at this 
point, indicated by the separation sensor. However, during deployment and while deploying (extrud-
ing) the boom out of the deployment unit, the BSFR is fixed to the BSDU with the boom running 
through it. The mechanical connection of the sail corners and the boom sail fixation ring is realized 
with an arm like truss structure featuring an insert with an interface plate and three steel wire loops 
attached at each side, as depicted in Figure 5.11 b). These loops run thru holes in the plate of the 
insert and thru the holes of the reinforced corners of the sail quadrant, thus connecting boom and 
membrane subsystems. The loops are made of Ø 0.45 mm steel wires and are closed by crimping 
their ends with metal sleeves. 
Enabling a special and necessary function, the insert of the truss is stored inside the sail spool during 
deployment and can rotate along with the unfurling sail quadrant. Furthermore, when the functional 
boom length is reached and the BSFR is locked onto the boom, the insert is pulled out of the sail 
spool thru the vertical groove, thus separating it from the sail mechanism subsystem. Illustrating this 
crucial feature in the images of Figure 5.11 c), the I/F subsystem during deployment (stored insert) 
and at the event of separation, are displayed from left to right, respectively. 
Further details regarding this subsystem and its components can be found in Seefeldt [82, 85, 86] as 
well as in Straubel & Zander [93]. 
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a) Interface subsystem located in the structural system 

 
b) Main elements and components (gray) 

 
c) Separation sequence of the interface during deployment (from left to right) 

Figure 5.11. Interface subsystem of Gossamer-1 

5.1.7 Realized Gossamer-1 Hardware 

The Gossamer-1 system was realized in an Engineering Qualification Model (EQM), a quarter model 
of Gossamer-1, and tested in a qualification campaign. This model comprises of the flight repre-
sentative main components (depicted in Figure 5.12) namely the CSCU test adapter; two Sail quad-
rants equipped with photovoltaics and dummies, representing the membrane subsystem, one fully 
equipped BSDU with sensors, actuators, antennas and electronics, representing the mechanism sub-
systems; the central flight electronics representing the bus system of the spacecraft and one boom 
subsystem attached to the according interfaces and fully equipped with sensors. In ground deploy-
ment tests, this reduced configuration is extended by linear units simulating adjacent BSDUs and the 
CSCU test adapter, made of aluminum, structurally simulating the CSCU, thus providing a repre-
sentative system. Individual subsystems and components were realized as engineering and qualifica-
tion models and in different stages of development. These subsystems and components have been 
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tested in different test campaigns over the project duration ranging from mechanical characterization 
of booms, sail manufacturing and folding studies, to characterization and functional testing of indi-
vidual mechanisms and finally system qualification tests, as described in several publications [84–86, 
93, 95]. This included vibration testing, venting tests, thermal vacuum testing, partial deployment 
and full deployment testing. Further aiming for TRL 5 for the main technologies, testing was per-
formed under representative environmental conditions. It proved to be well designed for all occur-
ring launch, deployment and operational loads as described by Seefeldt et al in [86], thus finishing 
the Gossamer-1 project with an TRL level of 5 and providing qualified technology for subsequent 
projects and. 
 

 
 

a) Membrane subsystem prepared for integra-
tion 

b) Mechanism subsystem partially integrated 

 
c) Deployed Boom subsystem in clean room 

  
d) Stowed Overall system before vibration 

testing 
e) Deployed (built) overall system during de-

ployment testing 

Figure 5.12. Built and tested Gossamer-1 system model (EQM) 

 

5.2 Identification of Functions, Robustness Parameters and associated Weighting Fac-

tors 

This subsection provides a systematic breakdown of the Gossamer-1 structural system as well as its 
main functions. Furthermore, the robustness parameters that determine partial robustness metrics 
for each subsystem are derived specifically for Gossamer-1 while following the general methodology 
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proposed in section 4.4.4. Finally, the associated weighting factors that influence the impact of each 
robustness parameter, the partial robustness weighting factors, are determined by rating the degree 
of function fulfillment. This section is sought to investigate 2. Work Hypothesis, that demands real-
istic and measureable parameters that define robustness. 

5.2.1 System Structure and Functions Analysis 

The structure and functions analysis are a vital part of the overall analysis steps. This can be consid-
ered as steps of a Failure, Mechanisms, Effects and Criticality Analysis (FMECA). In the following, 
the structural analysis performed with the aim to determine all elements of the Gossamer-1 system 
and visualized their connections and hierarchy. Facilitating a structural breakdown of the Gossamer-
1 system visualizes its elements and gives an overview, as shown in Figure 5.13. Here the system is 
analyzed on different levels of complexity as granularity increases from system, subsystem, assembly 
to component level. While each element is arranged and connected according to its relation to the 
next higher element in hierarchy, some subsystems feature no assembly level, like the Membrane 
Mechanism and the I/F Subsystem, as they are built up from components directly, due to their 
moderate complexity. For subsystems that do feature assemblies, their components are clustered at 
the lowest level of complexity for better visibility, along with the components that are directly and 
additionally making up a subsystem. On every level, each element is given an element code and 
element name as an identifier for the subsequent analysis. Coding is done following the hierarchy 
throughout the different levels. Starting at the subsystem level with capital letters on each level an 
individual number or letter is added resulting in a unique identifier for each element. As defined 
before in section 5.1 the subsystems are: The Membrane Subsystem, the Boom Mechanism Subsys-
tem, the Membrane Mechanism Subsystem, the Boom Subsystem and the Interface Subsystem, 
coded A, B, C, D and E, respectively. The CSCU is not included in the study since it is rather con-
sidered a regular structure than a characteristic element of a GosSSS. However, for completion it is 
listed in Figure 5.13 as well. As stated, before the focus in this thesis is put on the Boom Subsystem 
and its inferior elements as marked out in Figure 5.15, and is scrutinized more closely further analysis 
specifically in chapters 6 and 7. 
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Followed by the structural breakdown of the system the most crucial functions of each element from 
component up to subsystem level, over all subsystems are analyzed. This is done in order to subse-
quently identify the relevant robustness parameters for each main function of a subsystem in section 
5.2.2. While all main functions of each Gossamer-1 subsystem are given and described in the fol-
lowing, a complete list describing all functions on every level of complexity down to component 
level is given in Table C. 1 of appendix Appendix C. Note that functions which cannot directly be 
associated with the structural subsystems e.g. those of electronics or information subsystems are not 
considered here. In the following paragraphs the system and subsystem main functions, their iden-
tifier as well as a description is given. The coding principle mentioned before is continued here as 
well. 
 

System Main Function: 

Function 1: Provide propulsion/thrust to spacecraft 

 The primary function of the Gossamer-1 solar sail system is to convert mainly 
solar radiation pressure, by reflection and by a small fraction through absorption 
and emission, into propulsive thrust for a spacecraft. 
Analogously, in ADEO, the system is used to decelerate a spacecraft by drag aug-
mentation of the residual atmosphere. 

 
 

Boom Subsystem Main Functions: 

Function 1: Transfer loads and provide stiffness 

(D-F1) The Boom Subsystem as a whole serves the function of transferring loads, origi-
nated in the solar radiation pressure exerted on the membranes (sails) and in de-
ployment forces when unfurling the membranes, into the spacecraft. 
To do so the loads must be transferred from the sails thrush and by several com-
ponents of the boom subsystem, while certain stiffness must be provided. 

 
 

Function 2: Deploy Membranes 

(D-F2) Secondly, the Boom Subsystem serves the function of deploying the membranes 
as it is deployed itself as a major structural element of the system. This function is 
coupled to the first function, as load transfer is necessary in to deploy the mem-
branes. 

 
 

Function 3: Span membranes to intended dimensions and orient them into intended direction 

(D-F3) The third function is spanning the membranes to the intended dimensions and 
area needed for solar sailing. It further serves to orient the membrane area into 
the intended direction as this defines the impulse direction exerted by solar radia-
tion pressure. 

 



88 5 SENSITIVITY, RISK AND SYSTEM ANALYSIS – CASE STUDY 

 

Membrane Subsystem Main Functions: 

Function 1: Reflect solar radiation 

(A-F1) The primary function is to physically reflect the incident photons of the solar ra-
diation pressure, while also absorbing and emitting a small fraction. This involves 
several components of the Membrane Subsystem, as the sail quadrant must be 
sufficient in materials, size and shape. 

 
 

Function 2: Transfer solar radiation loads into mechanical loads/propulsion 

(A-F2) This function consists of transferring the impulse by solar radiation pressure and 
its reflection into mechanical loads of the structural system for spacecraft propul-
sion. It is realized mechanically by the sail quadrant and interface points at the sail 
corners as they transfer impulse loads thru its membrane structure into the adja-
cent I/F and Boom Subsystem. 

 
 

Function 3: Generate electrical power 

(A-F3) Thirdly, the function of generating electrical power by the pv modules, arranged 
on the sail quadrant, and the connected harnesses needs to be fulfilled. This rep-
resents a secondary function as it is realized mainly to power auxiliary electrical 
systems and for research of facilitating thin film photovoltaics. 

 
 

I/F Subsystem Main Functions: 

Function 1: Transfer loads between adjacent subsystems and connect 

(E-F1) Serving the purpose of transferring loads between the Membrane Subsystem and 
the Boom Subsystem, this function enables the necessary load path into the space-
craft, in order to generate thrust. This function can simply be viewed as providing 
connection between Membrane and Boom subsystems during operation, after 
separation. 

 
 

Function 2: Provide accurate membrane dimensions, tension and orientation 

(D-F2) The second function consists of providing to the accurate dimensions, membrane 
tension as well as orientation of the deployed Membrane Subsystem, ruled by the 
geometric properties of the I/F Subsystem. This function is realized by all com-
ponents of the I/F Subsystem, along with the Boom Subsystem. 
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Boom Mechanism Subsystem Main Functions: 

Function 1: Store booms 

(B-F1) This essential function represents the storage of the thin shell CFRP booms that 
are flattened and reeled up on the boom spool for this purpose. The co-reeled belt 
of the BWM and one part of the Velcro strip on the boom spool further ensure a 
tightly and securely stored boom with high packaging density. This function fur-
ther ensures secure stowage by restraining the boom and inhibiting blossoming or 
unwanted self-deployment. 

 
 

Function 2: Deploy booms in a controlled manner 

(B-F2) Deploying the booms in a controlled manner, with a controlled speed and de-
ployed length, and in a predefined extrusion direction is realized with this function 
using the BWM, sensors as well as the boom guide. This function consequently 
deploys the sail quadrants, while it further drives the BSDU away from the CSCU 
(spacecraft) and thus enables the jettisoning action. 

 
 

Function 3: Hold and Support Mechanism Subsystems and I/F Subsystem 

(B-F3) The third function consist of providing the structure, and therefore stiffness and 
load transfer, to hold and support the Membrane Mechanism Subsystem and the 
I/F Subsystem, while latter only is the case during deployment, prior to separation. 
This function also provides the fixation of all subsystems to the spacecraft by the 
launch locks during launch. 

 

Membrane Mechanism Subsystem Main Functions: 

Function 1: Store Membrane Subsystem (sail) 

(C-F1) Storing the zig-zag folded sails (membrane subsystem) securely reeled up on the 
sail spool is represented by this function. As explained before one membrane sub-
system is stored on two sail spools of two BSDU, each holding one half. A defined 
storage is considered the essential part of this function. The sail spool in combi-
nation with launch locks and the spool brake ensure a tightly and securely stored 
Membrane Subsystem aiming for a high packaging density. This function further 
provides secure stowage by inhibiting blossoming and unwanted unfurling of the 
Membrane Subsystem during launch and deployment. 

 
 

Function 2: Dispense/deploy sail quadrants in a controlled manner 

(C-F2) The second function consists of controlling the sail (membrane subsystem) de-
ployment. More precisely controlled dispensing of the sail under a defined tension 
and speed is realized by this function, as the sail spool brake generates a braking 
torque counteracting to the forces exerted by the deploying booms. 

5.2.2 Derived Robustness Parameters and Determination of Partial Robustness 

Weighting Factors 

As proposed in the previous chapter, it can be said that system robustness of a GosSSS is generally 
determined from a combination of subsystem robustness metrics that comprise several partial ro-
bustness metrics. A partial robustness metric as proposed in section 4.4.4 is determined by robust-
ness parameters specific for each subsystem or component mostly as a ratio of undisturbed versus 
influenced values and the according partial robustness weighting factors. The robustness parameters 
are derived from two aspects to be considered, the requirements that have been set for robustness 
itself in section 4.1, and the main functions each subsystem has to fulfill. The according weighting 
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factors are determined by prefering the robustness parameters for each function. This is exemplary 
described for the subsystems of Gossamer-1 in the following. 

Boom Subsystem Robustness Parameters 

Recapitulating section 4.4.4, the general boom subsystem robustness 𝑅𝑜𝐵𝑜𝑜𝑚𝑆 is determined from 

three partial robustness metrics: stiffness-based robustness 𝑅𝑜𝜅, load-based robustness 𝑅𝑜𝐿 and dis-

placement-based robustness 𝑅𝑜𝑢, given in the equations (4.16), (4.17) and (4.19) respectively. This 
is adopted to the boom subsystem of Gossamer-1. As proposed, the robustness parameters that 
determine the three partial robustness metrics are stiffness (bending stiffness), the characteristic 

buckling load and the boom tip displacement. Stiffness can either be the flexural rigidity 𝐸𝐼 or the 

bending stiffness 𝑐 that are typical measures in the characterization of boom structures. The charac-

teristic buckling load itself is exchangeable and can be selected to be the collapse 𝐶𝐿 or global buck-

ling load  𝐺𝐵 , as described before. However, for simplification at this point the characteristic 

buckling load is generally denoted by 𝐿 and stiffenss by 𝜅. Both robustness parameters comply with 
the requirements that have been set in section 4.1. for robustness itself. They are expressive and 
applicable for GosSSS as well as measureable metrics, especially when determining robustness on 
existing hardware. Here stiffness and characteristic buckling load can be measured in practical tests 
as scrutinized in chapter 7, in boom bending tests on the boom subsystem and the boom component. 
Another important aspect is the compliance of the derived robustness parameters with the main 

functions of a subsystem. For the Gossamer-1 Boom Subsystem the stiffness 𝜅 and the characteris-

tic buckling load 𝐿 indicate the fulfillment of the main functions D-F1 and D-F2. For D-F1 that 

serves the function of transferring loads and providing certain stiffness, stiffness 𝜅 and the charac-

teristic buckling load 𝐿 are well suited to be used as direct measures and involve all assemblies. The 
boom assembly with all its components as well as the BSI serve as the main contributing assemblies, 
while the Boom Load Measurement System detects the loads on orbit. Both robustness parameters 

𝜅 and 𝐿 of the Gossamer-1 Boom Subsystem are further suited to represent main function D-F2, 
although in an indirect way, as stiffness and a certain load needs to be provided in order to reach 
necessary membrane deployment loads and the associated restraining and control loads. They can 
also be associated with function D-F3 as boom bending stiffness in consequence affects the mem-
brane dimensions and orientation and certain load levels are necessary to span the sail quadrants and 
keep them taught and under tension. 

The robustness parameter boom tip displacement, here generally denoted by 𝑢, is presumed a sum 
of different displacement components, having their cause in different influences, as described in 
section 4.4.4. It considers the boom tip displacement caused by mechanical loads, thermal loads and 
by dimensional and shape imperfections mainly of the boom assembly and in combination with the 
BSI and partially the boom guide. Such imperfections are imprinted or plastic deformations origi-
nated in creep as well as manufacturing induced as practically determined as influence factors in 
chapter 6. As a robustness parameter the boom tip displacement complies with the requirements set 

in section 4.1., expressiveness, objectivity, calculability and applicability. Moreover, 𝑢 is measureable 
as done on the Gossamer-1 Boom Subsystem in boom bending tests and the boom component in 
chapter 7. In terms of measuring functional fulfillment it complies well with main function D-F3. 

Here 𝑢 is facilitated as a measure that determines the intended sail dimensions and orientation of 
the spanned membrane, as the sail corners are connected via components of the I/F Subsystem to 
the boom tip. It is further indirectly contributing to the fulfillment of D-F1 as it partially determines 
the bending stiffness of the boom subsystem. 

Membrane Subsystem Robustness Parameters 

Robustness of the membrane subsystem 𝑅𝑜𝑀𝑒𝑚𝑏𝑟𝑎𝑛𝑒𝑆 ,as generally proposed in section 4.4.4, con-

sists of three partial robustness metrics: 𝑅𝑜𝑅𝑆 , 𝑅𝑜𝑆𝑅𝑀𝑆 and 𝑅𝑜𝐿𝑀 , that are reflectivity-based, shape-

accuracy-based and a load-based, respectively. This approach is adopted to the Membrane Subsystem 
of Gossamer-1, as the subsystem and partial robustness metrics satisfy the requirements, set in 
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section 4.1, for the developed methodology. Thus, the robustness parameters for the Gossamer-1 
membrane subsystem comprise the robustness parameters reflectivity, shape accuracy and mem-
brane load. 

Reflectivity, here denoted by 𝑅𝑆, is considered a good indicator for the thrust capabilities of a solar 
sail system, as Gossamer-1 obtains propulsion mainly from the reflection of radiation. It is mainly 
determined by the material surface property of the sheets of the sail quadrant e.g. the aluminum 
coating in combination with the polyimide substrate foil. This robustness parameter is considered a 
direct measure of the subsystem main function A-F1 and thus fully resembles it in the according 
partial robustness metric. 

The robustness parameter shape accuracy, denoted by 𝑆𝑅𝑀𝑆, is based on the assumption that a de-
fined shape and dimensions provide a defined functionality, here reflection of radiation. Shape ac-
curacy represents e.g. flatness and dimensions the sail quadrant and its different sheets it is assembled 
of and affects the fulfillment of the Membrane Subsystem main functions. It contributes mainly to 
the fulfillment of A-F1 since the global shape e.g. flatness needs to feature a certain accuracy in order 
to provide the demanded reflection for a large area. For the main function A-F2 the shape accuracy 
is rather a result of a successful load transfer than the reason. Hence it could be seen as an indirect 
measure and indicator for this function. However, when considering the dimensions of the sail quad-
rant, it certainly affects the load distribution. In a minor way this robustness parameter affects also 
function A-F3, as the pv modules need to be oriented towards the light source, which is ruled by the 
shape accuracy and orientation of the membrane subsystem. The fulfillment of all main functions of 
the Gossamer-1 Membrane Subsystem is affected by deviations and variations from the defined 
shape or dimensions on a macroscopic scale. Such deviations might show in creases, local distortion 
or large deformations, as Gossamer-1 might experience sail billowing in the order of several centi-
meters according to Seefeldt [82]. 

The third robustness parameter of this subsystem is the load 𝐿𝑀 of the membrane subsystem. It 
resembles the tension load when the sail quadrant is spanned and is further transferred via the sail 
quadrant and interface corners into the I/F Subsystem and from there into the boom subsystem. A 
load below the necessary value will result in unacceptable performance and functionality loss, while 
exceeding a certain threshold may provoke damage and functionality loss. Hence, this robustness 
parameter fully represents and affects the fulfillment of A-F2. Additionally, and in order to incorpo-
rate a robustness parameter specifically for function A-F3, the voltage generated by the pv modules 

𝑉𝑀 is proposed for future work on this topic. Since this thesis concentrates solely on structural ele-
ments that are specific to GosSSS, this parameter is not further considered. 

I/F Subsystem Robustness Parameters 

The generally proposed robustness for an I/F subsystem 𝑅𝑜𝐼/𝐹𝑆 is determined from two partial ro-

bustness metrics: a length-change-based partial robustness metric and a tensile-load-based partial 

robustness, 𝑅𝑜∆𝑙 and 𝑅𝑜𝐿𝑡, respectively. This is adopted to the I/F Subsystem of the Gossamer-1 

system. 

The length of the interface subsystem, denoted by 𝑙, is derived as robustness parameter. In the ac-
cording robustness metric this is represented by the deviation of the measured or predicted interface 

length value 𝑙𝑖 after being influenced by noise, from the required interface length value 𝑙0 (see equa-
tion (4.28)). This robustness parameter largely represents function E-F2 and is considered a direct 
measure of its fulfillment, as the accuracy of the spanned sail quadrant dimensions directly depend 

on the length of the interface it is connected to. While ∆𝑙 is determined for the complete I/F Sub-
system, the wire loops are considered to contribute the most to length variations. 

The second robustness parameter is the tensile I/F load, denoted by 𝐿𝑡. It resembles the load that 
has to be transferred by the I/F Subsystem between the Membrane and Boom Subsystems. It is 
transferred from a tensile load in the wire loops that are connected to the sail corner interfaces to a 
combined load vector at the boom sail fixation ring, resulting in transversal and axial load compo-
nents in the boom assembly. The truss and insert are the components that transfer the load type. 
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The tensile I/F load as robustness parameter fully represents function E-F1 and contribute directly 
to its fulfillment. It further represents indirectly function E-F2, as it contributes partially to its ful-
fillment by introducing the I/F tensile load in order to span the membrane subsystem to its dimen-
sions, shape and orientation. 

Boom Mechanism Subsystem Robustness Parameters 

The general proposal that a mechanism subsystem robustness consists of two partial robustness 
metrics, based on the robustness parameters: torque, necessary for deploying, and the packaging 
diameter of the according element (boom or membrane), is principally adopted to the Boom Mech-
anism Subsystem of Gossamer-1. 
However, since torque is not directly applied for boom deployment in Gossamer-1 and instead the 
co-coiled belt of the Belt Winding Mechanism (BWM) is pulled out to deploy the stowed booms 

generating a spool-off force, torque is replaced by the robustness parameter 𝐹𝑆𝐵 , the spool-off force, 

thus introducing the spool-off-force based partial robustness 𝑅𝑜𝐹𝑆𝐵 , as given in equation (4.32). A 

large advantage is the practical measurement of the spool-off force when testing this mechanism 
subsystem or its assemblies. In regard to function B-F1, the spool-off force is only an indirect meas-
ure of its fulfillment since it must overcome the restraining force that keeps the boom tightly pack-
aged. Nevertheless, a spool-off force of too low or too high amplitude can indicate a faulty storage 
or packaging. On the other hand it fully represents function B-F2 and is a direct measure of its 
fulfillment since variation in load values show the controllability of the deployment while the ampli-
tude measures the restraining and friction forces to be overcome for deployment. 

The second robustness parameter for this subsystem is the boom packaging diameter 𝑑𝐵. This is the 
outer diameter of the stored boom, rolled up on the boom spool, resembling the packaging den-
sity/packaging efficiency of the stored boom. Presuming the stored boom itself can be rolled up 
onto the boom spool without exceeding material strain and strength limits, the Boom Mechanism 
Subsystem largely rules the packaging diameter (packaging efficiency) by its ability to maintain re-
strainment throughout different phases. It further reflects the ability of the Boom Mechanism Sub-
system, in specific the BWM assembly, the boom spool and boom spool brake, in combination with 
the boom guide assembly, to maintain storage quality past integration and handling, during and after 
launch, as well as during deployment. The boom packaging diameter fully represents function B-F1 
and contributes largely to its fulfillment, while it is also a direct measure of the function. In order to 
provide a robustness parameter that represents main function B-F3, a dynamic load e.g. a load value 
the structure must sustain during launch or vibration testing is here proposed to be introduced in a 
future work. Since the thesis focuses solely on structural elements that are specific to GosSSS, this 
parameter is not further investigated. 

Membrane Mechanism Subsystem Robustness Parameters 

Similar to the above described robustness parameters for the Boom Mechanisms Subsystem, the 
Membrane Mechanisms Subsystem for Gossamer-1 also adopts the general proposal that a mecha-
nism subsystem robustness consists of two partial robustness metrics facilitating one robustness 
parameter each. 

Again, torque is replaced by a spool-off force robustness parameter, here denoted by 𝐹𝑆𝑀, since the 
Membrane Subsystem of Gossamer-1 is spooled off the sail spool by pulling rather than by direct 

torque application. With this circumstance a spool-off-force based partial robustness 𝑅𝑜𝐹𝑆𝑀  is in-

troduced, as given with the general equation (4.32). The practical measurement of the spool-off force 
when testing the Membrane Mechanism Subsystem or its assemblies is again a considerable ad-
vantage. Hence, this robustness parameter determines inhomogeneity, detrimental dynamics and ex-

ceeding loads limits of the sail deployment. In regard to function C-F1, 𝐹𝑆𝑀  is only an indirect 
measure of its fullfilment since it must overcome the restraining force that keeps the sail package 
tightly packed, and therefore might indicate proper storage. However, fully representing function C-
F2, the membrane spool-off force is considered a direct measure of its fulfillment. While variations 
in load values indicate the controllability of the deployment, the amplitude indicates the restrainment, 
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provided by the sail spool brake, and friction forces, generated by the bearings and internally by the 
folds of the sail, to be overcome for deployment. 
The second robustness parameter for the Gossamer-1 membrane mechanism subsystem is the mem-

brane packaging diameter 𝑑𝑀, similar to that of the Boom Mechanism Subsystem. It represents the 
outer diameter of the stored sail that is folded and rolled up on the sail spool, resembling the pack-
aging density/packaging efficiency of the stored sail. Presuming the fold lines of the sail assembly 
are optimally arranged to reach a minimal packaging diameter, the Membrane Mechanism Subsystem 
largely rules the packaging diameter (packaging efficiency) by its ability to maintain restrainment. It 
further reflects the ability of the Membrane Mechanism Subsystem to maintain storage quality past 
integration and handling, during and after launch, as well as during deployment. This specifically 
involves the interaction of the sail spool, sail brake, launch locks and bearings, with the moving 
BSDU. The membrane packaging diameter as robustness parameter fully represents main function 
C-F1 and contributes largely to its functional fulfillment. It can also be seen as a direct measure of 
the function. A direct relation to main function C-F2 is not apparent. 

Determination of Partial Robustness Weighting Factors for Boom Subsystem 

Following the developed assessment methodology, described in chapter 4, for each robustness pa-
rameter a weighting factor is determined. The procedure and the results are explained in the follow-
ing section. In order to determine values for the according weighting factors, a scoring method is 
facilitated to generate these values in an assessment. Assessed are the robustness parameters in terms 
of their contribution to the fulfillment of main functions of the according subsystem. 
Rating is performed by asking the following questions for each robustness parameter under investi-
gation: 

1. How well does the robustness parameter represent the considered function? 

2. How much is the robustness parameter contributing to the fulfillment of the considered function? 

3. To what extend is the robustness parameter a measure of function fulfillment? 

Further each robustness parameter is rated with an ordinal scale ranging from zero to ten. Here, zero 
resembles a parameter that is “not representing” or that provides “no contribution” to the fulfillment 
of the according main function, while a rated value of ten for a robustness parameter is deemed 
“fully representative” or “fully contributing” to the fulfillment of the according main function. All 
rating values for a robustness parameter are cumulated to a partial sum, which is then normalized 
based on the sum over all robustness parameters for a subsystem. This results in a weighting factor 
for each robustness parameter. Applying the scoring method at this point, as discussed in detail 
among other methods in Appendix B, requires that the overall sum of all weighting factors of a set 
of evaluated parameters, here all robustness parameters for a subsystem, must be equal to one. The 
value determination of the partial robustness weighting factors can be followed on the example of 
the Gossamer-1 Boom Subsystem, in the score matrix of Figure 5.14. For all other subsystems of 
Gossamer-1 the according score matrices as well as the reasoning for the rating can be found in 
Appendix C. Moreover, a comprehensive list of determined partial robustness weighting factors is 
given below in  
Table 5.1, while the following sections describe the reasoning for each rating. 
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Rating Boom Subsystem robustness parameters 

Stiffness − considered a direct measure of D-F1 and is therefore rated very high for 
this main function 

− medium rated in regard to the function fulfillment of D-F2, since it is nec-
essary to realize deployment and contributes to it 

− for D-F3 fulfillment rated medium high, although a high stiffness contrib-
utes to fulfilling dimensional requirements; it is not a direct measure. 

 
 

Characteristic 
load 

− is contributing in a high degree to main function D-F1 as it resembles the 
maximum possible load that can be transferred before the structure col-
lapses; considered a direct measure of the load transfer 

− medium rated to contribute to the fulfillment of main function D-F2 since 
the achievable buckling load during deployment is required for a success-
ful membrane deployment; is not a direct measure in this regard 

− medium rated for contribution to main function D-F3, as loads are neces-
sary to span the membrane subsystems and keep them taught and under 
tension 

 
 

Boom Tip 
Displacement 

− is indirectly contributing to the fulfillment of D-F1, since it is embodied 
in the stiffness 

− not considered to represent the fulfillment of main function D-F2 

− rated high in regard to representing the fulfillment of function D-F3, due 
to the fact that the boom-tip displacement largely determines the dimen-
sions, pointing and orientation of the spanned sail quadrant 
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Figure 5.14. Partial robustness weighting factors determined for the Boom Subsystem 

 
Table 5.1. Overview determined partial robustness weighting factors 

𝑤𝑖
𝑤𝜅 

𝑤𝐿
𝑤𝑢
𝑤𝑅𝑆  

𝑤𝑆𝑅𝑀𝑆
𝑤𝐿𝑀
𝑤∆𝑙 

𝑤𝐿𝑡
𝑤𝐹𝑆𝐵  

𝑤𝑑𝐵
𝑤𝐹𝑆𝑀  

𝑤𝑑𝑀
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5.3 Mission Phases & Relevance 

The Gossamer-1 solar sail demonstrator mission is aiming to prove controllable, autonomous and 
reliable deployment of Gossamer structural space system as described before in section 5.1. It further 
aims to demonstrate power generation with thin film photovoltaics as well as to obtain in-situ sci-
entific data of the structural behavior and attitude characteristics. This subsection further pursues to 
account for conditionality of robustness, as presumed by the 4. Work Hypothesis, relating function-
ality and consequently robustness to the different mission phases, requirements and conditions. 
 
The mission key characteristics that provide the frame of action to realize these aims are the follow-
ing: 
 

Operational orbit: 700 km; circular sun-synchronous 

Orbits per day: 8-7 

Inclination: 98.1° 

Launch vehicle: Cyclone-4 

Mission duration: 6-12 weeks 

 
The course of the mission is divided into nine phases, as illustrated in Figure 5.15 and explained in 
the following. 
 
Phase 1: Launch and Separation 
The Gossamer-1 spacecraft is launched and inserted into the target orbit, followed by the separation 
from the launcher, followed by activation (power on). 
 
Phase 2: Initial Boot 
Still stowed, the central spacecraft unit (CSCU) with its board computers and S-Band communica-
tion systems are booted. The first contact to ground station is acquired and test images of the on 
board cameras (on the CSCU) are downlinked. About two ground contacts are established during 
this phase. 
 
Phase 3: BSDU power on and boot 
Still in stowed configuration, the deployment units (BSDU) are activated and booted. Then on board, 
wireless communication is activated and a blue tooth connection between central spacecraft unit and 
deployment units, in order to command deployment, is established. Network charging of deploy-
ment unit is initialized and sensor data and test images of the cameras on the deployment units are 
transmitted to the ground station, thus realizing three to four ground contacts during this phase. At 
the end of this phase, the spacecraft is declared ready for deployment. 
 
Phase 4: Deployment 
Starting this phase via time tagged command, in full sunlight and between ground contacts, initiates 
the deployment process and unlocks the deployment units (Boom Mechanism Subsystem) and sail 
spool mechanisms (Membrane Mechanism Subsystem). Both booms (Boom Subsystem) and sails 
(Membrane Subsystem) are deployed simultaneously, while wireless communication between de-
ployment units and central S/C unit remain established. During the whole phase, images are taken 
by all nine cameras and sensor data of the deployment position are acquired. As soon, as the deploy-
ment, units have reached their separation position, the I/F Subsystem and consequently the sail 
corners are fixed via BSDFR to the booms. The phase duration is planned to 10 to 15 min with no 
ground contact throughout the whole phase. 
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Phase 5: I/F Separation 
In this phase the S/C operations continue autonomously, separating the boom-sail-fixation rings 
(BSFR) of the I/F Subsystem from the Boom Mechanism Subsystem, and releasing the insert of the 
I/F Subsystem from the sail spools of the Membrane Mechanism Subsystem by further moving 
(deploying) the BSDUs away from the spacecraft for a few centimeters. At this stage, the BSDUs 
are still attached to the boom and have some remaining boom length stored. This phase has a dura-
tion of a few minutes with no ground contact. 
 
Phase 6: Data Downlink 
The data acquired during the previous deployment phases are downlinked to the ground station. 
This is estimated to take about ten ground contacts (downlinks) over the complete phase 6. Over 
the phase duration of a few days Gossamer-1 goes into sleep mode (power saving mode) in between 
ground contacts, in order to save energy. 
 
Phase 7: Intermediate Monitoring Phase 
For the Gossamer-1 spacecraft, this phase largely takes place in the energy saving sleep mode. Its 
systems autonomously wake up (time tagged) for science measurements of e.g. the photovoltaics 
experiment, boom load measurements, and measurements of accelerations and magnetic fields, at 
times of high sun light incidence. The phase duration ranges from a few days to several weeks de-
pending on scientific measurements, with only limited ground contact. 
 
Phase 8: BSDU jettisoning & Solar Sailing 
All deployment units (BSDU) are jettisoned by pushing themselves off the boom tips. This is rec-
orded by the central S/C unit taking images of the departing deployment units, while the deployment 
units take images as well, record data and transfer them to the central S/C unit. This jettisoning 
action converges Gossamer-1 into the fully deployed solar sail configuration. However, due to the 
character of in-orbit technology demonstration, a controlled solar sailing is not executed, due to the 
lack of attitude control at this TRL. Phase 8 ends whenever wireless contact between deployment 
units and CSCU cannot be established. During the several hours lasting phase ground, contacts and 
downlinks are established sporadic, depending on the necessity of data transfer. 
 
Phase 9: Final monitoring & Decommissioning 
In this final phase monitoring and acquiring science data e.g. of photovoltaics experiment, boom 
loading is performed, as Gossamer-1 is operating in solar sailing mode. These tasks are recurrently 
interrupted by times in sleep mode and autonomous wake ups of the system, while offering limited 
ground contact and downlinks. The mission ends with a passive (not actively controlled) decommis-
sioning and de-orbiting of Gossamer-1. Nevertheless, system activities and monitoring is kept up as 
long as possible. 
 
Structurally relevant for the here proposed methodology, specific for GosSSS and further considered 
in this thesis are phases 4, 5 and 8. In these phases, marked grey in Figure 5.15, all subsystem main 
functions of the structural system are performed that are crucial for mission success. While Phase 4 
and Phase 5 deal with all functions related to deployment and stowage, Phase 8 deals with a further 
boom deployment, jettisoning of BSDUs as well as the solar sailing, resembles the operating phase. 
For other applications, this may be the phase of antenna operation or drag augmentation and space-
craft deceleration. Phase 1 is not specific to GosSSS, as every spacecraft, independently of its spe-
cialty, must go through. However, launch vibrations in combination with the light-weight built and 
stowage principle, may cause the rolled up booms and sails to blossom (unintentionally unravel) and 
thus pose a special threats to GosSSS. 
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5.4 Identification of Influence Factors and Detrimental Effects 

Influences, their causes and consequences generally occurring for GosSSS are identified and exam-
ined for the Gossamer-1 system in this section, as proposed in the 3. Work Hypothesis. Here the 
effects of the influences on subsystems and their functions is discussed. Moreover, the application 
of derived influence factors is shown exemplary, while influences are categorized by type. 
 
This section scrutinized possible causes for influences, influences itself that affect functions and 
robustness of subsystems and Gossamer Structural Space Systems in general, while pointing out 
specific circumstances for the addressed mission envelop (Gossamer-1, ADEO and Gossamer-2) 
and described hardware (Gossamer-1). Facilitating a cause-effect diagram (also known as Ishikawa 
diagram), all causes are categorized in main categories as depicted in Figure 5.16. Here the main 
cause categories are identified as: Environment, Measurements, Methods, Materials, Manufacturing 
and Gossamer Technology. These categories contain specific causes leading to influences affecting 
the subsystems and their functions. This, the specific influences, causes and consequences are dis-
cussed in detail in the following, while Figure 5.19 provides a summary of the identified influences, 
generally for the viewed type of GosSSS. Furthermore, in Figure 5.20 the resulting consequences on 
subsystem and system level in the Gossamer-1 case is summarized. 
 

 
Figure 5.16. Categorized causes for occurring influences on GosSSS 

5.4.1 Environment related Influences 

Residual Atmosphere caused influences 

Atomic oxygen (ATOX, AO) is the dominant gaseous environmental effect in LEO, produced by 
the photo dissociation of molecular oxygen by energetic photons in the Vacuum Ultraviolet (VUV) 
range (1000 ~ 2000 A). This form of oxygen mainly reacts with organic materials including thin 
films, paints, and composites, causing erosion and resulting in material degradation, while metallic 
materials are less affected. A prominent example of erosion caused by ATOX is the solar array wings 
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of the ISS, as described before in section 3.1.3. Atomic oxygen fluxes for LEO are given in the left 
diagram of Figure 5.17, by Rooij [96], resulting in an flux at an orbit of 700 km altitude of about 
9x1012 cm-2s-1. Requirement levels regarding atomic oxygen flux have been studied for membrane 
materials by Seefeldt [82], giving some calculated values for Gossamer-1. Altering optical and thermal 
properties as a result of changes in surface morphology have been observed. Inert to atomic oxygen 
reactions are silicone coatings applied e.g. on the sail quadrants. Nevertheless, on cuts and edges of 
the membrane without coating, due to cutting sail segments after metallization, or at impact craters, 
atomic oxygen can erode material, which is critical especially for longer mission durations. The un-
protected components of the Boom Subsystem, I/F Subsystem and the Mechanism Subsystems on 
Gossamer-1 are affected as well and alter mechanical properties. However, due to the higher wall 
thickness of most of these structural elements the possible damage could be relatively low, although 
over a long period of time atomic oxygen can be critical and must be considered. For Gossamer-1, 
atomic oxygen could be considered uncritical due its short mission duration. Nevertheless, as Gos-
samer-1 is regarded to demonstrate the capabilities of the later solar sailing technology, atomic oxy-
gen should be regarded as well. For the ADEO mission, atomic oxygen is considered critical as well 
due to its long mission duration in LEO. For solar sailing in interplanetary space, like Gossamer-3, 
atomic oxygen is considered uncritical when operating in interstellar space due to the absence of 
oxygen at DL1. However, during GTO (geosynchronous transfer orbit) phase the influences due to 
atomic oxygen might have an impact and need to be considered. Summarizing the influences due to 
atomic oxygen, material degradation and erosion can cause optical properties changes, material (thermal) 
properties changes as well as mechanical properties changes for thin structures. 
 
Aerodynamic drag occurs due to the spacecraft´s traveling velocity and atmospheric density, depend-
ent on the altitude. While the resulting drag effect is useful for de-orbiting systems like the described 
ADEO, it is critical especially for large GosSSS due to a resulting decrease of altitude or unwanted 
dynamic effects as Sickinger simulated on a solar sail in [35]. The resulting atmospheric density can 
be as high as 8x10-12 kg/m3 for an altitude of 700 km, at solar maximum according to Rooij [96]. For 
Gossamer-1, the residual atmosphere is considered uncritical due to its small size and short mission 
duration. However, the atmospheric drag could produce influences like structural deformations to some 
extent, due to additional loads. For Gossamer-3 in the DL1-mission, the residual atmosphere needs 
to be considered only during Earth escape at GTO perigee, where the orbit altitude and escape 
velocity might be affected. Further changes of loads associated with this cause are inertial bending forces 
acting on the deployed booms exerted by rotation of the spacecraft. This has its origin in a passive 
attitude control and the so-called windmill effect in which aerodynamic drag in LEO, and in a minor 
fashion radiation pressure, spin up the spacecraft. 
 

 

Figure 5.17. Atomic oxygen flux in Low Earth Orbits according to Rooij [96] 
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Radiation caused influences 

Components of radiation causing detrimental effects are electromagnetic radiation (EMR) and 
charged particles originated in the solar wind, solar flares, Earth´s radiation belts and cosmic rays. 
Electromagnetic radiation, as defined in ECSS-Q-ST-70-06C [97], that is relevant for materials in 
space is in the spectrum of ultra violet light (UV) and specifically in combination with vacuum 
(VUV). 
Generally, all organic materials are prone to degradation e.g. embrittlement by VUV. Polymers used 
in LEO, here especially for the sheets of the sail quadrant are susceptible to VUV radiation of high 
intensity as discussed by Seefeldt [82]. Nevertheless, structural parts can suffer from degradation as 
well. Exposure to intense VUV can therefore lead to influences like changed mechanical properties as well 
as to changed optical properties like reflectivity of exposed parts. In VUV range, here especially important 
for the DL1-mission, radiation energy is sufficient to break chemical bonds in the exposed materials, 
resulting in possible decomposition. Although appropriate shielding facilitating metal or ceramics 
coating or the use of multi-layer insulation (MLI) can generally protect an exposed surface to a cer-
tain degree, for such thin and delicate structural elements like the sail quadrant or a boom a direct 
protection needs to be applied. Still, not all exposed areas can be protected and rather should provide 
some robustness. 
Charged particle fluxes (protons and electrons) emitted by the sun, specifically low energy protons 
can cause material degradation as addressed in ECSS-Q-ST-70-06C [97]. Due to the absorbed dose 
through the depth of the material, mainly surface degradation is prevalent. This makes especially 
ultra-thin structures like membranes susceptible to damage. Such polymeric films, as used for the 
Membrane Subsystem of Gossamer-1, are prone to material degradation in the form of blister gen-
eration on its surface due to absorbed and trapped protons underneath its protective metal coating 
as described by Sznajder [98]. This negatively changes (decreases) optical properties like the reflectivity of 
the sail or may even cause material erosion and thus have a structural influence like mechanical properties 
changes. Polymers as used in the resin of CFRP parts as the booms, structures like the central space-
craft unit, sail material and adhesives are as well degrading at their surfaces when unprotected. How-
ever due to the relatively large structural thickness this is expected to be negligible. The solar radiation 
pressure used as design load and being the fundamental requirement for realizing a solar sail, accom-
panied by the much smaller pressure exerted upon the solar wind (flux of charged particles), may 
also vary and therefore cause influences like changes in loads during sailing operation. 
 
Another aspect specifically for the Membrane Subsystem and generally thin polymeric films is the 
buildup of electrostatic potential leading to an effect of clinging between folded membranes. This 
problem particularly occurs when a metal coating and a bypass for discharging between two surfaces 
like the sail front and back side is missing as discussed by Jenkins [3] and experienced within deploy-
ment testing of uncoated breadboard models, as reported by Hillebrandt et al. [99]. The caused in-
fluences are increases of deployment loads that can lead to damages of the membrane like tearing, to 
deployment failures due to underpowered actuators or to boom buckling. Further investigations of 
electro static influences and quantified values for the such requirements for Gossamer-1 are dis-
cussed by Seefeldt [82]. 
While degradation by charged particles and EMR depend on exposure time and exposure intensity 
and therefor the distance to the source (here sun), short term missions like Gossamer-1 with a mis-
sion duration of several weeks are less critical and shielding/protection of the materials might not 
be critical to mission success. Nevertheless, since the technology is also aimed to be applicable for 
long term missions like ADEO and Gossamer-3, lasting over years or decades, the adverse influences 
need to be accounted for in design. 

High Vacuum caused influences 

The high vacuum is known to cause outgassing of materials, resulting in contamination of instru-
ments or building an artificial spacecraft atmosphere that is negative for measurements. While out-
gassing is usually prevented by standardized procedures before launch, an accidental inflation of 
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entrapped air within packaged Membrane Subsystem folds might occur in vacuum. This could lead 
to a volume increase of the packaged membrane that in consequence influences or prevents a con-
trolled deployment by blocking the Membrane Mechanism Subsystem, damages the membrane itself 
thus changing mechanical properties, or increases necessary deployment loads by preventing folds to be released 
due to billowing. Furthermore, high vacuum, when seen as absence of matter, increases the influ-
ences of potentially harmful causes like UV radiation and atomic oxygen. 

Temperature gradients caused influences 

Regarding the thermal environment of space, all components of an any spacecraft need to withstand 
high temperature gradients and thermal cycling. The impacting electromagnetic radiation is mostly 
converted into thermal energy, from direct and indirect solar radiations, radiation from earth or other 
celestial bodies. Extreme temperature gradients according to Binet [100], that can change due to 
eclipses or changing spacecraft orientation, between 393.15 K for a sun facing side and 2.7 K on the 
outer space facing side can occur. Thermal effects on the material include cold cracking, change in 
stiffness or flexibility, optical effects, aging and degradation, while thermal expansion and contrac-
tion are of main concern. 
While all materials for Gossamer-1 have to be thermally stable, Seefeldt [82] determines hot and cold 
cases that define the occurring temperature on the membrane surface depending on the coating, and 
therefore set design requirements for the temperature resistance of the used material combination 
for the Membrane Subsystem. A low temperature resistance of the used material could result in 
changes of mechanical properties. 
For components with large dimensions, specifically thermal effects due to linear expansion (depend-
ing on the CTE) causing curvature or length changes can be critical. While thermal expansion of 
membranes may change geometric dimensions, resulting in changed membrane tension and deficiencies 
in flatness or the profile of the sail surface thus reducing reflectivity of the sail, thermally induced 
changes in geometric dimensions of the booms may result in curvature or torsion, thus introducing more 
changes in dimensions to the Membrane Subsystem. 
However, for the Membrane Subsystem the necessity of high tensioning for better reflectivity and 
hence a better photon thrust is not proved satisfactorily as Barnes addresses in [101] as the Sunjam-
mer space weather warning solar sail relies in billowing sails with slack (booms feature metal coating 
to prevent thermal deformation). Nevertheless, the change (decrease) of optical properties (reflectivity) by 
thermal deformation is an influence to be addressed for the robustness of a GosSSS. 
Geometric changes in terms of thermally induced deformations on CFRP booms is investigated by 
Sickinger [35] in simulations as he determines the possible boom tip deflections of a 30 m long boom 
under high thermal gradients, resulting in about 105 mm tip deflection. Illustrating the impact of 
such influences the Hubble Space Telescope experienced adverse deformations on its flexible solar 
arrays as reported by Gerlach [22], and described in section 3.1.3, making a replacement mission 
necessary. Further deformations on booms caused by thermal expansion were observed and pre-
dicted by Stohlman [102, 103]. Here the used rigid metallic tape spring booms, metallic triangular 
rollable and collapsible (TRAC) booms, of the Near-Earth Asteroid Scout (NEA Scout), a NASA 
deep space CubeSat deployable solar sail, experienced substantial thermal warping as much as 0.2 to 
0.5 m of tip displacement in a 4 m boom, measured in sunspot chamber experiments. Due to the 
harmful influence on both structural performance and surface shape, accuracy a redesign of the sail 
craft was deemed necessary as the center of pressure very far displaced from the spacecraft center 
of mass, producing a torque on the system that would eventually become uncorrectable. 
Furthermore, Stohlman et al. [102, 103] identified thermo-dynamic behavior as the boom developed 
torsional oscillations, that are suspected to be thermal flutter. Another well-known example are the 
detrimental dynamic effects of the STEM booms of the flexible solar array wings of Hubble (see in 
details in section 3.1.3.), that have been analyzed by Blandino [104]. The influence associated with 
these dynamic causes are identified as changes in dynamic-mechanical behavior, although they are consid-
ered to have a larger influence on instruments rather than on the main function of a GosSSS itself, 
with the exception of a deployable antennae or reflectors. 
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Additionally, very low temperatures may impose some influences increased deployment forces due 
to material stiffening in the stowed state. This may specifically concern the folded Membrane Sub-
system. 
For a relatively small demonstrator like Gossamer-1, facilitating CFRP booms with a low CTE, the 
influences associated with thermal causes is of minor impact. However, for large size structures as 
planned for Gossamer-3, with growing boom sizes and limited heat conduction, small geometric changes 
will eventually add up to large deformations of the booms and membranes, and have more severe 
impact. For high accuracy GosSSS such as the SAR-antennae, with high membrane tension, high 
assumed specular reflectivity the deformations are more critical than for low accuracy GosSSS like a 
drag sail like ADEO with low membrane tension and lower assumed diffuse reflectivity. 

Micrometeoroids and orbital debris (MMOD) caused influences 

Micrometeoroids and orbital debris (MMOD) are solid particles of natural and artificial (space 
flights) origin in Earth orbit and in interplanetary space. They might cause minor to severe damages 
to GosSSS The chances of a spacecraft to be hit by natural objects are rather small, except from 
cyclically recurring meteoroid showers like the Perseids and Leonids, due to the higher intensities by 
a factor of 100 compared to the annual average [105]. However, the chance of a spacecraft being hit 
by an artificial object is much higher. According to ESA's Space Debris Office the number of debris 
objects estimated by statistical models to be in orbit (from LEO to GEO) range from 34,000 objects 
>10 cm, 900,000 objects from greater than 1 cm to 10 cm, to 128 million objects from greater than 
1 mm to 1 cm. [106]. Although such objects are regularly tracked by the US Space Surveillance Net-
work and maintained in their catalogue, covering objects larger than about 5 to 10 cm in LEO and 
30 cm to 1 m at geostationary altitudes, even very small particles in the submillimeter range can cause 
severe damage when hitting a spacecraft at speeds in excess of 11 km/s. An illustration of debris 
population in the orbits around Earth is given in Figure 5.18. Because at extremely high velocities, 
spacecraft can travel, collisions with even small pieces of matter can have disastrous consequences. 
The application of commonly used multiple layer shielding mechanisms (Whipple shield), which are 
based on the fragmentation of impacting objects and conversion of kinetic into thermal energy are 
not applicable to thin structures such as GosSSS. Expected damages to film materials range from 
minute surface degradations, penetration of the coating without significant damage through the 
thickness, to complete puncturing and cratering of the film and coatings leading to crack opening 
and crack propagation [3]. After all crack propagation on only on film samples ideally stressed has 
been investigated. For large membranes with realistic non-ideal stresses, practical tests are lacking. 
Of special interests is the load carrying structural parts such as booms and interfaces. The effects on 
partial or total destruction of single or several components are part of the research within this thesis. 
Some examples of damages experienced on GosSSS are given in section 3.1.3. 
For the Gossamer-1 mission and the ADEO micro meteoroids and orbital debris are of special 
interest due to their low Earth orbits. Furthermore, for longer mission durations damages will accu-
mulate and are more critical, as it is the case for ADEO with its mission duration of more than 20 
years, the influence of changed mechanical properties resulting in reduced load carrying capability needs 
to be accounted for. For Gossamer-3, MMOD is seen similarly critical, due its transfer maneuver 
from GTO perigee and its large area, although it will be operating in interstellar space. Summarizing 
the major influences are local changes in mechanical properties and behavior, resulting in reduced load car-
rying capability (reduced collapse loads or reduced membrane rupture loads), and changes in optical 
properties. 
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a) View above earth’s equator b) View above earth’s north pole 

Figure 5.18. Illustration of tracked debris objects in LEO and GEO (image source: NASA ODPO 
2019 [107]) 

 

Gravity gradients caused influences 

The cause gravity gradients are an effect that occurs and is noticeable on spacecraft in the proximity 
of a celestial body like Earth or moon. It is purposely used for passive stabilization of a spacecraft 
in a fixed orientation facilitating especially very long booms or tethers as gravity differs at one end 
of the spacecraft compared to the other, thus generating a moment upon. It is made use of the 
spacecraft’s mass distribution and the gravitational field as Earth’s gravity decreases with the inverse 
square. In order to expand a spacecraft’s mass distribution, the long axis perpendicular to the orbit 
is increased using very long booms or tethers, commonly equipped with a tip mass. While the lower 
(attitude wise) part of body mass of the orbiting structure experiences higher gravity attraction than 
the upper one, the spacecraft or satellite will tend to align its axis to the minimum moment of inertia 
along the vertical axis, thus keeping the spacecraft aligned in the desired orientation. Nevertheless, 
for very large GosSSS this effect may also be experienced unintentionally causing adverse influences 
on the spacecraft and its components. 
As reported by Staugaitis [108] a boom bending moment due to the gravity gradient effect becomes 
significant for very long booms, as in the case of the 229 m booms on the RAE satellite. As the 
experiences a combination of the gravitational and centrifugal gradients, the magnitude of the bend-
ing moment changes continuously because of orbit eccentricity and the variations in boom orienta-
tion. The derived influence can be summarized as increased loads and geometric changes mainly on the 
boom subsystem. However, the GosSSS and mission envelop considered in this thesis with Gossa-
mer-1, ADEO or Gossamer-2 do not show such large dimension and a noticeable gravity gradient 
effect is unlikely. 

5.4.2 Measurements related Influences 

Test environment, Test equipment & Test articles caused influences 

The presence of gravity constraints the realistic testing and influences measurements. Structural 
ground testing poses the necessity to apply gravity compensation devices to simulate weightlessnes, 
which in response influences the structure by itself and therefore the test results, as done with helium 
filled balloons as described by Leipold et al. in [109]. Horizontal mechanical boom tests may generate 
smaller bearable buckling loads, while vertical test configurations might produce increased loads due 
to the acting gravity. Furthermore, large enough facilities to resemble space environment are rare 
and expensive, while facilities for real size Gossamer structures e.g. a 65 m x 65 m solar sail, do not 
exist. This imposes risks due to lacking knowledge of the structural behavior of a very large ultra-
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light structure in a realistic environment and size. Moreover, thin membranes are prone to air flow 
and gravity since folded sail packages may fall out or roll off their compartment or sail spool instead 
of being dispensed in a controlled manner due to the acting gravity, while air flow may influence 
force measurements during deployment due to the small loads necessary. The fore the associated 
influences can be considered inaccuracies in terms of variability of deployment loads and variability of 
bearable loads (buckling loads). 
Similar influence may occur due to inaccuracies in the test equipment itself or due to the small num-
ber of specimens or small size as large ultra-light structures are usually tested as subscale models, 
reduced specimen size or in a simplified manner. 

5.4.3 Methods related Influences 

Computer models are necessary to simulate large structures like GosSSS in order to predict structural 
behavior, acceleration, impact probability or similar parameters of interest. These numeric models 
are commonly based on verifications with real test data, that many times cannot be acquired for full 
size ultra-light and large structures like booms, sails or complete systems. To solve this problem, 
small scale tests are used as verification basis and computer models are scaled up to represent the 
real size spacecraft or component, presuming the correctness of the model. Furthermore, due to 
simplifications in FE models that represent the investigated subsystem or component, model behav-
ior and boundary conditions might not fully resemble reality. Such an example of influence is con-
sidered by Sickinger et al. [5,106,107] in terms of geometric changes like the geometrical amplitude 
of imperfections applied to the used FE model in a buckling analysis. These causes can lead to 
variability in predicted loads, displacements, stresses, strains or other mechanical output. 
The same is true for used analytical models as they simplify and restrict applied cases. 

5.4.4 Materials related Influences 

Variability and imperfections in properties of the used materials like adhesives, films, resins and 
fibers can cause influences like changes in mechanical behavior of the regarding component or sub-
system. Furthermore, flaws in raw material like fiber cracks and cuts, or in semi-finished products 
like prepregs, especially causes like variability in areal weight, resin content, fiber volume fraction or 
fiber misalignment and uneven resin distribution, may lead to changes in mechanical properties like stiff-
ness or in reduced load carrying capability (reduced collapse loads). Used membrane materials might 
exhibit changes in mechanical properties in the form of thickness gradients leading to a reduced load 
carrying capability (reduced rip/rupture loads). Further material properties change like the varying 
CFRP layup of the boom shell as applied by Sickinger et al. [5,106,107] in terms of design parameter 
variations can be considered a relevant influence. Thus, imperfections of material and semi-finished 
products for example flaws of the CFRP prepreg material used for booms or membrane materials 
can lead to overall performance loss that need to be resembled in a robustness metric. 

5.4.5 Manufacturing related Influences 

Causes for manufacturing related influences can be found in the manufacturing tool and the manu-
facturing process. The boom manufacturing tool may exhibit geometric imperfections in the form 
of variations in surface quality, straightness, gapping tool joints and cross-sectional deviations leading 
to influences like changes in boom dimensions and changes in mechanical properties with the result of 
a reduced load carrying capability. These influences may express in the boom as straightness devia-
tions like an imprinted curvature (radius of a boom < ∞), flaws in the shell surface (kinking) or 
deviations in cross sectional dimensions. Moreover, sail quadrants might exhibit variability in dimen-
sions or interface components deviations in length dimensions. These influences may in conse-
quence impact the subsystem and overall system functions. 
Imperfections due to the manufacturing processes caused by deviating process parameters like in-
homogeneous temperature or pressure fields, or low temperatures and pressure values (caused by 
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insufficient insulation and leakage) may lead to inhomogeneous glass transition temperatures over 
the boom length thus evoking changes in mechanical and material properties of the boom. 
Due to a manual manufacturing process itself, imperfection e.g. during the assembling of the sail 
quadrant of different film sheets or the joining of boom components may cause geometric imper-
fections, and in consequence to changes in geometry and dimensions. 
In literature manufacturing caused geometric changes are considered as varying design parameters 
by Sickinger et al. [5,106,107] in terms of a varying shell thickness and cross-sectional dimensions of 
the designed booms. 

5.4.6 Gossamer Technology related Influences 

Stowage caused influences 

Compact stowage is crucial to GosSSS, also to Gossamer-1. In combination with high compacting, 
long term stowage and high temperatures creep will eventually cause changes of geometry and di-
mensions on the stowed components. 
For the booms of the Boom Subsystems, these influences are similar to the ones related to manu-
facturing causes. Occurring changes in geometry and dimensions of a boom e.g. curvature , kinks in the 
shell surface or deviations in cross sectional dimensions (reported by Fernandez [110]) may result in 
reduced bending stiffness and bearable buckling loads. 
On the stowed sail quadrants creep might induce wrinkles and deep fold lines as reported by Seefeldt 
in [82], thus resulting in thermal hot spots, thermally damaging the film material, cracks in the pro-
tective coating with subsequent damages, and in consequence cause a change (decreasing) in optical prop-
erties or increase deployment loads due to stretching out the fold lines. Consequences on the system could 
be a reduced thrust due to geometric changes or even subsystem failures due to overloading. How-
ever, occurring creep of rolled up CFRP booms or folded membranes are difficult to predict for 
long mission durations. Testing has to be accelerated in order to simulate a long-time span within a 
reasonable testing period, while correlation of accelerated testing with real storage and mission op-
eration time is unknown, resulting in risks to be condidered. This is partially addressed in chapter 6 
and in dedicated studies e.g. by Meyer & Zander [111]. While for Gossamer-1, the stowage related 
influences might not be critical due to the short mission duration, for long duration space flights 
especially when being stowed over months or years like in ADEO or when operating with affected 
components over a long period like anticipated for Gossamer-3, the impact is critical and need to be 
considered in robustness assessment. 

Subsystem interaction caused influences 

Inaccuracies (variance) and effects at points of interactions of subsystems with one another cause 
influences on robustness parameters. For example, do the interactions of the Gossamer-1 Boom 
Subsystem and the Boom Mechanism Subsystem cause pointing deviations of the boom guided by 
the boom guide shell and thus cause a change in geometry of the whole structural sail system. It 
further causes friction between boom and boom guide shells that are not accounted for when looking 
at the mechanism subsystem alone. Hence, an increase of deployment loads introducing adverse 
dynamic-mechanical behavior or overloading of structural components may rise. Further examples 
are the interactions between BSFR and boom causing friction or the release and locking of mecha-
nisms. Here chain interactions are evident. This becomes obvious as the boom loading for example 
is affected by the loads exerted by the Membrane Mechanism Subsystem onto the Membrane Sub-
system via the I/F Subsystem. A load exceeding the designed threshold altering at any point of the 
chain will influence the whole structural system in terms of geometric deviations leading to an overall 
performance loss. Influences on robustness parameters in the light of structural robustness are 
mainly geometric changes of subsystems and load changes (increased introduced loads) over subsystem borders 
due to interactions. Similar Gossamer Technology caused load changes in literature are described by 
Sickinger [109] as load eccentricities as result of cross section distortion due to nominal loading 
direction at the boom tip. 
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Deployment process caused influences 

The deployment process is crucial to the mission success of a Gossamer spacecraft. 
Depending on potential single points of failure such as deployment mechanisms, deployment testing 
and validation is mandatory. However, ground deployment tests for functional approval directly can 
only be performed with limited deployment cycle numbers for testing a subsystem and even more 
limited for system. This has different reasons: Once due to the effort the mostly manual and complex 
folding and packaging processes. In specific packaged sails might differ slightly from packaging pro-
cess to packaging process as they are manually folded. Secondly, the ground deployed sail might 
experience damage just by handling due to its delicate composition and can commonly not be used 
for the actual mission, thus limiting empirical data and repeatability. This makes such a subsystem 
or component impractical to be tested and later used for mission operation, similar to airbags used 
in other applications. Furthermore, delicate structural systems like GosSSS cannot be tested as re-
quired for common space structures. Occurring damages at high cycling will limit the total number 
of cycles for deployment testing of subsystems like the Membrane Subsystem or the Boom Subsys-
tem. Moreover, the effort producing realistic test articles and testing itself limits test schemes. Apart 
from that, the large size of such deployed structural systems or subsystems many times poses prob-
lems of providing test equipment, area and appropriate environment. The resulting influences that 
are identified in this regard are increased introduced loads for deployment due to uncertainty, changes in 
subsystem and system geometry due to asymmetric deployment (tolerances), and changes of load distribu-
tion e.g. unsymmetrical load distribution at the four boom tips. 
 
Analyzing the identified and discussed influences, they can be generally systemized in four types for 
2d-planar GosSSS as given in Figure 5.19. These are: Geometric dimension changes that mainly 
concern booms, membranes and interfaces in terms of length, height and thickness changes as well 
as variations; optical material property changes mainly involve changes of opto-thermal behavior 
and reflectivity of membranes; load changes including unexpected load increases, load introduction 
asymmetry as well as variations, for structural subsystems like booms, membranes and interfaces; 
and changes of mechanical material properties predominantly driven by the harsh space environ-
ment. 

  

  
Figure 5.19. Identified influence types in GosSSS 
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5.4.7 Overview of Influences on Gossamer-1 Subsystems and System 

The previously described influences and their causes are summarized in Figure 5.20. 
Here the subsystems applicable, derived influences, the impacted robustness parameters and the 
consequence for the according subsystem are given. This provides an overview thus linking possible 
influences and consequences to the according subsystems and robustness parameters. Furthermore, 
resulting consequences arising at system level of Gossamer-1 are given. 
 
The resulting consequences on the Gossamer-1 system can be summarized with: 

1) Loss in total thrust 

2) Inaccuracy of thrust direction caused by a resulting displacement of center of pressure relative to 
the center of mass, thus compromising attitude control 

3) Detrimental rotation (windmill torque) causing sail system to spin, thus inducing adverse dy-
namic effects making attitude control difficult or impossible or evoking a loss of spacecraft 

 
The derived consequences on the Gossamer-1 system are in accordance with findings in similar solar 
sail systems. Stohlman, Chamberlain, Zander & Wilkie [112] structurally analyzed the squared solar 
sail Hipersail, a mission anticipated by NASA as DL1-mission for space weather warning, featuring 
an edge length of 21 m, using four 16 m CFRP booms stored on a single central deployment spool. 
However, the authors concentrate on a single type of influence, that can be identified according to 
the scheme presented in this thesis as geometric dimension changes caused by manufacturing. Sick-
inger et al. [35, 113, 114] consider some influences in terms of design parameters at subsystem and 
system level in their probabilistic design approach for a 40 m x 40 m solar sail, being the ancestral 
design of Gossamer-1 and Gossamer-2, using the similar CFRP booms. Here on system level the 
FE model considers Environment caused increases in loads due to drag initiated by the residual 
atmosphere at a 300 km LEO altitude. Further consequences on the subsystem or system perfor-
mance or robustness are not considered. Both examples mainly show the use of influences as varying 
design parameters on single subsystems and the overall system. However, influences and their con-
sequences were not used to assess robustness or its quantification in any way. 
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Figure 5.20. Influences and consequences on subsystem and system level of Gossamer-1 
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5.5 Application of Influence Factors – An Example 

In this section it is demonstrated how influence factors are principally applied, on a theoretical and 
simplified analytical example of the Boom Subsystem. 
 
As discussed in the previous section, influence factors are factors that represent the impact of an 
influence and its cause, and determine how much an influence is affecting certain robustness param-
eters and their components. Moreover, influence factors can be considered as knock down factors. 
Their application is demonstrated in principle on two analyses on the example of the Boom Subsys-
tem, in a simplified manner. Therefore, a symmetrical half of the Boom Subsystem is considered as 
simple cantilever beam, that is fixed at one end, representing the boom root fixed to the spacecraft, 
and experiencing a load (force) at the free end, representing the boom tip with the attached sail 
subsystems. The two investigated cases, as illustrated in Figure 5.21, represent two typical load sce-
narios of a boom: 
a) a transversal force acting on the boom tip representing a worst load case scenario for a boom, in 
a classical beam theory (Bernoulli beam theory) scheme; and b) an axial force acting on the boom 
tip representing an ideal load case scenario, in a classical Euler buckling scheme (Euler case 1). Due 
to the nature of the boom with its beam like geometry, load case a) with its transversal load (𝐹𝑡) can 
be considered the worst-case scenario due to its strong asymmetric load introduction that is elevated 
by the boom length (𝑙) as a leverage arm. It represents the most adverse loading type e.g. whenever 
only one Membrane Subsystem is deployed or stretched. The axial load (𝐹𝑎) case b) is considered 
much more beneficial leading to higher loads achievable e.g. used as loads for deploying and stretch-
ing the Membrane Subsystems, due to its symmetric load introduction. However, in reality a combi-
nation of both load scenarios usually occurs. 
 

  
a) Transvers bending load (Classical beam the-

ory) 
b) Axial buckling load (Euler buckling case 1) 

Figure 5.21. Load cases on boom example for analytical influence factors application 

Applied Influence factors and resulting Boom dimensions 

In the following the application of certain influence factors to the robustness parameters Stiffness, 
Boom tip displacement and Characteristic load are demonstrated in a simple bending stiffness analysis and 
in a Euler buckling analysis. The considered influences geometric changes and material changes are origi-
nating in different causes as described in section 0. Each influence is applied as a factor that is mul-
tiplied with the according metric. The geometric changes considered are cross sectional changes e.g. 
caused by shrinkage during manufacturing and creep and a change in boom length. Here a change 
in cross sectional boom height ℎ𝐵 by a factor of Ψℎ = 0.67 results in a by a third reduced boom height 
ℎ𝐵𝑖 . This could be a realistic case after long term stowage under high temperatures. Similar is done 
with the further influence factors Ψ𝑏, representing a change of boom width, and Ψ𝑙 , representing a 
change in boom length. Material property changes are considered in the reduction of the Young’s 
modulus of the boom material e.g. resulting from prepreg fiber misalignment, impact damage, resin 
degradation by atomic oxygen and VUV radiation, in the factor 𝛹𝐸 . While the factors are chosen 
arbitrarily, they can be considered realistic in amplitude. 
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Applied values for each influence factors are: 
 

𝛹ℎ = 0.82 

𝛹𝑏 = 1.19

𝛹𝑙 = 0.9993

𝛹𝐸 = 0.8

 
These factors lead to the geometry of the boom cross section under investigation, displayed in Figure 
5.22, showing the nominal geometry in a) and the influenced geometry in b). While the nominal 
geometry is given by default design from Gossamer-1, the influenced geometry, denoted by the index 

𝑖, is derived under the assumptions of: 
An existing general symmetry of the nominal and influenced cross sections; curvatures are circular 

radii, while the determining radii 𝑟1𝑖 and 𝑟2𝑖 are equal in size; subtended angles 𝛼1𝑖 and 𝛼2𝑖 are equal 

size; and certain dimensions remain constant and uninfluenced like flange thickness 𝑡𝑓, the shell 

thickness 𝑡𝑠, flange width 𝑏𝑓 as well as the overall flattened boom width 𝑒𝑏. These assumptions al-

low for constructing an influenced boom cross section using simple geometric elements, with the 
according dimensional values for each cross section, as given in Figure 5.22 as well. 
 

  
r1 =r2=15 mm 
hB =60.28 mm 
bB =74 mm 
α1 =α2=90°=

π

2
 

r1i =r2i =20 mm 
hBi =49.67 mm=Ψh⋅hB  ≅0.82⋅hB 
bBi =87.9 mm=Ψb⋅bB  ≅1.19⋅bB 

α1i =α2i =67.5°=
3π

8
 

tf =0.28 mm 
ts =0.14 mm 
bf =7 mm 
eB =108.248 mm (flattened boom width; not displayed) 
 

a) Nominal cross section (ideal) b) Influenced cross section (≈ 20 % reduction 
in deployed boom height) 

Figure 5.22. Cross sectional geometry of the studied boom example 

Second moment of area 

In order to calculate the characteristic physical quantities for transversal bending and axial buckling 
it is necessary to determine the second moment of area for both the nominal and the influenced 
boom cross section. This is done by dividing each cross section into sub-areas as shown in Figure 
D. 1 of Appendix D. Then the second moment of area is determined for each sub-area. This and all 
necessary calculations and sub results can be followed in Appendix D. Given that the second mo-
ment of area about each axis of a cross section is a compound from all sub areas of a type, its 
calculation is done according to equations (5.1) and (5.2) for the nominal cross section, and with 
equations (5.3)and (5.4) for the influenced cross section. Here again the parameters for the 
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influenced geometry are denoted by the index 𝑖. As expected from the from the cross-sectional di-
mension changes of the influenced boom, the second moment of area is also reduced in one direc-
tion, while increased in the perpendicular. 
 
Second moments of area for nominal boom geometry: 

𝐼𝑥𝐵𝑥𝐵 = 2𝐼𝑥𝐵𝑥𝐵1 + 4𝐼𝑥𝐵𝑥𝐵2 + 2𝐼𝑥𝐵𝑥𝐵3 = 8946.83 𝑚𝑚
4 

 

𝐼𝑦𝐵𝑦𝐵 = 2𝐼𝑦𝐵𝑦𝐵1 + 4𝐼𝑦𝐵𝑦𝐵2 + 2𝐼𝑦𝐵𝑦𝐵3 =  11684.15 𝑚𝑚
4 

 
 
Second moments of area for the influenced boom geometry: 

𝐼𝑥𝐵𝑥𝐵𝑖 = 2𝐼𝑥𝐵𝑥𝐵1𝑖 + 4𝐼𝑥𝐵𝑥𝐵2𝑖 + 2𝐼𝑥𝐵𝑥𝐵3𝑖 =  6131.86 𝑚𝑚
4 

 

𝐼𝑦𝐵𝑦𝐵𝑖 = 2𝐼𝑦𝐵𝑦𝐵1𝑖 + 4𝐼𝑦𝐵𝑦𝐵2𝑖 + 2𝐼𝑦𝐵𝑦𝐵3𝑖 =  17916.61 𝑚𝑚
4 

 

Transversal Boom bending 

Characteristic robustness parameters for the Boom Subsystem like stiffness and boom tip displacement 
are determined in this example by facilitating the classical beam theory, as explained before. In doing 
so an asymmetric load introduction by a transversal force causing a bending moment and a boom 
tip displacement is realized. In reality this could happen during deployment or in operation e.g. when 
the boom is only loaded by one sail deploying or stretching in-sail-plane or due to an out-of-plane 
off-set between boom plane and sail attachment plane. Both directions are viewed separately about 

each axis. The robustness parameters stiffness is herein determined in terms of flexural rigidity 𝐸𝐼, 
derived from the general Equation (5.5), and alternatively the bending stiffness 𝑐, derived from the 
general Equation (5.6), as the latter is easily measurable in boom bending tests. Further the robust-
ness parameter boom tip displacement is determined from the beam deflection at its end with 𝑢, derived 
from the general Equation (5.7). 
Exemplary showing the application of influence factors, Equation (5.8) is given for the boom tip 
displacement about the x-axis for the influenced boom. Here the implementation of the cross-sec-
tional influence factors is included in the second moment of area and thus not obvious in the given 

equations. An isotropic and homogeneous Young’s Modulus of 𝐸 =48000 MPa is assumed for sim-

plification, while assuming a transversal force of 𝐹𝑡=1 N and a boom length of 𝑙= 4200 m (corre-
sponding to the free length in experiments of this type in section 7.1.2). However, material strength 
considerations are not done at this point. 
 
Flexural Rigidity of a beam: 

𝐸 ∙ 𝐼 = 𝑓𝑙𝑒𝑥𝑢𝑟𝑎𝑙 𝑟𝑖𝑔𝑖𝑑𝑖𝑡𝑦 
 
Bending stiffness of a beam: 

𝑐 =
𝐹𝑡
𝑢𝑡
=
3 ∙ 𝐸𝐼

𝑙3
 

Beam displacement: 

𝑢𝑡 =
𝑙3 ∙ 𝐹𝑡
3 ∙ 𝐸𝐼

 

 
Boom displacement about x-axis for the influenced boom: 

𝑢𝑡𝑥𝐵𝑥𝐵𝑖 =
(𝛹𝑙 ∙ 𝑙)

3 ∙ 𝐹𝑡
3 ∙ (𝛹𝐸 ∙ 𝐸 ∙ 𝐼𝑥𝐵𝑥𝐵𝑖)

=
𝑙𝑖
3 ∙ 𝐹𝑡

3 ∙ 𝐸𝑖 ∙ 𝐼𝑥𝐵𝑥𝐵𝑖
 

 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

(5.5) 

(5.6) 

(5.7) 

(5.8) 
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Euler buckling load 

The Characteristic Load 𝐿, as robustness parameter for the Boom Subsystem, is calculated according 
to Euler buckling (case 1) in terms of a buckling load, as given generally with Equation (5.9). This 
load case represents an ideal load case with a symmetric load introduction, as one could theoretically 
expect when the sails are equally tensioned during deployment and specifically at its end. While for 
the nominal boom, nominal parameters are used, for the influenced boom the influence factors are 
directly and indirectly applied in the same manner as done previously for the boom tip displacement. 
Both is done about the two axes of the boom´s cross section. 
 
Euler buckling load: 

𝐹𝑐 =
𝜋2 ∙ 𝐸𝐼

(2 ∙ 𝑙)2
 

Results 

The results for both load cases are summarized in Table 5.2 for comparison. As expected from the 
changes in the second moments of area, the influenced boom loses performance about the x-axis 
and gains about the y-axis. These changes are given in percentage, while functional performance loss 
is marked blue in Table 5.2. Here a negative influence on the Boom Subsystem’s function is repre-
sented by a loss in stiffness, while for the boom tip displacement a gain shows an adverse effect. 
Comparing the losses and gains for each robustness parameter and axis, it becomes obvious that 
adverse changes are of greater amplitude than beneficial ones. However, due to the used equations, 

values 𝐸𝐼, 𝑐 and 𝐹 are in a linear relationship and therefore show the same relative changes. The 
here obtained results would further be used, in the process of robustness assessment, in Equations 
(4.16), (4.17), (4.19) and finally in Equation (4.15), thus determining the Boom subsystem robustness. 
Furthermore, the obtained nominal results serve as analytical reference in section 7. 
 

Table 5.2. Comparison of nominal and influenced robustness parameter results 

𝜅 𝑢 𝐿

𝐸𝐼𝑥𝐵𝑥𝐵
⋅

𝐸𝐼𝑦𝐵𝑦𝐵
⋅

𝑐𝑥𝐵𝑥𝐵 𝑐𝑦𝐵𝑦𝐵 𝑢𝑡𝑥𝐵𝑥𝐵 𝑢𝑡𝑦𝐵𝑦𝐵 𝐹𝑐𝑥𝐵𝑥𝐵 𝐹𝑐𝑦𝐵𝑦𝐵

𝐸𝑖𝐼𝑥𝐵𝑥𝐵𝑖
⋅

𝐸𝑖𝐼𝑦𝐵𝑦𝐵𝑖
⋅

𝑐𝑥𝐵𝑥𝐵𝑖 𝑐𝑦𝐵𝑦𝐵𝑖 𝑢𝑡𝑥𝐵𝑥𝐵𝑖 𝑢𝑡𝑦𝐵𝑦𝐵𝑖 𝐹𝑐𝑥𝐵𝑥𝐵𝑖 𝐹𝑐𝑦𝐵𝑦𝐵𝑖

%
 

 
Although this analytical example gives some descriptive results, there are some aspects that an ana-
lytical approach cannot do. It can be used for simplification. However, several influences cannot be 
implemented without increasing the effort enormously or cannot be implemented at all. Such influ-
ences are e.g. curvature of the boom or angle variations of the interface or effects like local buckling 
and preexisting shell imperfections. However, this can be considered in a numerical approach using 
an appropriate model (FE model). This in combination with probabilistic modelling is further ena-
bles to include parameter variance. Such a numeric analysis is performed in terms of linear and non-
linear buckling analysis on the Boom Subsystem of Gossamer-1 discussed in section 7. 

(5.9) 
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5.6 Subsystem Weighting Factors – Conditions and Determination 

In this subsection weighting factors, one for each subsystem, are determined for the studied Gossa-
mer-1 structural system. These factors shall weight each subsystem robustness in terms of system 
function fulfillment for the mission with a functionality number FuN, consequences of subsystem 
failure for the system state with a failure number FN and redundancy with a redundancy number 
RN. This subsection therefore investigates the 4. Work Hypothesis, that assumes a conditional rela-
tionship of robustness. 
In order to do so interactions of the Gossamer-1 subsystems and consequently their physical con-
nections between another are essential to know. For assessing these interactions, a scheme resem-
bling the system, that is made up of subsystem blocks, is developed. For Gossamer-1 such block 
schemes are shown in Figure 5.23 for different phases within the mission. Displaying the connec-
tions with a) during the deployment phase, b) after interface separation and c) in operation phase 
(cf. phase 4, 5 and 8 respectively in Figure 5.15), the images indicate that connections and interactions 
are conditional and depend on the phase the system is viewed at. The graphics of Figure 5.23 also 
reveal that a simple differentiation in logical series and parallel connections is difficult. Moreover, 
the schemes illustrate that robustness should be considered conditional, also depending on the phase 
Gossamer-1 is viewed at, and extends the general considerations made in section 4.2. However, at 
this point the graphics are mainly used to provide an overview and help to determine failure se-
quences. 

  
a) During deployment phase (phase 4) b) After separation phase (phase 5) 

 
c) During sailing operation phase (after jettisoning, phase 8) 

Figure 5.23. Conditional physical connections and interactions of Gossamer-1 (structural system) 
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Failure numbers 

Before the failure number can be determined the failure sequences are analyzed in an event tree 
chart, as shown for Gossamer-1 in Figure 5.24. Here the consequence of a subsystem failure on the 
overall system are analyzed, while the question is asked “what if subsystem X fails”. In the displayed 
case the sequence of subsystems starts according to the schemes of Figure 5.23 from inside at the 
Membrane Subsystem and proceeds outwards. Failure is here considered as total loss of function, 
while success resembles a complete function fulfillment. 
Figure 5.24. lists each identified subsystem type as a chart, to be read from left to right, starting with 
an initiating interruptive event. If a subsystem is robust and fulfills its function(s), it is further pro-
ceeded with success, and the next subsystem is analyzed. If a subsystem fails, it is considered a com-
plete loss of functionality. Thus, each subsystem is analyzed according to the identified connections 
and order found in Figure 5.23, with the focus put on failures. For each subsystem type of Gossamer-
1 the logical combinations of failure of subsystem elements is given, as the system comprises four 
subsystems of each type. For the Boom Subsystem four identical symmetric halves are considered 
one subsystem each. Failure rating is performed with a value of ten for failure and value a five for a 
conditional success. These values are summed up and scaled for each subsystem with a maximum 
value of ten, to comply with rating scale of 0 to 10. Results are the failure number FN for each 
subsystem, while redundancy is regarded separately. 
System failure of Gossamer-1 is considered for failure combinations as discussed in section 4.2 for 
conditional robustness, for the asymmetric cases b), d) and e) of Figure 4.2, as they are assumed to 
cause spacecraft tumbling in orbit and therefore deter the main functions of sail propulsion and 
power generation and with an unstable attitude. This means that for subsystems D, B and C a failure 
of a single subsystem element already causes the overall system to fail, as expressed with the logical 

combination, e.g. D1 ∧ D3 ∧ D2 ∧ D4. For subsystems A and E failure of the subsystem can result 
in a system failure or in a conditional success of the system. Here conditional success (a partial system 
failure) is a result of a condition in which a certain combination of failing subsystem elements does 
not directly lead to a system failure, but instead provide some essential functionality of the system. 
Such cases can be found in the image of Figure 4.2 c), as discussed for conditional robustness earlier 
in section 4.2. If for example only one, two adjacent, three or all of the four subsystem elements of 
the membrane subsystem fail, the system fails. This is due to asymmetric sailing loads leading to 
uncontrollable tumbling and therefore system loss. However, if two opposite membrane subsystem 
elements fail, the system can still be considered operable, at least partially. This condition can be 

expressed with the logic combination A1 ∧ A3 ∨ A2 ∧ A4. Here symmetry enables a stabile attitude 
of the spacecraft, thus possibly providing a reduced sailing functionality, power generation and sci-
ence operations. Similar is considered true for the I/F subsystem. Continuing the process of calcu-
lating the failure number a rating of ten is assigned to a system failure, while a rating of five is for 
conditional robustness. After normalizing the resulting failure number can be transferred to deter-
mine the subsystem weighting factors in Figure 5.26. 
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Figure 5.24. Determination of failure numbers FN 

Functionality numbers 

The number of functions a subsystem performs is rated and regarded in the weighting factor in terms 
of a functionality number (see Figure 5.25). The number of functions is viewed as benefit for the 
overall system function, presuming that each subsystem is essential for the overall system function. 
The more functions (primary and secondary) that are performed, the higher the weight of a robust-
ness, due to its higher impact on the overall system. For each subsystem the amount of fulfilled 
functions is listed. Each number is normalizing to a maximum value of 10, resulting in the function-
ality number. The resulting values (between 0 and 10) are then assigned as functionality numbers 
FuN to the determination chart, as shown in Figure 5.26. 
 

 
Figure 5.25. Determination of functionality numbers FuN 

Redundancy 

Redundancy as described in section 3.2.2 are here understood as e.g. two parallel and identical (in 
build or function) subsystems or main components that might be used for alternative load paths in 
case of damage or failure. In Gossamer-1 this is case in the I/F subsystem, as the wire loops, that 
connect the interface to the sail quadrant corner, are in triplicate on each side. All other subsystems 
feature no redundancy in structural parts or components. While no redundancy is indicated by a 
redundancy number (RN) of 1, a simple (doubled) redundancy is assigned a 2 and triplicate a 3. 

Subsystem Weighting factors 

The subsystem weighting factors are then generated from the three evaluation numbers functionality 
number, failure number and redundancy number, for each subsystem, as done for Gossamer-1 in 
Figure 5.26 in an evaluation chart. Firstly, the evaluation numbers are combined according to equa-
tion (4.8), thus resulting in the weighting number WN for each subsystem. Assessment is then done 
on an ordinal scale ranging from zero to ten, while ten marks the highest achievable score, for each 
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category and subsystem. Each weighting factor 𝑤𝑠𝑖, is determined with equation (4.9), with the ratio 
of the single weighting number for each subsystem to the overall sum of weighting numbers. This 
results in the weighting factors for each of the subsystems of Gossamer-1. 
 

Σ

w si

 
Figure 5.26. Determination of subsystem weighting factors for Gossamer-1 

5.7 Chapter Conclusion 

Within this chapter, a mission envelope on a case study with the focus on the Gossamer-1 system 
was studied. As the system architecture was investigated, subsystems are identified and described by 
function and design, as well as their realized hardware. These four major subsystems are the Boom 
Subsystem, the Membrane Subsystem, the Mechanism Subsystem and the Interface Subsystem. Ad-
ditionally, to the subsystem structure, its components as well main functions of each subsystem was 
identified and described. 
In order to be able to determine the partial robustness and consequently subsystem robustness fac-
tors for each subsystem have been derived. With the major robustness parameters for the Boom 

Subsystem further scrutinized within this thesis, such as the characteristic load 𝐿, stiffness 𝜅 , and 

Boom Tip Displacement 𝑢, this approach is supporting the 2. Work Hypothesis. 
Furthermore, the according weighting factors, that determine the impact of contribution of a ro-
bustness parameter to the subsystem robustness, were determined by analyzing subsystem functions, 
thus supporting 1. Work Hypothesis. By analyzing the mission scenario for Gossamer-1, the most 
relevant phases could be identified, thus providing conditional relations of functional fulfillment for 
each phase and consequently for robustness, as proposed with the 4. Work Hypothesis 
As robustness is largely impacted by internal and external factors, influences, detrimental effects, and 
their associated causes were identified and studied, as another crucial step in the proposed robustness 
assessment methodology. Moreover, the causes were categorized into groups like measurements, 
materials, Gossamer Technology, environment, methods and manufacturing related, while induced 
influences relevant for each subsystem are elaborated and discussed for GosSSS in general and the 
studied mission envelope in specific, thus supporting 3. Work Hypothesis. 
Following, four main influence types for GosSSS were synthesized, namely: geometric dimension 
changes, load changes, optical material properties changes and mechanical material properties 
changes, and applied on the example of the Gossamer-1 boom under lateral bending load and axial 
compression. Here the impact of applied influences in terms of geometric changes e.g. cross-sec-
tional height reduction on the quantifiable robustness parameters such as bending stiffness, flexural 
rigidity, boom tip displacement were demonstrated, thus also indicating an impact on robustness. 
Finally, the conditional aspect of robustness in terms of subsystem and component interaction within 
a system has been scrutinized in connection graphs, while subsystem-weighting factors, incorporat-
ing failure, function fulfillment and redundancy were determined, complying with the 3. Work Hy-

pothesis. 
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6. EXPERIMENTAL DETERMINATION OF INFLUENCE FACTORS ON THE BOOM 

SUB-SYSTEM 

In order to incorporate influences in robustness assessment, as identified in section 0, the influence 
itself or an appropriate factor, representing its impact, ought to be quantified. This is done with a 
variety of experiments and test campaigns for the Boom Sub-System, its main component and ma-
terial, as defined in section 5.1 for the case study of Gossamer-1, and partially for ADEO, as both 
mission cases share the same boom component. Within the scope of this thesis two major types of 
influences for GosSSS are investigated, geometric dimension changes and mechanical property 
changes (cf. Figure 5.19). 

6.1 Geometric Dimension Changes induced Influence Factors 

Changes of geometric dimensions of the boom and the Boom Subsystem are identified being a major 
type of influences in the previous section 0. These and their results are determined in several exper-
iments, described in the following subsections. While mainly focusing on manufacturing and stowage 
induced influences, quantified influence factors are obtained for cross sectional changes, curvature, 
deviation from straightness and resulting boom tip deflection. 

6.1.1 Stowage induced Influences – on short Boom Specimens 

Aiming to determine stowage induced influences shape deviations like cross sections, straightness 
and waviness is of stowed boom specimens are investigated. 
 
Twelve specimens of Gossamer-1 booms, each 500 mm in length, are stored rolled up on aluminum 
cylinders (Ø100 mm), as depicted in Figure 6.1 a), for a duration of 194 days. Measurements on day 
1 represent the pristine condition as of manufacturing, before being rolled up and stowed for the 
first time, while measurements on day 98 represent the last day of specimen stowage on the cylinders. 
Following day 98, all specimens were stored in deployed configuration, lying flat under controlled 
environmental lab conditions at room temperature (23°C) and 50% rel. humidity for relaxation. On 
the last day of the campaign, on day 194, all specimens were scanned once again, aiming to measure 
the impact of relaxation 
For storage in stowed condition, one set of six specimens was stored at room temperature at 23°C 
(50% rel. humidity), in lab environment, and another set of six at elevated temperatures of 80°C, in 
a vented heat chamber. Every 14 days each specimen is taken out of its stowed condition, unreeled 
and left 30 min to acclimate to lab conditions, followed by being scanned using a GOM ATOS Triple 
Scan 3D scanning system, that provides an accuracy of 0.003 mm. 
Surface scanning is performed, with the boom specimen standing in an upright position on a rotation 
table. A stepwise rotation of about 45° after each of the eight still scans per specimen results in 
capturing the complete surface area (see Figure 6.1 b) and sweeping over 360°. For scanning and 
storing the same orientation of each specimen is maintained by applying tape marks as well as fixating 
the specimen to the rotation table by the weight of a metal clamp. This ensures that each specimen 
is always reeled up at the same side and starting at the same specimen end, resulting in a consistent 
test regime over the observed period. Specimen preparation also included coating each specimen 
before every scan with titanium dioxide in order to provide a non- reflecting surface. 
Post-scan processing, that followed, consists of closing surface gaps, caused by the perforated nature 
of the boom material in the scanned model, thus refining the triangulated surface model for analysis 
(see Figure 6.1 c), as well as positioning the scanned surface model in a defined coordinate system 
along with a nominal CAD model of the specimen in the analysis software (ATOS Professional©). 
Moreover, different inspection sections are introduced at which cross section, longitudinal defor-
mations (straightness) are analyzed as described in the following subsections. 
Further information on the analysis procedure, sections and finding appropriate coordinate systems 
can be found in [115]. 



118 6 EXPERIMENTAL DETERMINATION OF INFLUENCE FACTORS ON THE BOOM SUB-SYSTEM 

 

 

   
a) Stowing/rolling up of 500 mm boom specimen b) Scanning of boom specimen 

on turn table 

 
c) Closing gaps of scanned surface models (polygonising) 

Figure 6.1. Process of specimen surface scanning and model preparation for analysis 

6.1.1.1 CROSS SECTIONAL CHANGES 

Cross sectional dimensions are measured at three section planes perpendicular to the boom speci-
men axis, at the center (0-position), at -225 mm and at +225 mm, as illustrated in Figure 6.2 a). 
In this way, deviations from the nominal cross section are determined in the yB-xB-plane, as shown 
in Figure 6.2 b), as a difference between scanned surface and aligned CAD model. 
Test results are summarized in box and whiskers plots, as given in Figure 6.2 c) and d), providing 
median, mean, upper and lower quartile as well as outliers with one box representing the measure-
ments of each set of six specimens and three section measurements each, incorporating eighteen 
data points in total. As presumed for the theoretical example in section 5.5, the boom width is in-
creased, while the height is reduced over stowage time. A near linear quasi-kinematic relationship 
between width increase and height decrease is immanent, although the change in height is smaller 
than the one of boom width. This is assumed to have its reason in expansion losses by additional 
distortions of the cross section. By analyzing the acquired data, several different results can be ob-
tained. 
Measurements on day 1, representing deviations due to manufacturing, indicate an average width 
reduction of about 3%, while at the same time an average height reduction of about 0.5%. While 
width reduction is assumed to be the result of tolerance due to cutting the flange edges to size, height 
reduction can be linked tolerances caused by the manufacturing process equipment. Specifically the 
thermal expansion of the used steel tooling can be related to this effect, as this and the processed 
CFRP prepreg exhibit a thermal expansion mismatch. 
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a) Section planes for cross sectional measurements on 

the 500 mm boom specimens 
b) Absolute cross sectional changes in 

yB- and xB dimensions 

  
b) Relative changes of boom width under 23°C 

and 80°C over stowage time 
c) Relative changes of boom height under 

23°C and 80°C over stowage time 

Figure 6.2. Change of boom cross section caused by stowage 

Another effect investigated is the creep effect due to stowage time span and temperature on the 
thermoset CFRP material (cured at 130°C, Tg=160°C). Analyzing width, it increases asymptotically 
over stowage time, until day 98, and is about four to five times higher for specimens stored at ele-
vated temperature (80°C), compared to width changes of specimens at room temperature (see Figure 
6.2 c). Vice versa is true for height reductions as displayed in Figure 6.2 d). Here height decreases 
asymptotically until day 98. Outliers in measurements of boom specimen height can be attributed to 
the discrete measurements at the three sections, and with small local buckles or digitally filled prepreg 
gaps occurring at this position. Moreover, errors of measurement are contributing, as measured val-
ues are in the millimeter to sub-millimeter range. 
The effect of relaxation becomes visible when comparing day 98 and day 194, for both temperature 
regimes in Figure 6.2 c) and d). Storing the specimens in a relaxed (unstressed) state, in a deployed 
configuration reversed some of the maximum width and minimum height changes by roughly one 
half to three quarters in average, as one can follow in Table 6.1. 
 
Finally resulting influence factors for cross sectional changes can be derived from absolute values, 
and percentage of change for width and height, as given in Table 6.1., while complete result data is 
provided in Table E. 1 of Appendix E. This data also shows that maximum changes can be found 
on days 84 and 98, at the longest time of stowage. The derived influence factors, for boom width 
with 𝛹𝑏 and boom height with 𝛹ℎ, as theoretically discussed before in section 5.5, represent the rel-
ative resulting dimensions and are conditional on the temperature regime and stowage time. These 
are provided in Table 6.1 as well. 
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Table 6.1. Cross sectional changes of boom specimens 
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6.1.1.2 STRAIGHTNESS 

Deviation from ideal boom straightness is determined on the same test data for the two temperature 
regimes, described before. Analysis is done in two ways and compared herein. 
With one method, the acquired surface models are analyzed by determining the centroid sag line, the 
center deflection of a curved beam, at discrete points along the specimen length. The second method 
analyzes the continuous contour of the tensioned side of the boom specimen as well as the com-
pressed side. The tensioned side is the outwards facing side when the specimen is reeled onto its 
cylinder, thus being under tension, while the compressed side is the side that is always facing towards 
the cylinder when reeled up on the storage cylinder (inner side), thus being compressed when stowed. 
Due to superposition of dimensional changes like cross sectional changes, axial curvature, sag and 
local buckling the two methods and the herewith obtained results are compared. 

Applying the Discrete Analysis Method 

Curvature and sag are determined at nine discrete sections along the length of the 500 mm boom 
specimen, as illustrated in Figure 6.3 a). Here the centroid sag is determined at each section plane, 
resulting in a sag line over length. This is done for all specimens, at each temperature (23°C and 
80°C) and for each day. The obtained results are shown in diagrams of sag over the position of 
measurement, representing the curvature of the specimens. These diagrams are given for the two 
temperature regimes in Figure 6.3 b) and c), providing a curve for each day of observation. The 
generated curves capture the change in sag over stowage time and represent the average curvature 
of a specimen set. Furthermore, approximated radii are given exemplary for day 98, the day with the 
largest sag. Nevertheless, the graphs indicate specimen curvature of higher order to be more realistic. 
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a) Centroid sag line determined at nine dedicated sections 

  
b) Boom sag at 23°C stowage temperature c) Boom sag at 80°C stowage temperature 

Figure 6.3. Centroid boom sag of 500 mm specimens for 23°C and 80°C temperature regime (ap-
prox. radius displayed for day 98) 

Results for pristine condition (after manufacturing) show very low sag values of about 0.05 mm at 
day 1, with an approximated average radius of 495554 mm (0.5 km), indicating almost no curvature. 
Creep induced by stowage, however, is visible in the change of radii and sag values over time and 
increasing with higher temperature. The maximum deformation is reached at day 98 for stowage 
with a maximum sag, for both temperature regimes. With such increasing deformation, the approx-
imated radius becomes smaller and smaller until day 98, thus indicating an increase in curvature. For 
the 80°C regime, however the smallest radius of 122878 mm (0.1 km) is determined at day 194, after 
relaxation. The reason for this is assumed to be in errors due to the measurements at discrete points 
on the specimen length and the short specimen length, compared to a full-size boom. 
The according results can be found in Table 6.2. 
In order to derive influence factors the change in radius with reference to the pristine radius, exhib-
ited after manufacturing, is given in percentage. This shows a maximum decrease of radius at day 98 
of about -83% for stowage at 80°C. Finally, the influence factors are determined as the residual as 
given in Table 6.2. However, these small resulting values and the superposition of local measuring 
error, local buckles, closed gaps and cross-sectional changes can only give an estimation for geomet-
ric changes of a boom. 
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Table 6.2. Results of discrete curvature and sag measurements 
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Applying the Continuous Analysis Method 

Using the continuous analysis method, the two sides of a specimens, one tensioned and compressed 
when reeled up, are analyzed separately. For both sides the scanned model is analyzed along its axis, 
at a center contour line section, providing continuous data (about 6000 data points) over the whole 
specimen length. Such longitudinal contour section is displayed for the tensioned side and the com-
pressed side in Figure 6.4 a) and Figure 6.5 a), respectively. With this method results like sag of a 
specimen, curvature of higher order, approximated radii and statistical analysis data can be obtained. 
The results (see Table 6.3) for the tensioned side in pristine condition, right after manufacturing, 
show the smallest sag values, thus indicating small deformations. The average sag for all twelve spec-
imens, determined from a 5th order linear polynomial regression curve, is about 0.1 mm. However, 
measurements of pristine sag differ between both specimens sets. This is due to the specimens re-
sembling each a section of a long boom as they are cut from one. Such long boom however features 
more a multi-valley curve than a circular radius, as discussed following in subsection 6.1.2. Never-
theless, the approximated radius of 338326 mm (338 m) and a radius of 255959 mm (255 m) are 
estimated for day 1 of the 20°C and 80°C specimen sets, respectively. 
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a) Contour sag line determined at tensioned side 

  
b) Boom sag at 23°C stowage temperature de-
termined by a 5th order polynomial regression 

c) Boom sag at 80°C stowage temperature de-
termined by a 5th order polynomial regression 

  
d) Exemplary polynomial curvature (sag), raw 
measured data points and approximated radius 

for day 98 at 23°C 

e) Exemplary polynomial curvature (sag), raw 
measured data points and approximated radius 

for day 98 at 23°C 

Figure 6.4. Curvature and sag of tensioned side of the 500 mm specimens for 23°C and 80°C 
temperature regime 

Creep induced deformation is found to increase with stowage time and temperature leading to the 
largest sag at day 98 with 0.336 mm for 23°C and 0.732 mm for 80°C. The results also show that 
maximum sag is less centered at in early day of storage, assumed to be due to the specimen cut from 
a large boom, inheriting its curvature. Comparing maximum sag, found at day 98, for both temper-
ature regimes, show that elevated temperature seems to cause values about twice as high. As 
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deformations grow, this is accompanied by a reduction of radius (increase of curvature). The radius 
at 80°C for example is reduced by about 83%, compared to the initial radius in pristine condition 
(day 1), while for 20°C the radius is only reduced by 71%, at the end of stowage (day 98). 
Furthermore, the effect of relaxation is visible by an increase of radius, by 8% points, to a radius 
reduction of about 75%, compared to the initial one, for the 80°C regime. At 23°C, the radius relaxes 
from 71% to only 50% radius decrease, compared to the initial radius after manufacturing (day1). 
Data analysis and results quality can be viewed in Figure 6.4 d) and e). The diagrams displayed show 
exemplary the acquired data points with sag over specimen length, the 5th order polynomial curvature 
and the approximated radius. Generally, curvature here, determined by a 5th order polynomial re-
gression, adhere closely to the circular curvature (radius), although scatter in data points is present 
as one can observe. The quality of regression and radius is given complementary with the R value, 
RISE and the residual error radius determination in Table E. 2, in Appendix E, but not further 
discussed. 
The here determined influence factor of curvature, indicating a diminishing straightness, can directly 
be applied to an FE model with boom radius 𝑟𝐵, used for partial robsustness assessment. 
 

Table 6.3. Overview curvature results – tensioned specimen side 
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The results for the compressed side in pristine condition, right after manufacturing, show very sim-
ilar results for both sets of specimens. The average sag for all twelve specimens, determined from a 
fifth order regression curve, is again about 0.1 mm. The approximated radius of 301566 mm (301 m) 
and a radius of 4389682 mm (4389 m) are found for day 1 at 23°C and 80°C specimen sets respec-
tively, a difference by one magnitude. These results are given in Table 6.4. 
Creep induced deformation increases with stowage time and temperature. As visible in Figure 6.5 b) 
and c) curvature is of higher order and sag is increasing for some cases, while decreasing for following 
cases, thus resulting in wavy curves, here determined by a 5th order linear regression. Until day 28, 
deformation behavior induced by creep seems unpredictable. For the room temperature, the overall 
radius increases, indicating the boom specimen to become straighter over stowage time, which is in 
contrast to the expected behavior. Comparing maximum sag, found at day 98, for both temperature 
regimes, values at elevated temperature are about twice as high. Nevertheless, local deformations 
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grow over stowage time in one or the other direction. Relaxation is visible by a reduction of absolute 
sag, e.g. for 80°C, by about 78% points, compared to the initial sag. 
 

 
a) Contour sag line determined at compressed side 

  
b) Boom sag at 23°C stowage temperature de-
termined by a 5th order polynomial regression 

c) Boom sag at 80°C stowage temperature de-
termined by a 5th order polynomial regression 

  
d) Exemplary polynomial curvature (sag), raw 
measured data points and approximated radius 

for day 98 at 23°C 

e) Exemplary polynomial curvature (sag), raw 
measured data points and approximated radius 

for day 98 at 23°C 

Figure 6.5. Curvature and sag of compressed side of the 500 mm specimens for 23°C and 80°C 
temperature regime 

In Figure 6.5 d) and e), diagrams show exemplary the acquired data points with sag over specimen 
length and the fifth order polynomial curvature. Generally, the curvature does not adhere closely to 
a circular radius, as data points exhibit larger scatter. The quality of regression and radius is given 
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with the R value, RISE and the residual error radius determination in Table E. 4, to be found in 
Appendix E. 
Overall, it must be concluded that data of the compressed specimen side alone does not give suffi-
cient information about the overall specimen curvature. Here a superposition of global curvature, 
waviness and possibly local buckling, are the reason for the ambiguity of these results 
 

Table 6.4. Overview curvature results – compressed specimen side 
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While the results of the separate measurements of each specimen side are revealing some interesting 
behavior, they are alone not suitable to provide estimations for the boom as a whole. Therefor av-
erage values from tensioned and compressed side are analyzed as a whole for each temperature 
regime and day of measurement. 
The averaged results in pristine condition show the smallest sag values, indicating small deformations 
induced by manufacturing. Again, the average sag is determined from a 5th order regression curve, 
with about 0.1 mm. Here, the average value of the pristine sag does not differ largely between both 
specimens sets (temperature regimes). However, the approximated radius of 321907 mm (312 m) 
and of 266445 mm (266 m) for day 1 of the 20°C and 80°C specimen sets, differ somewhat. Ap-
proximation and measurement errors are assumed the cause of this. Overall, results are given in 
Table 6.5, while sag and curvature are visualized in Figure 6.6 a) and b) for 20°C and 80°C stowage 
temperature, respectively. 
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a) Boom sag at 23°C stowage temperature de-
termined by a 5th order polynomial regression 

b) Boom sag at 80°C stowage temperature de-
termined by a 5th order polynomial regression 

  
c) Exemplary polynomial curvature (sag), raw 
measured data points and approximated radius 

for day 98 at 23°C 

d) Exemplary polynomial curvature (sag), raw 
measured data points and approximated radius 

for day 98 at 23°C 

Figure 6.6. Averaged sag and curvature over both sides (tensioned, compressed) 

Deformation induced by creep is evident by increased sag with stowage time and temperature leading 
to the largest sag at day 98 with 0.163 mm for 23°C and 0.293 mm for 80°C. A comparison of 
maximum sag, found at day 98, show that the sag at elevated temperature is higher by factor of about 
1.8. Alongside with sag increase, radius reduction and therefore an increase of curvature is evident. 
Citing as example, the average radius reduction at 80°C is about -58%, compared to the initial radius 
in pristine condition (day 1). For 23°C the radius is only reduced by 37% averaged over tensioned 
and compressed side, at the end of stowage (day 98). 
Relaxation is evident by an increase of radius, by 18% points, to a radius reduction of about -40.2%, 
compared to the initial one, for the 80°C regime. For 23°C, the radius relaxes from -37% to only -
18% radius decrease, compared to the initial radius after manufacturing (day 1), thus almost halving 
creep deformations in terms of radius. In Figure 6.6 c) and d), diagrams show exemplary the acquired 
data points with sag over specimen length, the curvature and the approximated radius. 
Generally, curvature here, determined by a 5th order polynomial regression, adheres closely to the 
circular curvature (radius). Moreover, as curvatures of tensioned and compressed sides differ 
strongly, scatter between the bands of data points is present. The quality of regression and radius is 
given with the R value, RMSE and the residual error radius determination in Table E. 5, to be found 
in Appendix E. 
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However, the resulting radii and influence factors are favored over the discrete section analysis and 
an analysis viewing tensioned and compressive sides separately. The averaged sag and radius values 
provide higher confidence due to the continuous data points instead of viewing discrete ones, while 
also considering global curvature of both sides. In terms of application to robustness assessment, 
the obtained radii 𝑟𝐵 can directly be applied to an FE model, thus considering curvature due to man-

ufacturing and stowage. An influence factor ΨrB can be applied as relative factor to the initial radius 
a boom exhibits. 
 

Table 6.5. Overview curvature results – Averaged curvature 
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6.1.1.3 WAVINESS OF BOOM FLANGES 

Waviness of boom flanges is observed, as buckles are visible under certain light circumstances on 
the flanges, as depicted in Figure 6.7 a). While these deformations are assumed to have an impact on 
boom buckling stability, and ultimately on the boom subsystem robustness, this effect is further 
investigated and quantified herein. For this, continuous section planes are analyzed along the boom 
specimen flanges, at ±35 mm in xB-axis of the boom coordinate system (cf. Figure 5.22 for coordi-
nate system), as depicted in Figure 6.7 b). The surface displacements out-of-plane of the scanned 
model are measured and compared to the nominal boom geometry, at the flange region. 
With this sag and curvature are obtained as well as shallow buckles, representing the waviness of the 
flange. However, the analysis is limited to two points in time at day 14 for 23°C and day 98 for 80°C, 
thus representing the two cases of short and long storage in stowed condition. Data is still considered 
representative as day 14 is near to the beginning of stowage and day 98 represents the last day of 
stowage. 
The results of sag and radius, as curves illustrate in Figure 6.7 c), are compared in Table 6.6. While 
the difference in maximum sag is only 7%, the difference in approximated radius is about -29%, 
marking a decrease of radius for the elevated temperature, hence an increase of global flange curva-
ture. In general, radii are about one order of magnitude smaller compared to the previously deter-
mined for the contour centerlines, thus indicating a higher curvature than the mid-section of the 
boom. 
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a) Visible waviness on boom 
flange 

b) Contour buckling line determined at flanges 

  
c) Flange sag and radii over specimen length d) Linearized buckling sag and determined ex-

tremes 

Figure 6.7. Sag, curvature and buckles of the flange of two 500 mm boom specimens stowed at 
23°C and 80°C and over different periods of stowage 

Waviness is determined by linearizing (normalizing) the sag curves by the according approximated 
radius, thus providing a linearized buckling profile, as depicted for both cases in Figure 6.7 d). This 
eliminated the superposition of global curvature and local waviness or buckles. A pairwise compar-
ison of minima and maxima linearized sag of both cases, as done in Table 6.7. show that the effect 
of creep induced deformation cannot clearly be distinguished as the change in linearized sag ∆𝑠𝑙 
differs between 8% and -51%. 
However, due to the very small values in submillimeter range, results can also be affected by meas-
uring errors of the system, providing an accuracy of 0.003 mm. It is further assumed that the found 
waviness and buckles, are predominantly generated by manufacturing and less affected by stowage, 
since the flange is less strained compared to tensioned or compress shell sides. With this assumption, 
a mean value for the linearized sag 𝑠𝑙= 2.49 mm is considered the quantified influence, that can be 
directly used as input to model flange waviness as preexisting imperfection in a FE model and there-
fore in the design process regarding robustness. 
 

Table 6.6. Flange curvature and sag 
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Table 6.7. Flange waviness 
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6.1.2 Manufacturing & Stowage induced Influences – on a full-size Gossamer-1 Boom 

One full size Gossamer-1 boom (also used in ADEO), with a length of 4300 mm, was scanned using 
the before mentioned ATOS scanning system, in pristine condition, after manufacturing, and after 
stowage on a 100 mm aluminum cylinder for 98 days. The boom was scanned lying flat, placed on 
one of the used manufacturing tool halves as depicted in Figure 6.8 a). Alternatively, the boom was 
also scanned supported by two long aluminum profiles, without any noticeable difference in results. 
Therefore, analysis in the following is done with data of the boom placed directly on the tool. Nev-
ertheless, for both types of support gravity cannot be cancelled out. For comparison and to deter-
mine the amplitude of transferred imperfections by the manufacturing process and equipment the 
according tool halves are scanned as well (see Figure 6.8 b). 
The tool itself consists of two stainless steel tool halves, a lower half and an upper half, that are 
separately equipped with prepreg material layup and joined for curing in an integral manufacturing 
process (see also patent [116]). Note that the upper tool half is not in its final manufacturing position 
when scanned. Instead it is upside down positioned for layup placement and later rotated about its 
longitudinal axis and lowered onto the lower tool half (tool is closed) and further prepared for evac-
uating and curing. Here the lower half is supported by a frame, carrying the complete weight of the 
assembled tool and layup. More precisely, the lower tool half is supported at eight pair wise floating 
slides, for positioning under the upper tool half, thus enabling unconstraint thermal expansion. 
Carrying the complete weight of the closed and assembled tool, the lower tool half is further con-
sidered as reference. 
While the positioned boom can only be scanned at one side at the time, target markers on the tool 
increase scanning accuracy and enable subsequent assembling of scanned surface models to a com-
plete boom surface model, to be analyzed. In contrast to this the two tool halves can be scanned in 
a single instance, as both are placed mold surface facing up. 
For analysis preparation two steps are taken. Firstly, the scanned surface models of the boom sides 
are aligned by best-fit at their flange planes in a shared coordinate system. Secondly, as done previ-
ously, the according nominal CAD model is aligned by best-fit to the scanned and assembled surface 
model, in a shared analysis coordinate system. Similar is done for the tool, although only the second 
step was performed, as both tool halves are analyzed separately. Figure 6.8 c) illustrates such analysis 
preparation as a surface model of a tool half is aligned to its nominal CAD model. 
Analysis is done on a continuous center contour line of the digitally assembled boom and the tool 
halves, similar to analyzing the short boom specimens discussed previously (see Figure 6.8 d). As 
defined prior to scanning and stowing, the upper boom side, represents the side that is molded into 
the upper tool half and at the same time the tensioned side when stowed. The lower boom side 
therefore represents the side molded into the tool lower tool half and the compressive side when 
stowed. 
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a) Primed boom, placed on tool half for scan-

ning 
b) Scanning upper and lower tool halves 

  
c) Fitting (best fit) of scanned tool model and 

nominal model (CAD) 
d) Analyzed center line on tool half 

Figure 6.8. Scanned and analyzed 4300 mm Gossamer-1 boom and tool halves 

Acquired results are analyzed using diagrams and tables. In Figure 6.9 a) sag values are compared for 
the upper and lower boom side, in pristine condition (day 1, before stowage) and after stowage at 
80°C (day 98), as well as for the lower boom tool. The displayed curvatures are determined by a 
linear 5th order linear polynomial regression from the acquired data points at the continuous center 
line. As sag increases due to stowage for the upper side (tensioned side) by 192% compared to values 
at pristine condition, contrarily sag values of the lower side (compressed side) seem to decrease with 
stowage, although by only -10%, as given with Table 6.8. These values are still smaller compared to 
that of the lower tool half, thus indicating that tool deformations are not fully passed on to the 
boom. Detailed results can also be compared when looking at Table E. 6 in Appendix E. 
The approximated radii, shown in Figure 6.9 b) and c), superimposed with their according data 
points, decrease for the upper boom side by -68% and contrarily increase for the lower side by 11% 
with stowage time. The reason for this is assumed to be the nature of stress as one boom side is 
tensioned while the other is compressed during stowage. When analyzing the inherited sag of the 
according tool side, the upper boom half only inherits about one third, while the lower boom side 
about one half, by manufacturing. 
Waviness is determined once more by linearizing by the approximated radius. As visible in Figure 
6.9 d) for the upper side, waviness increases with stowage, while for the lower side, as depicted in 
Figure 6.9 e), stowage seems not to have such a large impact on waviness. This is consistent with 
findings for the short boom specimens. The results can further be followed by analyzing selected 

minima and maxima and their changes due to stowage with ∆𝑠𝑙 and ∆𝑧𝐵, in amplitude and longitu-
dinal position on the specimen, as given in Table E. 7, in Appendix E. 
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a) Comparison of curvature and sag of boom sides and tool at different stowage regimes 

  
b) Sag and radius of upper boom side at 23°C 

and 80°C 
c) Sag and radius of lower boom side at 23°C 

and 80°C 

  
d) Linearized local buckling (waviness) of upper 
boom side at 23°C and 80°C (5th order polyno-

mial regression) 

e) Linearized local buckling (waviness) of 
lower boom side at 23°C and 80°C (5th order 

polynomial regression) 

Figure 6.9. Sag, curvature and waviness – 4300 mm boom and tool 
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In order to provide a statement of the overall boom behavior the resulting curvature, sag and radius 
are determined as average value for upper and lower boom side, for each condition (pristine, stowed). 
In Figure 6.10 a) sag data is grouped by day and an average curvature is determined by linear poly-
nomial regression (5th order) for each case. Additionally, the according radii are approximated, as 
displayed exemplary for day 98 in the graph. When comparing the determined curvature of both 
cases, boom curvature increases with stowage as expected while the radius decreases. 
 

  
a) Averaged boom sag in pristine and stowed 
conditions (5th order polynomial regression) 

b) Averaged boom tip displacement in pris-
tine (u1) and stowed conditions (u2) 

Figure 6.10. Resulting boom curvature and sag of boom in pristine and stowed conditions 

Furthermore, overall boom tip displacement, as a direct constituent of the robustness parameter 𝑢 
(cf. section 5.2.2), is determined. This is displayed in Figure 6.10 b), comparing pristine and stowed 
cases. The boom tip displacement is determined from curvature (5th order linear regressed), while 
generically assuming the first 100 mm boom length to be used for root fixation, being tangential to 
the nominal boom axis. Consequently, the displacements at the boom tip for the stowed (at 80°C) 

and pristine conditions are determined with 𝑢1 = 7.2 mm and 𝑢2= 22.4 mm respectively, as pro-
vided in Table 6.9. Presuming an acceptable upper limit of boom tip displacement of 1% of the 
present boom length (4300 mm), further referred to as percentage limit of length, the pristine boom 
exhibits a percentage of length of 0.17% while under stowed condition it exhibits about 0.52%. 
Moreover, the partial displacement-based robustness, given with Equation (4.20), can be determined 

for each condition with 𝑅𝑜𝑢𝑚𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑖𝑛𝑔= 0.83 and 𝑅𝑜𝑢𝑐𝑟𝑒𝑒𝑝= 0.48, for the pristine (post manu-

facturing) and the stowed boom, respectively. These metrics can directly be incorporated in the pro-
posed assessment method for robustness. 
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Table 6.8. Gossamer-1 boom curvature and sag 
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Table 6.9. Determined Gossamer-1 boom tip displacements 
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6.1.3 Manufacturing induced influences – on a 10 m Gossamer-2 Boom 

For analyzing influences induced by manufacturing on a large-scale boom, a Gossamer-2 boom with 
10 m in length, is scanned and analyzed, as well as its 14 m long manufacturing tool made of CFRP, 
as shown in Figure 6.11 a). For scanning further described in [117], the boom is placed in the mold 
tool as shown in Figure 6.11 b). In contrast to the integral manufacturing used for the previously 
discussed smaller boom of Gossamer-1, the Gossamer-2 boom is assembled from two separately 
cured half shells (sides), that are bonded together at their flanges. Therefore, only one tool half is 
used for manufacturing and scanned. 
While the two boom sides are scanned separately, the obtained surface models are assembled in the 
analysis software and aligned by a best fit option to the nominal CAD model. The purpose of this 
analysis is to scrutinize the imperfections like sag, curvature, radius, waviness of boom and tool. 
Since the long tool is assembled by several sections, the butt joints feature some indentions as de-
picted in Figure 6.11 c) of unknown depth. Further it is of interest if and by how much imperfections 
inherent to the tool surface are transferred to the boom by the manufacturing process, as small 
imprinted buckles on the boom shell indicate so (see Figure 6.11 d). 
From measurements, sag, curvature and radii are determined for the two scanned boom sides and 
tool as well as a resultant boom curvature, approximated from the two sides. Figure 6.12 a) displays 
sag and curvature for both boom sides, tool and the resultant boom, while the approximated radius 
is exemplary depicted for the resultant boom. Hence that the separate boom sides are displayed as 
scanned (both shells facing up), while the resultant boom considers the two sides in the symmetric 
orientation, with the shells facing opposite sides, as assembled during manufacturing. 
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a) Gos-2 boom and 14 m CFRP tool b) Scanning the 14 m boom tool 

  
c) Indentations at joints of tool sections d) 10 m Gos-2 boom and imprinted shell im-

perfection from tool 

Figure 6.11. Scanned Gos-2 10 m boom and 14 m tool 

For this long boom, sag is determined from 8th order polynomial linear regression curves, that rep-
resent the higher order curvature. As analyzed data show in Table 6.10, the maximum tool sag is 
almost 4 mm while the inherited sag of the resultant boom is about 66% less in comparison. This 
circumstance can be explained with the symmetric orientation of the assembled boom halves and 
their imperfections facing in opposite direction, thus balancing out curvature in regard to the result-
ant boom. 
However, each side shows larger amplitudes of imperfection, closer to the one of the tool. Although 
an increasing sag indicates a reduced curvature that is inherited, the decreased radius of the resultant 
boom implies the opposite. Such conflicting results are based on the nature of higher order curvature 
that makes simplifications on sag and radius somewhat inaccurate. 
 
More explicit and directly applicable to the here proposed method of robustness assessment is the 
overall boom tip displacement. It is determined from the resultant boom curvature (8th order linear 
polynomial regression) and gives a clear result independent from sag or order of curvature. For its 
determination, again the first 100 mm of boom length are generically assumed to be used for root 
fixation and to be tangential to the nominal boom axis. The outcome for the resultant boom deter-

mined in this way is visualized in Figure 6.12 b), and is quantified with the a tip deflection 𝑢 = 
2.4 mm. Additionally Table 6.11 summarizes the results. With a presumed acceptable boom tip dis-
placement of 1% of the boom length (10000 mm), the percentage of length only exhibits about 
0.024%, indicating a good value for straightness. By applying Equation (4.20), the partial displace-
ment-based robustness (cf. section 4.4.4), can be determined for the Gossamer-2 boom with 

𝑅𝑜𝑢𝑚𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑖𝑛𝑔= 0.976, showing a high robustness in regard to manufacturing imperfections. 
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a) Curvature and sag of both boom sides; result-

ing boom curvature (8th order polynomial re-
gression) and approximated boom radius 

b) Resulting boom tip displacement of the 
10 m Gos-2 boom 

  
c) Comparison of deformations (sag) between 
boom sides (halves) and tool; normalized on 

support points S1 and S2 

d) Exemplary comparison of linearized local 
buckling (here valleys displayed) of boom 

side #2 and tool 

Figure 6.12. Sag, curvature and local buckling of 10 m boom specimen and 14 m tool 

 
In order to investigate waviness, measured data of the two boom sides and tool are normalized by 
two shared support points (S1, S2), found as valleys and identified as indentations of the tool section 
joints. For this comparison boom side data is inversed at longitudinal axis, as they represent the 
positive of the mold tool. This is displayed in Figure 6.12 c) showing a good correlation of curves 
and indicating a significant transfer of surface profile by manufacturing. A further comparison of 
the selected peak points, however show some deviation in sag, as can be followed by the relative 
difference to the tool, in Table E. 8. This data is then linearized by the before determined curvature, 
thus providing waviness as displayed in Figure 6.12 d). Here the exemplary selected valleys of boom 
side #2 and the tool are analyzed and compared (values provided in Table E. 9). 
In conclusion, the viewed minima are in the same range of amplitude, when compared pairwise, 
indicating a significant transfer of imperfections also for waviness. In terms of robustness assess-
ment, waviness can be incorporated indirectly, by applying it as imperfection to structural models, 
that are used for robustness quantification. 
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Table 6.10. Gossamer-2 boom and tool curvature and sag 
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Table 6.11. Determined Gossamer-2 boom tip displacements 
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6.1.4 Long term Stowage induced Influences – on Boom material specimens 

Influences of long-term storage of a stowed boom is imperative to know for robustness assessment 
and determined for the use case of ADEO, which is stored for 20 years until deployment (after 
satellite decommissioning), including 5 years of previous on-ground storage and 15 years stored in 
orbit during satellite operation. In addition, the discussed influence considerations are also applicable 
to Gossamer-1, that shares the same boom component and operates in the same vicinity. 
Stowage is very demanding on the boom material due to the thermal loading under flexural stress. 
Besides the direct geometric changes as described in the previous subsections, the goal here is to 
predict the degradation of the relaxation modulus after 20 years of storage in stowed configuration, 
thus providing material behavior under creep. This in turn is dependent on the duration of storage, 
the temperature the material is exposed to during storage, and the emerging stress, caused by boom 
stowage (flattening and reeling up). 
The experiments are performed on flat boom material samples, 80 mm x 20 mm in size, that are 
stowed onto cylinders of seven different diameters (shown in the upper image of Figure 6.13 a) and 
four temperature regimes (-20°C, 23°C, 80°C, 100°C) in a controlled lab environment, as reported 
by Meyer & Zander in [111]. With three specimens stowed on a cylinder at a time, sets of 21 speci-
mens for each temperature are stored and analyzed, leading to 84 specimens in total. While each set 
is stored for 127 days, it is followed by a period of relaxation of 14 days, adding up to overall obser-
vation duration of 141 days. 
During the period of storage, the specimens are measured every four weeks. They are removed from 
the cylinders, placed on a holder and scanned with a 3D measuring system (ATOS Triple Scan) in 
climate controlled lab environment at ambient temperature conditions (see Figure 6.13 a) 
Following each scan, the specimens are reeled back on their according cylinder, in their marked 
orientation, and stored again in the according environment. After the last day of storage (day 127), 
the specimens are stored flat for two weeks for relaxation in their according environment, and 
scanned again, in order to measure the residual plastic deformation. Flat reference specimens that 
have not been stowed were scanned for direct comparison. After prost processing, aligning and 
generating surface models from the specimen scans, the measured data is analyzed. Geometric rela-
tions are analyzed and the resulting radius of each specimen is determined using the Pythagorean 
Theorem, measuring cord and height of the scanned specimen, as illustrated in Figure 6.13 b). As 
one would expect radii decrease with smaller stowage diameters and increasing temperature, while 
for the -20°C regime no significant change can be observed. However, the extend in which the radius 
contributes to the viscoelastic behavior is not further discussed at this point and can be found in 
[111]. 
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More interesting in regard to robustness is the creep compliance and the relaxation modulus of the 
material. Resulting creep compliance curves are determined one for each temperature and radius. 
Generally, they are determined by applying a constant stress, while measuring strain. However, in 
this case strain is kept constant and time depended stress is determined according to [111] by: 
 
Time dependent stress of stowage: 

𝜎(𝑡) = 𝐸0 ∙ (
𝑧

𝑟𝑐𝑦𝑙
−
𝑧

𝑟(𝑡)
) 

 

With the coordinate 𝑧 in specimen thickness normal direction, 𝑟𝑐𝑦𝑙 the radius of the stowage cylin-

der, 𝑟(𝑡) the measured specimen radius and 𝐸0 the initial Young´s modulus of the boom material. 

The relaxation modulus is determined from the occurring stress 𝜎(𝑡) and total strain 𝜀𝑡𝑜𝑡𝑎𝑙 (radius 
measurements and bending strain, [111]): 
 
Relaxation modulus: 

𝐸(𝑡, 𝜎, 𝑇) =
𝜎(𝑡)

𝜀𝑡𝑜𝑡𝑎𝑙
 

 
In contrast to the real time of storage of 20 years, 147 days are a comparably short period of obser-
vation. Instead of long-term storage, several short time storage tests are performed in the here pre-
sented case. However, by facilitating the time-temperature superposition method, stress relaxation 
curves can be determined for each regime at elevated temperatures for a short time span, by super-
imposing them to generate a master curve for the relaxation modulus. 
This is done by manually shifting the separate relaxation curves of the elevated temperature regimes 
to the right on a logarithmic time axis, in relation to a selected reference curve, as shown in Figure 
6.13 c) on the example of the 100 mm stowage diameter specimen set. With the 23°C isothermal 
relaxation curve as reference, the resulting master curve builds up as shown in this graph. 
While the point of interest at 20 years of storage in stowed configuration gives an estimate of about 
29.2 GPa, the resulting degradation of modulus is about 40%, considering the initial Young´s mod-
ulus to be 48.5 GPa. 
In terms of robustness this result can be interpreted as an influence factor that reduces the Young´s 

modulus of a boom by storing it in stowed configuration over 20 years with ΨCreep= 0.6. In simpli-
fication, this factor could be implemented in an FE model used for robustness prediction. Never-
theless, the issue of creep and its impact on boom geometry, especially in terms of predicting long-
term behavior, needs to be addressed in detail in the future work. 
 

(6.1) 

(6.2) 
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a) Specimens stowed on cylinders; setup for 

specimen scan 
b) Scanned specimen and principle of radius 

determination (adopted from [111]) 

 
c) Resulting relaxation modulus master curve for specimens stored on a 100 mm diameter cylin-

der - determined from short-term tests at elevated temperature levels [111] 

Figure 6.13. Creep testing of boom material specimens for estimating long-term stowage behavior 

6.1.5 Interaction induced Influences – caused by Interfaces 

As a boom deploys from its stowage hub or cylinder a transitional zone forms between the flattened 
to the fully deployed boom cross section. The partially flattened cross section, specifically at the 
boom root, provides only a reduced second moment of area and therefore a reduced local stiffness, 
while at the same time facing the highest bending moments due to its leverage. As this is addressed 
by using a mechanically guide & support device, stiffness can be maintained to some degree and 
boom deployment can be guided in the destined pointing direction. By doing so, the interaction 
between guide & support device and boom, influences its buckling behavior, buckling load capacity, 
stiffness and consequently robustness. 
Additionally, the transition zone is changing in cross sectional shape throughout deployment, as 
visualized in Figure 6.14 a). It displays the changing cross section of the boom tip, captured at dif-
ferent free deployed lengths. Figure 6.14 b) displays the scanned transition zone of a Gossamer-
1/ADEO boom deploying from its hub at different free lengths, illustrating that a rigid support 
device cannot be optimal for all working points and interacts differently with variation in boom 
length. As described by Zander et al. in [118] this is investigated under lateral bending and combined 
loads on three boom guide & support concepts, for the boom subsystem of the ADEO drag sail (cf. 
section 5.1). Further information on the concept design generation is described in [119]. 
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a) Cross sectional change at boom tip for dif-
ferent deployed free lengths (fully deployed at 

3420 mm) 

b) Scanned transition zone at different de-
ployed free boom lengths (without support 

interface) 

Figure 6.14. Boom transition zone and its change with changing deployed length 

Testing is performed in two configurations: one resembling different states during deployment at 
different lengths and angles of attack, the Deployment Configuration, and the second resembling 
the fully deployed state, the De-orbiting Configuration. Experiments are carried out in a vertical 
arrangement, with the boom mounted hanging in a test stand, as described generally for this type of 
performed test in chapter 7. A simulated membrane load is applied at the boom tip under a certain 
angle of attack, while measuring boom tip deflection and applied forces in in-flange-plane and out-
of-flange-plane, thus acquiring typical load-displacement curves. 
An overview of selected results is given in Figure 6.15, comparing all three guide & support concepts 
for each configuration. Here results are given in load-displacement curves, while providing images 
of the failure modes as well. Although buckling is expected to occur near the end of the guide & 
support device for all concepts, different failure modes are observed, as explained in the following. 
The examples of the Deployment Configuration exhibit a quasi-axial load under very small angles of 
attack in both directions. As a result, the guide shell concept delivers the highest failure load, alt-
hough all three concepts show a similar stiffness (slope) in the linear region at low tip displacements. 
While the guide shell concept and partial guide shell concept exhibit a failure mode of tearing/shear-
ing off the flange, the contour rolls concept in contrast exhibits buckling failure near the support 
device. Furthermore, the guide shell concept exhibits a sudden failure, while the other two concepts 
fail gradually, as apparent in the load-displacement graph. 
The tested concepts in the de-orbiting configuration exhibit mainly lateral bending under 22.5°, in-
flange-plane, without an out-of-flange-plane component. All concepts show a similar failure mode, 
with buckling at the end of the guide & support device. When considering the load-displacement 
graphs, a gradual buckling with large post-buckling zones is apparent, while the guide shell concept 
shows a higher stiffness (slope). Overall, the results illustrate that while different concepts might 
behave and fail in one configuration very similar, for another configuration this may vary greatly. 
They also demonstrate that interactions of the boom with the guide & support device influences 
failure mode, failure loads and boom tip displacement. 
 
How are these findings meaningful to robustness assessment or robust design? This example demon-
strates the influences of interaction between boom and deployment mechanisms and their interfaces. 
It further shows that a “one for all” solution is hard to obtain, and that the most critical cases should 
be considered, and therefore robustness should be determined for the most critical configurations, 
while maintaining at least acceptable robustness for other cases, strongly supporting that robustness 
is conditional (4. Work Hypothesis). One influence factor that bears general validity cannot be de-
termined due to the specific character of each interface, thus solely demonstrating the influence itself 
at this point. However particular results of boom bending tests for Gossamer-1 are used in section 
7 to determine robustness in comparison to numerical simulations. 
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Figure 6.15. Influence comparison of boom-I/F-interaction on load carrying capability and failure 
mode under lateral bending 

6.2 Mechanical Property Changes induced Influence Factors 

In the following sections, influences and the according factors, causing mechanical property changes 
as identified in the previous chapter 5, are determined for material variations, space environment 
effects like atomic oxygen and MMOD, as well as effects by test method and equipment. 

6.2.1 Material Property Variations 

In the following material property variations caused by different influences such as influences of 
material inhomogeneity and influences induced by test equipment/test method are discussed. Influ-
ences induced by material inhomogeneity’s are addressed by comparing mechanical characteristics 
of warp and weft of the boom material (cf. section 5.1.3), while influences induced by test equip-
ment/test method are addressed by comparing results obtained by a 3-dimensional and 2-dimen-
sional measurement setup in tensile testing. 
Inhomogeneity like misalignment of rovings, gaps or displacements can be eminent in the plain 
weave fabric of the boom material (0°/90° plain weave prepreg). Such imperfections, observable in 
the boom material displayed in Figure 6.16 b), can render mechanical properties and therefore ro-

bustness. Here warp direction, also referred to as 0°-direction, falls in the 𝑧𝐵-axis of the boom co-

ordinate system (cf. section 5.5), while weft direction (90° direction) is equal to the 𝑥𝐵-axis of boom 
coordinate system (cf. section 5.5), and is determined boom design and manufacturing. Although 
such imperfections may not have a large impact on structures made up of multiple layers, they have 
on the mechanical characteristics of a boom with shells of only one layer. 
Therefore, testing is carried out on one layer material specimens in order to specify material proper-
ties, although not complying with most standards that demand more than one layer or a larger 
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minimal thickness. Previous measurements of density on one layer and multilayer samples (2 mm of 
thickness, complying with standard) of this material support this approach. Such tests (see [120]) 
show that density of multilayer specimens is about 10% lower in average than density of one layer 
specimens, despite using the same material and manufacturing process. Expanding these findings, 
the Young’s modulus of warp and weft as well as shear modulus and Poisson’s ratio are determined 
as described in the following.  
 
Commonly, in standard tensile tests mechanical properties are obtained using applied strain gages. 
Yet, as influences of local stiffening/strengthening of these thin specimens due to the bonded strain 
gages cannot be omitted, measurements are carried out using an image correlation system (GOM 
ARAMIS), analyzing the stochastic speckle pattern applied, as depicted in Figure 6.16 a). Testing 
routine and setup is done according to the standards DIN-EN-ISO-527-4 for E-moduli and accord-
ing to DIN-EN-ISO-14129 for the shear modulus. Post-processing and analysis is performed using 
the GOM-Correlate software and scripted analysis routines (see [121] for details). 
 

 
a) Setup for tensile testing 

 
 

b) Inhomogeneities in weave of boom material (flat 
material, cured) 

c) Influence of the thin nature of specimens 
on measurement 

Figure 6.16. Determining material property influences – Tensile testing 

Awareness of the influence by test setup and equipment arose when analyzing results obtained with 
2D-measurements, a common test setup for flat samples. Contrarily to the mechanics these results 
partially featured negative Poisson’s ratios, indicating a transversal expansion instead of contraction, 
as expected. This effect was observed although precautions were taken as a pre-tensioning force of 
2 N is applied after clamping the samples, to avoid out-of-specimen plane shape deviations during 
testing. Nevertheless, specimens billow, partially move and distort out-of-vertical plane, as illustrated 
in Figure 6.16 c) in this setup. 
While 2D-measurements capture the speckles on a specimen and track their relative movement as 
well as expansion, both in vertical plane, the tracked speckles move out-of-plane towards the camera, 
as the specimen billows or un-billows. Consequently, the system falsely determines strain from this 
optical change and therefore an influenced and false Poisson´s ratio. 
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However, this effect can be observed until reaching higher tensile loads that straighten out the spec-
imen and eventually suppress out-of-plane distortion. This 2D-setup effect also affects E-Moduli in 
both directions. In consequence a 3D-setup is applied, thus cancelling out this influence and provid-
ing more accurate values. 
Compared to the 3D setup, which is recommended for further use, the 2D-measurement setup gen-
erates about 19% higher values for the E-Modulus in 0°-direction and 2.6% lower values in 90°-
direction, provided as summary in Table 6.12. Note, that results are determined using the effective 
thickness of 0.1 mm (determined from areal weight and density), while the measured specimen thick-
ness is larger with of 0.17 mm, due the porous single layer of the weave. Further the shear modulus 
determined with the 2D-setup is about 7% higher than the mean value determined with the 3D-
setup, thus demonstrating the influence of test method and setup. The influence induced by material 
inhomogeneity can be assessed when comparing warp (0°) and weft (90°) results, as done in Table 
6.12. Here the E-Moduli for warp and weft, measured in 3D-setup, differ by about 6%, with a higher 
mean value for the warp direction. Results obtained with the 2D-setup show an even larger discrep-
ancy, of about 23%, again with higher values for the warp direction. 
But what do these findings mean in terms of robustness assessment? Robustness determined with 
or based on obtained mechanical specifications that are influenced by the test method or equipment 
may result in an overrated robustness (regarding too optimistic material values), or on the other hand 
in underrated robustness when obtained specifications are lower than in reality. This undermines the 
effort of assessing and quantifying a realistic robustness, as measurements should be obtained with 
the highest accuracy possible. 
 

Table 6.12. Result comparison of 3D- and 2D-setup 
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Δ Δ
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6.2.2 Atomic Oxygen exposure induced Influences 

With the objective to determine the influence of atomic oxygen exposure on a boom and its material 
characteristics, a set of material samples were exposed to such ATOX environment, followed by 
measurements of mass, an optical surface analysis, and a subsequent mechanical test series, deter-
mining the shear modulus. 
Due to the limited capacity within the test campaign only three flat boom material samples were 
exposed, as shown in Figure 6.17 a) with the equipped sample tray prepared for exposure in the 
atomic oxygen simulator at ESA ESTEC. This test campaign was carried out to simulate 20 years of 

ATOX exposure in LEO (700 km altitude) with an O-atom fluence of 1 ∙ 1021  
𝑎𝑡𝑜𝑚𝑠

𝑐𝑚2
, as partially 

described in [91]. 
The optical analysis is carried out before and after ATOX exposure on a macroscopic and micro-
scopic level, in order to detect any surface changes of the material. As the image collection A in 
Figure 6.17 b) illustrates, the exposed area can clearly be distinguished from the area masked by the 
sample tray. The surface on the exposed side appears dull in daylight, while a change of optical 
properties on the backside cannot clearly be determined. However, since atomic oxygen is not a 
radiation and rather free atoms, the backside was exposed as well, perhaps seeing a smaller dose. 
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When scrutinized under a microscope the border between exposed and masked surface area is clearly 
visible, with the exposed area appearing darker, shown at a magnification of 100x in image B of 
Figure 6.17 b). However, material ablation as one would expect is not observable. Instead a minor 
surface oxidization along with deposited matter of other specimens, tested in the same campaign, 
might be a reasonable explanation. Even when analyzing resin aggregations (due to manufacturing 
process at warp-weft crossings) on the exposed specimen surface at a magnification of 500x (see 
image C of Figure 6.17 b), no surface changes or anomalies except from the darkening can be ob-
served. By further scrutinizing surface changes, the specimen profile is measured under the opto-
digital microscope, comparing exposed and masked areas of resin aggregation at the very border, as 
shown in image D of Figure 6.17 b). However, no height difference is apparent. 
 

  
a) Specimens on tray for 
ATOX exposure testing 

b) A: Specimens before and after exposure; B and C: Dark 
area (left): ATOX exposed, bright area (right): unexposed 

(masked); D: Profile comparison along boundary of exposure 

Figure 6.17. Microscopic images of ATOX exposed specimens 

 

Table 6.13. Mass loss due to ATOX exposure 

%

 
As standard analysis step for ATOX exposure testing, the sample mass is measured before and after 
exposure under lab conditions. Summarizing the outcome of mass measurements, provided in Table 
6.13, the mass loss over the simulated 20 years of exposure is very small, with only about 0.7% loss 
compared to pre-exposure. 
Further scrutinizing the influence of ATOX exposure, mechanical tensile testing is performed, in 
the same manner as previously described section 6.2.1, applying the 3D-setup. The three ATOX-
exposed specimens and eight non-exposed specimens as reference were tested, determining the shear 
modulus. As ATOX is assumed to predominantly reacting with the resin, a change in shear modulus 
is considered to provide the most substantial result. While generally complying with the standard 
DIN-EN-ISO-14129 for the shear modulus measurements, the tested samples are smaller in size 
than recommended (see Figure 6.17 a). This induces the effect of stiffening the specimens as the 
measured area is affected by clamping, and results in shear modulus values about 25% higher (see 
Table 6.14) than those of standard specimens of the same material (compare with Table 6.12). Nev-
ertheless, a relative comparison between ATOX-exposed and reference specimens of the same size 
can be made. Consequently, the results show a reduction of shear modulus by only 1.13%. This can 

be translated to an ATOX influence factor for shear modulus loss of ΨATOX= 0.989, for implemen-
tation in models for robustness assessment. 
For a wider database however, a larger sample size as well as larger specimen dimensions are vital to 
determine robustness accurately in the future. 
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Table 6.14. Result comparison – shear modulus of ATOX-exposed vs. reference (pristine) 

Ψ ATOX 

%

 

6.2.3 MMOD induced Influences 

In order to investigate the influence of micro meteoroid and orbital space debris on Gossamer-
1/ADEO booms and its robustness, hyper velocity impact tests on boom samples have been carried 
out within the ADEO project [91]. Followed by an optical analysis of the occurring impact damage, 
a mechanical characterization by compression after impact (CAI) testing is performed subsequently, 
aiming to determine the remaining load carrying capability of a MMOD-damaged boom. 
Impacting has been carried out on 100 mm boom samples with the Electrothermal Accelerator of 
the Institute of Astronautics of the Technische Universität München. The impact projectile, a nylon 
cylinder, 4 mm in diameter and 2 mm in length, simulates a typical debris particle in LEO, and is 
shot at a specimen with a velocity of 4 km/s, thus generating about 224 J impact energy. 
During impacting, the boom samples are mounted in a fixture as displayed in Figure 6.18 a). More-
over, the boom specimen is shielded by a plume screen from gaseous gusts generated by the plasma 
gun that accelerates the projectile. Overall four specimens were impacted, three of which were pen-
etrated at their center and one off-center near the boom flange, as displayed for comparison in image 
A of Figure 6.18 b). 
Following impacting, the degree of damage caused by the projectile entering and exiting a specimen 
is measured under an opto-digital microscope. As expected, damage is larger at the specimen’s back 
shell (back side), at which the projectile exits, than at the front side where the projectile enters. While 
penetrating the front and leaving sharp damage edges about the size of the diameter of the impact 
object itself, the projectile carries along fragments of the front shell that disperse over the travel 
distance and hit the back shell causing more severe impact damages. 
In the optical analysis three measures are taken at each side of a specimen, the diameter of clearance 
C1, by best fitting a circle into the damage opening, the diameter of damage C2, by best fitting a 
circle enclosing most part of the damage opening (not regarding cracks), and the area of removed 
material AMMOD by precisely measuring the area along the edges of the damage opening, including 
smaller break-outs. This is illustrated in image B of Figure 6.18 b). While the diameters exhibit a ratio 
of front-to-back side of about 1/2, the exact measurement of the removed shell area exhibits a ratio 
of 1/6, as results indicate in Table E. 10 in Appendix E. Furthermore, the exact measurement of the 
removed area is one magnitude larger than the approximated diameter measurements. Due to the 
higher accuracy, it should further be used. Regarding the relation between entrance and exit damage, 
the removed area of the entrance damage is about the four times the size of that of the projectile 
diameter, while the exit damage is almost 25 times its size. 
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a) Boom specimen prepared for hyper veloc-
ity impacting 

 

b) Boom specimen prepared for compression 
after impact testing 

c) A: Impacted boom specimens; B: measured 
impact damage on specimens at 20x magnifica-

tion, diameter of clearance C1, diameter of 
damage C2, area of removed material AMMOD 

(marked red) 

  

d) Setup for CAI testing 
e) Exemplary load-shortening curves of impacted 

and pristine samples 

Figure 6.18. Impact, optical analysis and compression after impact (CAI) testing of boom speci-
mens 

In preparation of the subsequent compression after impact testing, specimens are embedded to pro-
vide clear boundary conditions and a fixation to the material testing machine as shown in Figure 6.18 
c). The test setup with the specimen mounted in the testing machine, as depicted in Figure 6.18 d), 
also comprised the image correlation system ARAMIS, in order to record and measure buckling 
patterns. This, however, is not analyzed at this point, but provides data for future research. 
While all four impacted specimens were tested, nine pristine specimens were tested for reference as 
well, generating the results provided in Table 6.15. Additionally, an example of buckling curves is 
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given in Figure 6.18 e) for comparison of both specimen types. It can be seen that on average, the 
impacted specimens achieve a lower limit load at buckling failure of about 291 N, while the pristine 
reference specimens achieve a limit load of about 385 N. Hence, the remaining load carrying capa-
bility of the impacted specimen is about 75% of that of the pristine one. In consequence an influence 

factor for the boom can therefore be determined with ΨMMOD= 0.756, regarding the loss by impact 
damage, although limited to an axial compression load case. 
 

Table 6.15. Buckling load of impacted Gos-1/ADEO boom specimens 

F L F Lmean

%

ΨMMOD

 

6.2.4 Test Equipment induced Influences 

In an effort to determine the influence on mechanical results, acquired with the boom test stand 
(described in section 7), and on robustness in consequence, a standard aluminum profile beam 
(20 mm x 20 mm, 3900 mm in length) was tested analogously to booms. The profile beam is 
mounted in the boom test stand vertically hanging, while its root is clamped, as illustrated in Figure 
6.19 a). Stiffness measurements are carried out by deflecting the profile tip at a 90° angle of attack, 
relative the its vertical axis. For comparison, the beam’s bending stiffness is analytically calculated in 
parallel for a cantilever beam case, with its Young’s Modulus and second moment of area provided 
by the manufacturer’s data sheet. 
As generally done in boom testing, tip displacement is performed in the two main directions used in 
the test stand, to the left and to the right. For each side 10 repeated runs are carried out. Presuming 
a linear relationship for small displacements and staying within the region of elastic deformation, tip 
displacement is limited to about 160 mm, while not exceeding a force of 4.1 N. With the obtained 
load-displacement curves, the linear behavior echoes, as shown in Figure 6.19 a). However, as ex-
pected in reality the curves show hysteresis when reversing displacement (relaxing). This is assumed 
to arise due to inner losses by friction and the pulley-string system of test stand itself. 
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a) Test setup – aluminum profile mounted in test rack b) Transversal force over tip displacement 

– stiffness determination 

Figure 6.19. Determining influence factor and error of the boom bending test stand with a refer-
ence aluminum profile beam 

As mentioned before the influence of the test equipment and test method is quantified by comparing 
the analytical solution with test results for bending stiffness. These results are summarized in Table 
6.16. However, since measurements of stiffness and limit loads are obtained from the positively 
deflecting branch of a load-displacement curve, the reversing one (relaxation) is only qualitatively 
analyzed and is not further discussed at this point, but can be found in [117]. 
While the results show small standard deviations (SD), thus implying good accuracy of repeated test 
runs, the measured stiffness mean values show some deviation from the analytical solution. 
This difference over all test runs and both sides tested, is 2.45x10-2 N/mm in absolute values, thus 
translating to an -3.8% error. As one would expect, measurements with the boom test stand are 
generally lower in reality. However, quantified influences need to be derived from them in order 
incorporate this influence in robustness when using these measurements. 

From these results an influence factor Equip=0.962 can be derived, to be applied when generating 
results with the according equipment for robustness assessment. 
 

Table 6.16. Result overview aluminum beam - Measured vs. analytical bending stiffness 

%

%

%

%

% Ψ equip 

 
 

6.3 Chapter Conclusion 

Concluding this chapter, it demonstrates realistic influences on the performance of a boom and its 
material, and consequently the robustness derived from this data. It therefore supports 1. Work Hy-

pothesis and 3. Work Hypothesis with measured and quantified influences. In specific geometric 
dimension, changes and mechanical property changes were investigated. Influences of long-term 
storage in stowed condition and manufacturing influences were studied on short boom samples 
stored at 23°C and 80°C. Here cross-sectional changes lead to a reduction in height and an increase 
in width over time and increasingly with elevated temperatures. Sample straightness was determined 
in terms of sag, curvature, radius and waviness, showing an increasing influence with storage time 
span and temperature, and a noticeable difference in behavior between tensioned and compressed 
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sides. Influences induced by manufacturing and long-term storage on full size booms were measured 
in terms of straightness and waviness of a 4 m Gossamer-1 boom and a 10 m Gossamer-2 boom 
Full size booms are showing some differences in curvature compared to short samples, as they pro-
vide a full picture with the complete boom length. Additionally, manufacturing tools were analyzed 
in order to determine the extent of imperfection transfer to the manufactured booms. Moreover, 
influences induced by space environment like atomic oxygen and hypervelocity impacts of MMOD, 
as well as influences induced by test equipment and setup were investigated by determining charac-
teristic mechanical metrics. Under the aspect of the here proposed robustness assessment method, 
this chapter providing essential constituents in terms of major factors for influences of the herein 
studied Boom Subsystem. 
 



150 7 METHOD APPLICATION – CASE STUDY 

 

7. METHOD APPLICATION – CASE STUDY 

This chapter applies the before developed method for robustness assessment to the case study of 
the Gossamer-1 Boom Subsystem and boom component. It further determines the necessary ro-
bustness parameters in boom bending tests and applies the found influences and influence factors 
within a predictive finite element analysis. Moreover, robustness is quantified and compared for the 
investigated subsystem. 

7.1 Assessment in mechanical Boom Tests 

This sub-section describes the practical realization of several sub-tasks within the strategy for ro-
bustness quantification (cf. Figure 4.13.) as described in section 4.5, with the execution of experi-
ments in sub-task 4.1b, result assessment (sub-task 4.3), the calculation of partial robustness (sub-
task 4.4) and sub-system robustness (sub-task 4.5). 

7.1.1 Boom Test Stand & Test Principle 

The objective of mechanically testing the booms can generally be described as characterizing the 
mechanical behavior of a boom or boom subsystem, including interfaces and partially deployment 
mechanisms. With this, typical load cases, such as bending, axial compression and combinations of 
both, are applied and measured. Applying known load cases exerted on a boom or boom subsystem, 
as described for following example of Gossamer-1, as well as generic load cases that provide a basis 
for comparison over all boom subsystem independent of the aspired application, are commonly 
applied. However, in mission related testing mostly worst-case scenarios are tested. Test data in 
terms of boom tip displacement and applied string load is generated, thus providing load-displace-
ment curves and metrics like buckling failure load, stiffness and tip displacement, representing the 

identified robustness parameters (cf. section 5.2.) characteristic load 𝐿, stiffenss 𝜅 and boom tip dis-

placemnt 𝑢, respectively. Overall, this test stand may provide quantified data to determine perfor-
mance and derive robustness, serve as realistic comparison for finite element or analytic models, and 
consequently data for further design developments of boom subsystem and other related subsys-
tems. 

 

 

a) Definition of angles of attack: in-plane angle α, out-

of-plane angle β (acting sail force vector Fs display in 
asymmetric load case) 

 
b) Convention on orientation at boom cross sections 

during testing 
c) Boom test stand assembled over several 

floors 

Figure 7.1. Boom test stand and conventions 
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While the Membrane Subsystem and Interface Subsystem exerts a force vector into the Boom Sub-
system, as described for Gossamer-1 in section sections 5, this vector is oriented by two different 
angles of attack defined with regard to the theoretical membrane plane, depending on the applica-

tion. For Gossamer-1, one is defined as in-flange plane with angle α while the other reaches perpen-

dicular to that out-of-flange-plane with angle β, as illustrated in Figure 7.1 a). In the test stand, in- 
and out-of-plane angles are consistently applied in the same orientation, lengthwise in the Sensor & 
Load Rack and perpendicular, respectively. It can distinguish in two major load cases to be tested: 
an asymmetric load case, ruled by lateral bending, and a symmetric load case, ruled by axial compres-
sion. In an ideally loaded sail craft, the force vectors of adjacent sail segments generate a symmetric 
load introduction causing the boom to be loaded mainly in axial direction, exhibiting axial compres-
sion. While this type of loading is most favorable for booms, resulting in the highest load values in 
axial direction, reality imposes asymmetry in load distribution over the different structural system 
elements. In the space application (GosSSS), bending during deployment, operation, and e.g. span-
ning the sails, may occur due to friction in mechanisms and the non-uniform membrane deployment 
due to folding, seen in an asymmetric manner. Therefore, worst-case scenarios with an asymmetric 
load introduction, thus leading to bending or a combined load with bending as main component are 
necessary to investigate. 
In order to determine mechanical properties regarding for a Boom Subsystem or boom component 
holistically, tests in all four cross sectional directions are performed. For this, conventions of applied 
load directions in regard to the boom’s cross section are established, to enhance clarity within dif-
ferent test scenarios. These directional conventions are displayed in Figure 7.1 b) with in-flange plane 
applied force directions: flange side 1 and 2 (FS1, FS2), and with directions perpendicular to the 
flange plane, referred to as in direction of convex sides, with convex side 1 and 2 (CS1, CS2). 
 

 
Figure 7.2. Boom test stand  Sensor & Load Rack (load string marked red; visual load adapter on 

boom tip not displayed) 

 
The used test stand is a vertical multi-load test stand and is designed to mechanically characterize 
the thin shell CFRP booms with different sizes under a variety of load cases. For testing, booms are 
mounted vertically hanging in the test stand, with the boom tip facing downwards as depicted in 
Figure 7.1 c), and consequently fixed on the structure of the surrounding building. The test stand 
itself reaches over two floors of the building, from the basement up to the second floor, enabling a 
free boom test length of up to 13.5 m, depending on the necessary root fixture. It consists of three 
main elements (see Figure 7.1 c): The sensor & load rack, hosting force sensors, laser sensors, 
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redirection pulleys and actuators (motors), including a mobile photogrammetry system; the height 
adjustable mounting frame on which the boom is mounted to (at its root via interface) and can be 
positioned according to the required free boom length; and the positioning frame that is fixed to the 
surrounding building, guiding the positioning table and consequently holding the boom and its fix-
ture. 
 
Measuring the mechanical characteristics of a mounted boom, the sensor & load rack as depicted in 
Figure 7.2., is the central element of the boom test stand. The load is applied by a string-pulley-
system to the boom tip, with one string end connected to the boom tip, a specific test interface 
(Visual/Load Adapter) or a realistic boom tip interface and the other end being reeled up with two 
electrical motors. The applied boom tip deflection results in the string reaction forces in the accord-
ing direction. By positioning the adjustable pulleys on swivel arms, angles of attack in the test stand 

can be accommodated, with α from 0° to 90° and β from 0° to 10°, to the needs of the investigated 
load case. This enables symmetrical as well as asymmetrical load conditions. Note that in-plane angle 

α is applied within the x-z-plane of the test stand coordinate system, while out-of-plane angle β is in 
the y-z-plane. Super positioning of both angles is applied for load combinations. 
Occurring boom tip displacements are measured with a photogrammetry system (AICON Move 
Inspect HR) in all 6 degrees of freedom at an accuracy of 25 µm, facilitating two five-mega pixel 
resolution cameras in stereo. A Visual/Load Adapter fixed at the boom tip serves as an optical 
tracking target, while transferring the applied string load into the boom structure at the same time. 
Complementary, three laser triangulation sensors are used for measuring very small displacements if 
needed. The occurring tensile forces in the load applying strings are measured by two load sensors 
integrated in the pulley system, one at each side. This is illustrated in the schematic of the Sensor & 
Load Rack in Figure 7.3. and further provides an overview of all components and their interactions. 
Throughout testing, a synchronous process of measuring is realized by triggering all sensors in the 
same frequency of 9 Hz. Furthermore, all sensor and measured data is gathered in, while motors and 
triggering are controlled by a single data acquisition system using a customized LabVIEW© envi-
ronment. 
 

 
Figure 7.3. Boom test stand  Scheme 
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7.1.2 Testing Gossamer-1 Boom Subsystem and Boom Component 

Within the here described test campaign 3 Gossamer-1 Boom Subsystems and 3 booms, with a free 
test length of 3800 mm (4300 mm overall length) and 4300 mm respectively, each were tested. For 
simplification, both are further referred to as boom. While two main load cases are applied, lateral 
bending under different angles of attack and axial compression, two main configurations are inves-
tigated, an ideal configuration, clamping the boom root and testing the boom component, and a 
realistic configuration with the boom mounted in its interface (BSI, cf. section 5.1.3), thus testing 
the Boom Subsystem. Both configurations and their differences in dimensions are illustrated in Fig-
ure 7.4, while the different components used for fixation and load introduction are described in the 
following subsections. 
 
Furthermore, it should be noted that each boom was tested multiple times, in different test scenarios, 
due to the effort of manufacturing CFRP booms. However, with the knowledge from past boom 
testing, showing that buckling due to lateral bending almost always occurs near the boom root fixa-
tion [35, 109, 113, 122], both ends of a boom and both sides were tested, without fearing large 
impacts on measurements. This was realized with one boom end deflected in the direction of both 
flange sides, while the other end was deflected in the direction of both convex sides. Under axial 
compression, only one boom end per boom was tested, since in most cases Euler buckling is ob-
served resulting in buckling (snapping in) at the boom’s mid-section. Overall 40 test runs for all load 
types and configurations ware performed, providing the base of the analyzed data. 
 

Tested configurations: 

Ideal (Clamped)-Configuration – A boom “ideally” clamped at its root, and using a Vis-
ual/Load Adapter that keeps the fully deployed cross sectional shape of the boom tip 

 

Real (Spacecraft)-Configuration – A boom mounted in a spacecraft interface at its root, and 
using a Visual Load Adapter that simulates the boom-sail interface (BSFR) of Gossamer-1 

 

Figure 7.4. Dimensions of tested configurations 

Load Application and Boundary Conditions 

While the boom/Boom Subsystem is mounted in the test stand in the two test configurations, certain 
boundary condition at the fixed boom root and the freely movable boom tip need to be established. 
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Hanging upside down, in both configurations, the boom tip is able to realize translation and rotation 
in all 6 degrees of freedom, while the load is introduced by a Visual/Load Adapter. In the ideal 
“clamped-configuration”, the boom root is fixed over length of 100 mm with a clamping device, 
featuring four clamps and metal core, inhibiting all degrees of freedom as shown in Figure 7.5 a). 
The used Visual/Load Adapter for this configuration constraints its boom tip by keeping the cross 
section the fully deployed state, somewhat like an end cap with optical targets applied (see Figure 7.5 
b). It maintains the full cross section throughout load application and tip displacement. The load 
applying string is attached via eyelets at the according side of testing. For axial loading the adapter is 
equipped with an additional pulley (see Figure 7.5 c), guiding the string while transferring the sym-
metrical load into the boom tip in axial direction as a resultant load. 
For the “spacecraft-configuration”, further referred to as real configuration, the boom is assembled 
to its flexible boom-spacecraft-interface (BSI) as described in section 5.1.3, and mounted by its plate 
to the test stand, as illustrated in Figure 7.5 d). This interface somewhat allows for cross sectional 
deformations in the root area, due to its folding function. The used Visual/Load Adapter for this 
configuration resembles an early version of the boom spacecraft interface of Gossamer-1 (BSFR, cf. 
section 5.1.6), equipped with optical targets, as depicted in Figure 7.5 e). As this is used for lateral 
bending with the load string attached to an eyelet at the according side to be tested, another version 
of the Visual/Load Adapter, featuring a pulley, is used for symmetrical testing and applying axial 
loads, as displayed in Figure 7.5 f). 
 

Ideal – Clamped Configuration 

   
a) Boom fixed in a clamping 

device 
b) Visual/Load adapter for 

lateral bending 
c) Visual/Load adapter with 
pulley for axial compression 

loading 

 

Real – Spacecraft Configuration 

   
d) Boom in flexible interface 

(BSI) 
e) Visual/Load adapter for 

lateral bending (BSFR) 
f) Visual/Load adapter with 
pulley for axial compression 

loading 

Figure 7.5. Boundary conditions of ideal and real test configurations 

 
Throughout testing, the angles of attack are referring to the Sensor & Load Rack. For testing the 
different boom sides, a boom is rotated in order to have the according sides in line with the test rack 
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and the fore with the load strings and pulley system. While the angle of attack α is always in-test-rack 
plane, the second angle of attack β, only applicable for symmetric axial compression, is out-of-test-
rack plane. Thus, α is always applied in-plane, with the boom oriented sides accordingly, as illustrated 
in Figure 7.6. Lateral bending, as a main load case, is introduced as asymmetric load and applied 
under an angle of attack of α = 15°, 45° and 90° in the clamped-configuration and with α= 22.5°, 
45° and 90° in the spacecraft-configuration. The out-of-test-plane angle is not applied kept with β 
= 0° for lateral bending. Load application is further realized by attaching the load to only one side 
of the Visual/Load Adapter at a time. For axial compression, loads are realized with a symmetrical 
load introduction, by guiding the load string over a pulley at the Visual/Load Adapter, as described 
before, thus applying a resultant axial load by two load vectors, on at each side of the boom’s cross 
section. For this load case an angle of attack of α= 3° and β = 0° is applied for the ideal configuration, 
while for the real configuration a representative load case for the Boom Subsystem with α= 22.5° 
and β = 3° is realized in a combined manner. 
 

 

Figure 7.6. Orientation of angles of attack for each tested boom side 

7.1.2.1 LATERAL BENDING TESTS 

In the here described tests three four constituents of the relevant robustness parameters are quanti-

fied. The characteristic load is determined in terms of the critical buckling load 𝐹𝑠𝑐𝑟𝑖𝑡, the maximum 
load achievable by a boom. Furthermore, the residual load carrying capacity of a boom is considered 
representative for robustness, and therefore the achievable buckling loads after the second and third 
time of repeated failure (collapse) are determined. Stiffness is quantified in terms of bending stiffness 

𝑐 and flexural rigidity 𝐸𝐼, while boom tip displacement is provided for all observed cases as well. 
Lateral bending is analyzed on a limited set of cases tested for both configurations and for both 

boom sides tested, namely under 𝛼= 90° (𝛽= 0°), considered the worst case in a theoretical scenario, 

and 𝛼= 22.5° (𝛽= 0°) being considered the worst case in a realistic scenario of Gossamer-1. 

Mechanical Buckling Behavior and Failure Modes 

The mechanical buckling behavior under this type of load is represented by acquired load-displace-

ment curves, showing the applied force 𝐹𝑠 versus displacement of the boom tip sx. Such character-
istic graphs are given exemplary for the here assessed cases of both configurations in the images of 
Figure 7.7. Further graphs for comparison of configurations and tested cases, and under different 
angles of attack, at flange side and convex side, are provided in Appendix F with Figure F. 1. Addi-
tional test results, exceeding the here discussed cases, also for larger and smaller boom sizes and 
different interfaces, can be found in [77, 93, 118, 123–125]. 
While the load-displacement curves generally start with a linear or near-linear behavior slope, for the 
ideal configuration, with the flange side (FS) loaded, this linear course continues until reaching the 
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peak load 𝐹𝑠𝑐𝑟𝑖𝑡, that is considered the failure load (maximum achievable load), thus marking global 
buckling, as shown in Figure 7.7 a). Following a load drop from this maximum, the curve continues 
with a smaller slope, being identified as post buckling region.  
This suddenly ends with a more significant load drop and the collapsing of the boom, eventually. 
Although this behavior is similar to findings discussed by e.g. Da Cunha or Lee [66, 69, 72] for 
cylinders, robustness determination in terms of energy difference between global buckling and col-
lapse over the post-buckling region is not considered most adequate here (cf. section 4.4.4), since 
convex side (CS) load cases (see Figure 7.7 b) do not feature such region, and global buckling(Fscrit) 
and collapse coincide. Here instead the linear curve section continues undisturbed until reaching the 

maximum bearable load 𝐹𝑠𝑐𝑟𝑖𝑡, directly followed by a sudden load drop and collapse, as Figure 7.7 
c) illustrates. 
Subsequently to the event of collapse and in consequence, some oscillating dynamics of the boom 
tip can be observed, while boom tip displacement is extended for some further distance. After reeling 
in of the string is finally stopped, displacement is reversed and string is given. In this phase, the 
boom shell “unbuckles” as local buckles form back. Eventually, the boom snaps back to its initial 
shape, while the curve returns to a near-linear slope, at a certain point of displacement reduction. A 
test run and the associated load-displacement curve end, whenever the boom tip displacement is 
reduced to its initial value and the string tension is down to zero. Hysteresis is assumed due to energy 
dissipation by internal friction and buckling, visible by the gap when comparing the two parallel 
linear sections of a curve. 
Along with the different load-displacement curves exhibited for varying angles of attack and loaded 
sides, failure modes and buckling patterns differ as well. For the compressively loaded flange side, 
the boom shows a sine like buckling wave pattern along the flanges before reaching failure Fscrit, as 
shown in Figure 7.8 a). As this is an expectable behavior, its location of occurrence, frequency in 
waviness and amplitude may be associated with the manufacturing induced influence of flange wav-
iness, as investigated in section 6.1.1.3. Moreover, these sines like waves are assumed to initiate flange 
buckling followed by failure, serving as disturbance of geometry. Once a certain boom tip displace-
ment is reached the sine wave like buckles transform into a larger single buckle at the flange, as 
depicted in Figure 7.8 b), consequently leading to the collapse of the boom. This indicates a flange 
failure under compressive loads. While the convex side, when loaded, shows a regular buckling pat-
tern at the clamped fixation for large angles of attack e.g. 90°, as depicted in Figure 7.8 c), for some 
cases with smaller angles of attack buckling occurs further away from clamping, thus resulting in 
failure as depicted in in Figure 7.8 d). Imperfections in the convex area of the boom shell e.g. as 
material inhomogeneity as investigated in section 6.2.1, are assumed the reason. Further result data 
of failure location at a boom under test is listed for each specimen and test run in Figure F. 2 of 
Appendix F. 
For the real (spacecraft) configuration, load-displacement curves acquired for the assessed cases are 
given exemplary in Figure 7.7 d), e) and f). The courses of the graphs again start with a near-linear 
behavior, with increasing force and displacement, although small load drops can already be observed. 
These can be associated to local buckling on the boom shell, while additionally some yielding of the 
flexible interface (BSI), specifically at the tape springs, is observed. In most cases for the flange side 
buckling failure load Fscrit coincides with collapse, as depicted in Figure 7.7 d). However, for the 
convex side, as depicted in Figure 7.7 e), the peak load at buckling Fscrit is followed by a small post-
buckling region, resulting in collapse subsequently. The dynamic behavior of the oscillating boom 
after collapse is again present. When reversing displacement and reducing boom tip deflection, a 
snapping back to near-linear behavior, after some unforming of smaller local buckles, is only ob-
served for flange-loaded cases. Curves of the convex side case do not indicate a return to linear 
behavior, as shown in Figure 7.7 e). Furthermore, a significant residual deflection value is eminent, 
after fully relaxing the string and boom tip. This and a larger hysteresis compared to the ideal con-
figuration is assumed to arises due to setting processes in the assembled flexible interface and its 
components e.g. tape springs, anvil and elastic joints, as well as due to the failure modes involved. 
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a) Ideal configuration, flange side (FS) loaded un-

der α= 90°, β= 0° 
d) Real configuration, flange side (FS) loaded 

under α= 90°, β= 0° 

  
b) Ideal configuration, convex side (CS) loaded un-

der α= 90°, β= 0° 
e) Real configuration, convex side (CS) loaded 

under α= 90°, β= 0° 

  
c) Ideal configuration, flange side (FS) loaded un-

der α= 22.5°, β= 0° 
f) Real configuration, flange side (FS) loaded 

under α= 22.5°, β= 0° 

 accuracy of force measurement: 0,05 N 

Figure 7.7. Observed buckling behavior in ideal (clamped) and real (spacecraft) configurations un-
der lateral bending 
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For the real configuration, there are three main failure modes present. Flange failure close to the 
interface as depicted in Figure 7.8 e) occurs, following sine wave like buckling when loading the 
flange side. Here, in some cases yielding of the interface’s tape springs lead to small load drops, 
although ultimate failure occurred on the boom shell at the end of the interface. For the convex side, 
regular buckling patterns at the convex shell are observed leading to a failure near the interface, as 
shown in Figure 7.8 f). However, specific to the real interface with its complex assembly is the failure 
of some components when testing convex side cases. Thus, in six out of nine test runs a debonding 
(breakage) of upper or lower anvil and boom shell lead to failure within the interface, as depicted in 
Figure 7.8 g). Generally, one can state that for this kind of test smaller angles of attack lead to a 

higher maximum critical buckling load 𝐹𝑠𝑐𝑟𝑖𝑡, as the axial load compound increases relatively. For 

larger angles of attack, as shown on cases for 𝛼= 90° in both configurations, flange sides and convex 
sides experience different behaviors in terms of post buckling regions, while for small angles of 

attack they behave very similar, with no post-buckling region and coinciding global buckling (𝐹𝑠𝑐𝑟𝑖𝑡) 
and collapse loads. Increasing bearable loads after collapse and while extending tip displacement may 
occur due to a stabilizing effect of the strongly buckled boom shell. At this point, the boom is 
strongly buckled and partially damaged, and the tip displacement shows values above an acceptable 
level for a structure like a solar sail. 

    
a) Sine like flange 

buckles 
b) Flange side buck-
ling, exceeding failure 
load, near clamping 

c) Convex side buck-
ling failure at clamp-

ing 

d) Convex side buck-
ling failure distant 

from clamping 

 

   
e) Buckling failure of flange 

side at flexible interface 
f) Buckling failure of convex 

side at flexible interface 
g) Failure (debonding) within the 

flexible interface 

Figure 7.8. Failure modes of ideal (clamped) and real (spacecraft) configuration under lateral 
bending 
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Buckling Load and Residual Load Carrying Capacity 

The results for both tested configurations, ideal (clamped) and real (spacecraft) configuration, sorted 
by load cases, are summarized in the tables of Figure F. 2 and Figure F. 3, respectively, given in 

Appendix F. Here the critical buckling load 𝐹𝑠𝑐𝑟𝑖𝑡, the maximum value achievable at which a boom 

fails due to buckling, and the occurring boom tip deflection 𝑠𝑥 at which the boom buckles as well as 
the failure position on the boom specimen’s z-axis can be compared. Furthermore, for each test 
scenario both convex and flange sides were tested, given in averaged values over both sides. An 
exception is inherent in the spacecraft configuration with its flexible interface. Here only one convex 
side could be tested due to the lack of space towards the interface-plate for deflecting the boom. 

In the ideal configuration the acquired critical buckling loads exceed the required one of 𝐹𝑠𝑅𝑒𝑞=2 N, 

defined within Gossamer-1. For the application case with an in-plane angle of attack 𝛼 = 22.5°, the 

critical load achieved 𝐹𝑠𝑐𝑟𝑖𝑡=6.54 N, exceeds the requirement by about a factor of 3. For the theo-

retical cases of 90° in flange and convex side, values for 𝐹𝑠𝑐𝑟𝑖𝑡 of 2.2 N and 2.76 N are achieved, 
respectively. Although, the requirement was not defined for this load case, values for the critical 
buckling load achieved, exceed the required value. When comparing flange (FS) and convex sides 

(CS) for 𝛼 = 90°, the convex side achieves a slightly higher buckling load on average, however still 
in the same range. 

For the real configuration, the application case at 𝛼 = 22.5° exceeds the requirement of 𝐹𝑠𝑅𝑒𝑞=2 N, 

with an average of 𝐹𝑠𝑐𝑟𝑖𝑡=5.33 N by a factor of 2.6. The theoretical cases with 𝛼 = 90° in flange and 

convex side achieve values for 𝐹𝑠𝑐𝑟𝑖𝑡 of 2.48 N and 2.10 N, respectively, thus showing similar values 
for both sides. When comparing according load cases of ideal and real configuration at least for the 

work case with 𝛼 = 22.5°, the ideal configuration achieves higher values, while for the theoretical 

cases with 𝛼 = 90°, values are in the same range and do not differ significantly. However, due to the 
small sample size in terms of number of booms tested, it is difficult to clearly determine a trend. 
Overall, results for the flange sides of both configurations show that with smaller angles of attack, 

higher values of the critical buckling force 𝐹𝑠𝑐𝑟𝑖𝑡 are reached, while this effect is not consistent for 
the maximum displacements sx. 
Values for boom tip displacement are expressed in positive numbers (see tables in Figure F. 2 and 
Figure F. 3) for better readability, therefore not indicating the direction of boom tip deflection within 
the test stand coordinate system. The boom tip displacements sx are in general higher for the space-
craft configuration than for the clamped configuration, for all tested scenarios, having its origin in 
the beneficial flexibility of the spacecraft interface. However, the lower maximum loads for the flange 
side can be explained with the resulting buckling pattern, exhibiting sine wave like buckles along a 
loaded flange. Further comparisons can be drawn in the graphs of Figure 7.9 and Figure 7.10, alt-
hough these figures serve the purpose to illustrate subsequent and repeated failure and residual load 
carrying capacity. 
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a) Ideal configuration, flange side (FS) loaded 

under α= 90°, β= 0° 
d) Real configuration, flange side (FS) loaded un-

der α= 90°, β= 0° 

  
b) Ideal configuration, convex side (CS) loaded 

under α= 90°, β= 0° 
e) Real configuration, convex side (CS) loaded 

under α= 90°, β= 0° 

  
c) Ideal configuration, flange side (FS) loaded 

under α= 22.5°, β= 0° 
f) Real configuration, flange side (FS) loaded un-

der α= 22.5°, β= 0° 

 accuracy of force measurement: 0,02 N 

Figure 7.9. Observed buckling loads of subsequent and repeated testing, exceeding collapse 
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In order to determine the residual load carrying capacity each test scenario with its specific angle of 
attack comprises of three subsequent test runs. Here critical buckling load and collapse are repeatedly 
exceeded, thus simulating a failure of the boom multiple times, including the damage eventually 
occurs. For each of the here discussed and assessed cases a graph displaying the load-displacement 
curves of subsequent test runs, with the achieved critical buckling loads, are given in Figure 7.9. The 
graphs show good repeatability of the tested cases for all three runs, as the curves match very closely, 
with the exception of the case displayed in Figure 7.9. e), in which the failure mode differs between 
runs, as the interface failed. Generally, it can be observed that a subsequent and repeated test run 
produces a smaller critical buckling load than its predecessor, thus indicating some degeneration due 
to damage. However, a residual load carrying capacity even after three subsequent test runs with the 
boom collapsing is apparent and implies some robustness, although different load cases show dif-
ferent buckling behavior, as discussed before. The decreasing values for the critical buckling load 

𝐹𝑠𝑐𝑟𝑖𝑡, over repeated testing can be explained with occurring damages in the boom’s CFRP shells 
and the bond lines of the flanges, as observed, when overloading the boom (collapse). Therefore, 
damages like cracks and delamination, visible and invisible, are assumed to lead to this effect, as one 
would expect. 

As the first test run can be considered to be without damages it 𝐹𝑠𝑐𝑟𝑖𝑡 can be considered the maxi-
mum achievable load, while subsequent test runs show decreased values. Given as percentage of the 
initially achieved critical buckling load (1st run), the residual load carrying capacity is illustrated for 

each load case assessed in Figure 7.10. Here the initial critical buckling load 𝐹𝑠𝑐𝑟𝑖𝑡_1𝑠𝑡 is taken as 

bases and compared to the two subsequent runs. 

For the work load case and each flange side loaded under 𝛼= 22.5°, the residual load carrying ca-

pacity of the ideal configuration can be quantified for the 2nd test run with 𝐹𝑠𝑐𝑟𝑖𝑡_2𝑛𝑑= 5.78 N reach-

ing 77 %, compared to the 1st test run with 𝐹𝑠𝑐𝑟𝑖𝑡_1𝑠𝑡= 6.54 N (base equals 100 %), while in the 3rd 

test run with 𝐹𝑠𝑐𝑟𝑖𝑡_3𝑟𝑑= 5.61 N still achieves 76 % of the initial value. 

For the real configuration an even higher residual load carrying capacity is reached in the 2nd test run 

with 𝐹𝑠𝑐𝑟𝑖𝑡_2𝑛𝑑= 5.09 N reaching 90%, and after the 3rd test run 𝐹𝑠𝑐𝑟𝑖𝑡_3𝑟𝑑= 4.97 N still achieving 

93%, compared to the initial value with the 1st test run with 𝐹𝑠𝑐𝑟𝑖𝑡_1𝑠𝑡= 5.32 N (100%). These results 

further show that even after the boom specimen failing and collapsing three times subsequently, the 

requirement of 𝐹𝑠𝑅𝑒𝑞=2 N is still over-fullfiled by a factor of about 2.5. 

For the theoretical case of 𝛼=90°, both configurations produce similar residual load carrying capac-
ities. When loading the convex sides residual load carrying capacities between 64 % and 66 % for 
the 2nd and between 58 % and 60 % for the 3rd run are achieved. The cases when loading the flange 
side achieves results between 85 % and 90 % for the 2nd and 85 % to 87 % for the 3rd run, thus 
indicating a smaller robustness for the convex side than for the flange side. However, a tendency 
cannot clearly be distinguished as the two configurations exhibit very similar results for the residual 
load carrying capacity. 
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Figure 7.10. Residual load carrying capacity of assessed cases 

Stiffness 

For each case and configuration, at each boom side type (convex side type, flange side type), for 
each of the two sides (side 1 and side 2) tested per side type, about 10 repeated test runs, below 

𝐹𝑠𝑐𝑟𝑖𝑡, at up to 1 N were performed. This is done in order to remain in the elastic region without 
inducing local or global buckling, by keeping boom tip deflections small. The acquired near-linear 
curves are assessed by a linear polynomial regression of second order for data points between 10-
90% of the overall tip displacement, thus determining the slope and therefore stiffness in the forms 

of bending stiffness 𝑐 and flexural rigidity 𝐸𝐼, according to the basic Equation (5.5) and Equation 
(5.6). The obtained results are given in detailed tables in Figure F. 2 and Figure F. 3, in Appendix F. 

For analysis, flexural rigidity 𝐸𝐼 results are compared in Figure 7.11 in a pairwise manner for the 
tested sides. 
 

In the theoretical case of 𝛼= 90°, for ideal configuration, test runs exhibit a standard deviation that 
is very low, thus allowing to assume a good repeatability of tests runs and high quality of results. 
Furthermore, the difference between the two sides of a side type (convex side type, flange side type) 
are found to be below 2%, implying that both sides are of equal stiffness, thus implying the influence 
of the apparent curvature from manufacturing to be neglectable. However, results for tested stiffness 
are generally below the analytically determined values (cf. section 5.5). In average the flange side 

provides a flexural rigidity of 𝐸𝐼𝐹𝑆=510 N/mm and the convex side with 𝐸𝐼𝐶𝑆=362N/mm when 

tested, while the according analytically determined values are higher with 𝐸𝐼𝐹𝑆_𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙 =

𝐸𝐼𝑦𝐵𝑦𝐵=561 N/mm and 𝐸𝐼𝐶𝑆_𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙 = 𝐸𝐼𝑥𝐵𝑥𝑦𝐵=430 N/mm, although in the same range. 

Moreover, flexural rigidity for the flanges sides is closer to analytically results than convex side re-
sults, thus either implying less imperfections/influences being present, being less affected by existing 
influences (higher robustness) or both, for the flange side of a boom. Results of the real configura-

tion show flange side and convex side results being equal in size with 𝐸𝐼𝐹𝑆= 362 N/mm and 𝐸𝐼𝐶𝑆= 
352 N/mm. 

Furthermore, the results for 𝐸𝐼 of the real configuration are generally much lower than in ideal con-
figuration and analytical results. This can be explained by the significant influence of the realistic 
interface assembly (BSI) that provides some flexibility by design. In the work case of Gossamer-1 

with 𝛼= 22.5° applied on the flange side, flexural rigidity of the ideal configuration is almost twice 

as high with 𝐸𝐼𝐹𝑆_𝑖𝑑𝑒𝑎𝑙= 1269 N/mm compared to the real configuration with 𝐸𝐼𝐹𝑆_𝑟𝑒𝑎𝑙= 679 

N/mm. Assuming again the impact of the somewhat flexible interface, this observation further in-
dicates that steeper angles of attack, thus an increased axial load component, increases the influence 
on stiffness. 
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Figure 7.11. Flexural rigidity (stiffness) and standard deviation (whiskers) of assessed load cases 

under lateral bending 

 

7.1.2.2 QUASI-AXIAL COMPRESSION TESTS 

Mechanical Buckling Behavior and Failure Modes 

Load displacement diagrams as used afore to analyze lateral bending are not applied in this case, due 
to the very small boom tip displacements present. Such graphs are only used to visualize the quality 
of load introduction in terms of symmetry as exemplary shown in Figure 7.12. Here the curves under 

an angle of attack of 𝛼=3° to each side are displayed for each of the sensors. Starting at the initial 
zero position of displacement, small oscillations around the zero value occur with increasing force 
values, due to providing self-stabilizing its center position by the pulley. This continues until each 
curve reaches its maximum, at which the boom suddenly fails and collapses. At this point, the two 

sensors show different maxima of 𝐹𝑠𝑐𝑟𝑖𝑡, assumed due to deviations from symmetry. The dropping 
force values along with increasing and followed declining displacement values represent the uncon-
trolled swinging of the boom part that is broken away. Nevertheless, this graph shows a good sym-
metry in load introduction, although the maximum values measured by the two sensors differ. While 
in Figure 7.12 image a) illustrates this load-displacement behavior, image b) demonstrates the ac-
cording failure event (collapse) observed. Furthermore, to determine quality of load introduction a 
relative load off-set between the two loaded sides is determined. The determined load symmetry off-

set, using 𝐹𝑠𝑐𝑟𝑖𝑡𝐹𝑆1 as basis, ranges between 12% and 18% for the ideal, and between 0% and 8% 
for the real configuration, thus indicating an acceptable quality for axial load introduction. The de-
viations from symmetric load introduction are assumed to occur due to friction in the string pulley 
system in interaction with the Visual-Load-Adapter and due to misalignments in the test setup or 
boom tip adapter. Albeit the varying symmetry, the occurring failure modes can be identified as 
global buckling and column buckling, at least for tests with the ideal configuration, as displayed in 
Figure 7.12 b) and c), respectively. However, the real configuration fails under the applied quasi-axial 
load near its Visual-Load-Adapter (BSFR), by local buckling. 
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a) Load-Displacement curve un-
der symmetric load introduction 

b) Boom collapse in ideal config-
uration 

  
c) Damage after collapse in 

ideal configuration 
d) Failure near Visual-Load-
Adapter in real configuration 

accuracy of force measurement: 0,2 N 

Figure 7.12. Failure modes of ideal (clamped) and real (spacecraft) configuration under quasi-axial 
compression 

Buckling Load and Residual Load Carrying Capacity 

In the following, the resulting axial load 𝐹𝑎𝑟𝑒𝑠 is discussed. For the ideal configuration this load de-

rives from the symmetrically applied load vectors under 𝛼=3° at each flange side, in an in-plane case, 
according to Equation (7.1). However, the resulting axial load for the real configuration is derived 

from a load vector on each flange side under an in-plane angle of attack 𝛼=22.5° and an out-of-

plane angle 𝛽=3°, according to Equation (7.2). The summarized results for the booms tested in ideal 
and real configuration are provided in Figure F. 4 and Figure F. 5, respectively, in Appendix F. 
 
Resulting axial force in ideal configuration: 

𝐹𝑎𝑟𝑒𝑠 = (𝐹𝑠𝑐𝑟𝑖𝑡𝐹𝑆1 + 𝐹𝑠𝑐𝑟𝑖𝑡𝐹𝑆2) ∙ cos 𝛼 
 
 
Resulting axial force in real configuration: 

𝐹𝑎𝑟𝑒𝑠 = √
𝐹𝑠𝑐𝑟𝑖𝑡𝐹𝑆1

2

(tan𝛽)2 + (tan𝛼)2 + 1
+√

𝐹𝑠𝑐𝑟𝑖𝑡𝐹𝑆2
2

(tan𝛽)2 + (tan𝛼)2 + 1
 

 

(7.1) 

(7.2) 
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When studying the acquired results the ideal configuration reaches much higher buckling loads for 

axial loading with an average of 𝐹𝑎𝑟𝑒𝑠=252 N, as displayed in the bar chart of Figure 7.13. Compared 

to this, the average maximum value for the real configuration of 𝐹𝑎𝑟𝑒𝑠=65 N, is about 78% lower, 
assumed due to the different boundary conditions. However, the variation of tests results is much 
lower for real configuration than for the ideal configuration, as illustrated in Figure 7.13. Neverthe-
less, with a sample size of only three specimens no conclusive statistical analysis can be drawn, and 
is herein not further discussed. 
The residual load carrying capacity is again determined in subsequent and repeatedly test runs ex-
ceeding the critical buckling load and collapse, in this case the resulting maximum axial buckling load 

𝐹𝑎𝑟𝑒𝑠. Nevertheless, this could only be performed for the real configuration, due to the fatal damages 
and destructive buckling caused during the first test run in the in the ideal configuration. 
Four subsequent test runs in the real configuration resulted in an average residual load carrying ca-
pacity of 78% for the second, 76% for the third and 74% for the fourth subsequent and repeated 
test run, as illustrated for comparison in Figure 7.13. A comparison of all samples tested, for both 
configurations, in terms of maximum achievable and residual axial loads can be done in Figure 7.14. 
Here again, the large difference of achieved critical buckling loads between ideal and real configura-
tions is immanent. Both configurations indicate some robustness, although of two different types, 
as introduced in section 4.4.4. While the high critical buckling loads achieved with the ideal config-
uration exceed the required 4 N minimum axial buckling load (derived from requirement of 2 N at 
each side using Equation (7.1)) by a factor of 126, it could represent a reserve-related robustness. 
The repeatedly achieved buckling loads for subsequent failure in the real configuration, on the other 
hand can be interpreted as sensitivity-related robustness. Which presumptive robustness is of higher 
impact and how these types are included in a subsystem robustness is discussed in the following 
section. 
 

 
Figure 7.13. Comparison of averaged maximum buckling loads under quasi-axial loading (standard 

deviation represented by whiskers) 
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Figure 7.14. Residual load carrying capacity of tested booms under axial compression (angles 

given as α/β) 

 

7.1.3 Robustness Assessment of Experimental Results 

In order to obtain the subsystem robustness for the boom 𝑅𝑜𝐵𝑜𝑜𝑚𝑆 according to Equation (4.15), as 
developed in section 4.4.4., three partial robustness metrics need to be determined and combined 
with the partial robustness weighting factors provided in  
Table 5.1, as determined in section 5.2.2. These three partial robustness metrics, namely Stiffness-
related partial robustness, Load-related related partial robustness and Displacement-related partial robust-
ness are assessed in the following. Robustness assessment and quantification is done for three cases, 
two theoretical cases with the ideal configuration and the real configuration under 𝛼=90°, and an 
application case with the real configuration under 𝛼=22.5°. Seeking for comparability and yet in-
cluding all acquired data that make up the subsystem robustness, partial robustness metrics are de-
termined using the same principle equations given in the following with Equation (7.3), (7.4) and 
(7.5). Each constituents in a partial robustness metric is a quantified value obtained from tests, ex-
periments and analytical calculations and is provided for each case studied in Table G. 1, of Appendix 
G. Probabilistic considerations are not explicitly undertaken as test data is limited. However, the 
used constituent values represent minimum values achieved, if more than one value is available, and 
thus complying with the idea of robustness assessment in a conservative way. 
 
The stiffness-based partial robustness 𝑅𝑜𝜅 is determined from two weighted constituent metrics, that 
are representing the sensitivity of flexural rigidity. Given in Equation (7.3), 𝐸𝐼𝐹𝑆 and 𝐸𝐼𝐶𝑆 each rep-
resent the achieved flexural rigidity (minimum principle used) in testing at the flange side and convex 
side respectively. These values are brought into relation to the according analytically determined 
flexural rigidity about the same axis, 𝐸𝐼𝑦𝐵𝑦𝐵  and 𝐸𝐼𝑥𝐵𝑥𝐵. Hence, these relations quantify the impact 

of influences on the existing boom or boom subsystem, compared to theoretical expectations. For 
the case of the real configuration under an angle of attack of 𝛼=22.5°, the analytical flexural rigidity 
is substituted by a comparative flexural rigidity 𝐸𝐼𝐹𝑆𝑐𝑜𝑚 and 𝐸𝐼𝐶𝑆𝑐𝑜𝑚, since only for the flange side a 
value has been determined in experiments. The according value for the convex side 𝐸𝐼𝐶𝑆𝑐𝑜𝑚 is cal-
culated with Equation (G. 1), assuming the same stiffness relation of flange versus convex side as 
found in analytical calculations. The weighting factors 𝑤𝜅1 and 𝑤𝜅2 are arbitrary chosen in this ex-
ample, however both to be equal in size. 
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Stiffness-based partial robustness: 

𝑅𝑜𝜅 = 𝑤𝜅1 ∙
𝐸𝐼𝐹𝑆
𝐸𝐼𝑦𝐵𝑦𝐵

+ 𝑤𝜅2 ∙
𝐸𝐼𝐶𝑆
𝐸𝐼𝑥𝐵𝑥𝐵

 

 
 
The second component, the load-based partial robustness 𝑅𝑜𝐿, comprises of several metrics that are 
derived from different relations of constiutents. It incorporates the residual lateral load carrying ca-
pacity in terms of sensitivity, axial load and lateral bending as reserves, and the residual axial load 
carrying capacity in terms of sensitivity, as formulated in Equation (7.4). Each metric’s importance 
is regarded in terms of dedicated weighting factors, here arbitrary chosen for demonstration (see 
Table G. 1, in Appendix G). 
For each tested side type, flange side (FS) and convex side (CS), the achieved loads in the first test 
run 𝐹𝐹𝑆1𝑠𝑡 and 𝐹𝐶𝑆1𝑠𝑡, are brought into relation to the loads achieved in the second test run with 𝐹𝐹𝑆2𝑛𝑑 

and 𝐹𝐶𝑆2𝑛𝑑, therefore providing the residual lateral load carrying capacity after collapse/failure. 

The next term sets the required resulting axial load, 𝐹𝑎𝑅𝑒𝑠𝑅𝑒𝑞 , in relation to the achieved resulting 

axial load during the first test run 𝐹𝑎𝑅𝑒𝑠1𝑠𝑡, and therefore to the maximum achievable value, thus 

representing the axial load reserve. The required resulting axial load is derived from the 𝐹𝐹𝑆𝑅𝑒𝑞=2 N 

required per side, under an symmetric load introduction at 𝛼=22.5°, as found in the application case. 
This same requreiment is used in the theoretical case under 𝛼=90° angle of attack. 
Similar to this, the third sub-component, the lateral load reserve, sets the required lateral bending 
load for each side, 𝐹𝐹𝑆𝑅𝑒𝑞  for flange and 𝐹𝐶𝑆𝑅𝑒𝑞 convex side, in relation the critical buckling load for 

lateral bending that is reached in the first test run with 𝐹𝐹𝑆1𝑠𝑡 and 𝐹𝐶𝑆1𝑠𝑡, for flange and convex side 

respectively. 
In the fourth load related component, the residual axial load carrying capacity, the resulting axial 
critical buckling load achieved in the first run 𝐹𝑎𝑅𝑒𝑠1𝑠𝑡 is set into relation to the critical axial buckling 

load achieved in the second test run 𝐹𝑎𝑅𝑒𝑠2𝑛𝑑 , thus resembling the sensitivity of a boom or boom 

subsystem after repeated collapse/failure, including influences by occurring damages. 
 
Load-based partial boom robustness: 

𝑅𝑜𝐿 = 𝑤𝐿1 ∙
𝐹𝐹𝑆2𝑛𝑑
𝐹𝐹𝑆1𝑠𝑡
+ 𝑤𝐿2 ∙

𝐹𝐶𝑆2𝑛𝑑
𝐹𝐶𝑆1𝑠𝑡
+ 𝑤𝐿3 ∙ (1 −

𝐹𝑎𝑅𝑒𝑞

𝐹𝑎𝑅𝑒𝑠1𝑠𝑡
) + 

 

𝑤𝐿4 ∙ (1 −
𝐹𝐹𝑆𝑅𝑒𝑞

𝐹𝐹𝑆1𝑠𝑡
) + 𝑤𝐿5 ∙ (1 −

𝐹𝐶𝑆𝑅𝑒𝑞

𝐹𝐶𝑆1𝑠𝑡
) + 𝑤𝐿6 ∙

𝐹𝑎𝑅𝑒𝑠2𝑛𝑑
𝐹𝑎𝑅𝑒𝑠1𝑠𝑡

 

 
 
The displacement-based partial robustness 𝑅𝑜𝑢 is determined from two weighted constituents, in 
terms of a reserve. One is bringing the achieved boom tip displacement under symmetric axial load-
ing at a nominal load value of 2 N, for the flange side 𝑢𝑎𝐹𝑆2𝑁 , in relation to the overall limit for boom 

tip displacement during operation 𝑢𝑙𝑖𝑚𝑖𝑡 (1% of the boom length, cf. section 6.1.2). The second rep-
resents the according displacement for the convex side at a nominal load value of 2 N 𝑢𝑎𝐶𝑆2𝑁 , adding 

(7.3) 

(7.4) 
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the boom tip displacement imprinted by manufacturing 𝑢𝑚𝑎𝑛𝑢𝑓 as determined in section 6.1.2, in 

relation to the overall limit for boom tip displacement 𝑢𝑙𝑖𝑚𝑖𝑡. More displacement constituents can 
be added, if data is available and if demanded by the studied case e.g. stowage or thermal defor-
mations. However, manufacturing induced deformation was only measured for the convex side, as 
it is the side that is most likely influenced by tooling, and reeled up for stowage. 
 
Displacement-based partial boom robustness: 

𝑅𝑜𝑢 = 1 − (𝑤𝑢1 ∙
𝑢𝑎𝐹𝑆2𝑁
𝑢𝑙𝑖𝑚𝑖𝑡
+𝑤𝑢1
𝑢𝑎𝐶𝑆2𝑁 + 𝑢𝑚𝑎𝑛𝑢𝑓

𝑢𝑙𝑖𝑚𝑖𝑡
) 

 
 
While the results for the partial robustness metrics and the Boom Subsystem robustness are sum-
marized in Table 7.1, the proportions of contribution by the partial robustness metrics are illustrated 
for comparison in Figure 7.15, for the here assessed cases. Robustness for ideal configuration case 
at 𝛼=90° is 𝑅𝑜𝐵𝑜𝑜𝑚𝑆_𝐼𝑑𝑒𝑎𝑙90=0.826, for real configuration case at 𝛼=90° 𝑅𝑜𝐵𝑜𝑜𝑚𝑆_𝑅𝑒𝑎𝑙90=0.709 and 
for configuration case at 𝛼=22.5° 𝑅𝑜𝐵𝑜𝑜𝑚𝑆_𝑅𝑒𝑎𝑙22.5=0.663. Here the quantified robustness, generated 
with the proposed assessment methodology show that the ideal (clamped) configuration reaches 
higher robustness than the real (spacecraft) configuration, while the real configuration under the 
theoretical case of 𝛼=90° achieves a higher robustness than under the application case of 𝛼=22.5°. 
Partial robustness based on stiffness and load contribute major portions, as this is driven by the 
chosen weighting factors and the achieved performance. Although, e.g. robustness for case of the 
real configuration under 𝛼=22.5° seems to be low, one should keep in mind that a robustness of 
nearly zero, meaning all partial robustness metric are zero, except for the stiffness-related one that 
can only be very small, would still mean that all requirements are met, however without any reserve, 
margin or insensitivity. This case, only satisfying the minimum requirements, is added in the bar 
chart displayed in in Figure 7.15, for comparison. But, this circumstance also demonstrates a draw-
back of the here proposed robustness assessment methodology, at least for the here presented ex-
amples. Robustness cannot be zero, since at least some stiffness needs to be provided in order for 
the GosSSS to have any functionality. Although the here presented demonstration of robustness 
quantification is limited, the Basic Hypothesis is demonstrated on subsystem level to be valid and 
applicable. As more combinations of robustness parameters for characteristic load 𝐿, stiffness 𝜅 and 
boom tip displacement 𝑢, using further data in terms of measurement or simulation results are im-
plemented, better accuracy of robustness can be made. 
 

Table 7.1. Quantified Boom Subsystem robustness from experiments 

 

𝑅𝑜𝜅 𝑅𝑜𝐿 𝑅𝑜𝑢 𝑤𝜅𝑅𝑜𝜅 𝑤𝐿𝑅𝑜𝐿 𝑤𝑢𝑅𝑜𝑢 𝑅𝑜𝐵𝑜𝑜𝑚

 
 

(7.5) 
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Figure 7.15. Comparison of Boom Subsystem robustness for exemplary cases 

7.2 Finite Element Analysis of Case-Study Structural System 

In the following the practical realization of a finite element analyses (FEA) is performed within the 
case study of a Gossamer-1 boom subsystem with the goal of predicting mechanical behavior, ro-
bustness parameters and consequently robustness under before quantified influences. Thus, numeric 
simulations provide a tool to predict mechanical behavior in cases that have not been tested or can-
not be tested due to the enormous effort of applying the relevant influences on large scale. The 
following tasks can be located in the developed strategy for robustness quantification (cf. Figure 
4.13.), described in section 4.5, as sub-task 4.1a, sub-task 4.3, result assessment, sub-task 4.4, calcu-
lation of partial robustness, and sub-task 4.5, calculation of the sub-system robustness. 
 
FE-Analysis as implemented in the robustness assessment with sub-task 4.1a and realized as illus-
trated in the scheme of Figure 7.16. Beginning with a model definition of geometry, sectioning and 
meshing, parameterization of e.g. geometric and material metrics in order to access them in an au-
tomated manner and according to the DoE is performed. Next, influences and noise that act on the 
studied component or subsystem are implemented. This is done as influenced input values are used 
as parameters for the analysis. Such input is obtained from e.g. experimental measurements as done 
in the previous section 7.1 and chapter 6, from analytical calculations and data sheets. The input 
consists of influenced design parameters (geometric and material parameters), boundary conditions 
and loads rendered by influences and noise, as well as obtained influence factors. For implementation 
of probability, these parameters are varied within the DoE using an automated Monte-Carlo simu-
lation, taking place using a scripted Python automation. However, at this point the automation is not 
applied within the here presented thesis, although it has been realized to a basic functional level. The 
FEA continues with the core procedure, the buckling analysis. It is divided into three subsequently 
run sections, the static linear analysis, a linear Eigenvalue analysis and non-linear buckling analysis. 
The linear static analysis obtains a pre-stressed model, by a small applied boom tip displacement, a 
fraction of what is necessary for the boom to buckle, in the directions of loading. With the following 
linear Eigenvalue buckling analysis mode shapes of buckling are generated and forwarded as im-
printed geometric imperfections into the model of the third step. In this last step, the non-linear 
buckling analysis, the imprinted deformations of the boom shell model enable in most cases the 
model to buckle and therefore to determine a buckling failure load, boom tip displacement at failure 
and stiffness prior to buckling. Furthermore, perturbation loads or displacements are used if neces-
sary in order to trigger buckling, as an implicit solver is used for the analysis. With the characteristic 
load, stiffness and boom tip displacement obtained, robustness parameters and in consequence ro-
bustness with FE-based data is determined. In an automated design process FE-results are then 
checked for satisfying minimum requirements of the characteristic load and stiffness, and maximum 
requirement for the boom tip displacement. This complies with the general assumption of robust 
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assessment to consider the worst-case achievable values to determine robustness in a conservative 
manner. If the solution does not satisfy the requirements, another iteration is initiated followed by 
an automated parameter variation using the Monte-Carlo method in Python. However, in the here 
applied FE analysis a deterministic solution is performed, using the least favorable input values ob-

tained through experiments. The final out put are the robustness parameters  𝐿, 𝜅 and 𝑢 in their 
specific form and type, that are further used within the robustness assessment process. 
 

 
Figure 7.16. Finite Element Analysis – Procedure and imple-

mentation of influenced parameters 

 

7.2.1 FE-Model, Cases and Results 

Model, boundary conditions and load introduction 

With the purpose to predict the impact of influences on mechanical performance and robustness, a 
Gossamer-1 boom is modeled in the finite element analysis software ANSYS Workbench (2019 R3).  
This is done by using eight-node solid shell elements of the type SOLSH190, combining the ad-
vantage of shell elements that demand a lower solution effort with the advantage of easy CAD mod-
elling of a solid (volume) element. With the boom model exhibiting a total length of 4300 mm, thus 
representing the boom tested in experiments in section 7.1., meshing results in a total element num-
ber of about 60000. The boundary conditions are set at the boom root over a length of 100 mm in 
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a fixed condition, as illustrated in Figure 7.17 a), simulating the clamped boom root of the experi-
ments. Load is applied at the considered boom side under investigation as a directional displacement 
of the boom tip, perpendicular to the boom length axis, thus realizing an angle of attack of 𝛼=90°, 
while keeping the out-of-plane angle to 𝛽=0. Introducing the load into the boom tip is realized by 
simulating the Visual-Load-Adapter. This is done by inhibiting cross sectional changes of the last 
6 mm length on the boom tip, as displayed in Figure 7.17 b), and connecting it to a remote point 
that is displaced, while free rotation is enabled. 
 
 

  

a) Boom root fixation (100 mm) 
b) Simulated Visual-Load-Adapter on 

boom tip 

Figure 7.17. Boundary and load conditions on the boom model 

 
Furthermore, gravity is enabled (𝑔), thus considering the mass of the boom and the adapter (approx-
imately 20 g), although both are small. Influenced material parameters e.g. degraded moduli by 
atomic oxygen and differences in warp and theft directions are regarded in the material parameter 
sets for each case simulated. Further imperfections due to influences are introduced in terms of 
flange waviness and pre-existing boom tip displacement, as well as cross-sectional deviation from 
nominal. The size of the boom tip displacement in the static analysis, in order to obtain local sine-
like buckling patterns along the flange, as shown in Figure 7.18 a), is about 5 mm in flange side 
direction of the boom (in 𝑥𝐵-boom axis). This results in a buckle amplitude of about 1 mm, in the 
linear Eigenvalue buckling analysis, which is transferred as geometric imperfection into the non-
linear buckling analysis by a factor of 1.5, in order to initiate buckling eventually. Straightness devi-
ations of the boom, as determined in scans in section 6.1.2, are simulated by additional boom tip 
displacements in one convex side direction (in 𝑦𝐵-boom axis), in the static analysis, and provided as 
a pre-stressed state to the linear Eigenvalue analysis if applicable for the simulated case. The resulting 
deformed geometry is then forwarded to the final non-linear buckling analysis as influenced geom-
etry, illustrated in Figure 7.18 c). Furthermore, reduced cross sectional dimensions as measured in 
scans in section 6.1.1.1, are regarded in the cross-sectional model geometry generation for the ac-
cording case. Mostly necessary for some cases in which the boom’s convex side is simulated, a per-
turbation load (1 mm nodal displacement) in the region of the expected buckling pattern, near the 
fixation, is applied (see Figure 7.18 b), thus providing some additional imperfection to initiate buck-
ling at some point. The solution of the non-linear buckling analysis is performed using an implicit 
solver, generating results within 10-100 sub steps, at an applied boom tip displacement of 300 mm, 
thus exceeding the expected displacement known from experiments. Obtained results are reaction 
forces and applied boom tip displacements, while local displacements and maximum principle strains 
are reviewed as well. 
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a) Imprinted imperfections on 
flange 

a) Applied perturbation load at ex-
pected buckling pattern near root fix-

ation 

 
a) Imprinted imperfections on boom shell 

Figure 7.18. Imperfections applied to the FE boom model 

 

Simulated cases, Solution and Results 

Three cases are simulated and analyzed: a “nominal” case representing nominal geometry and mate-
rial specifications without any influences, a “manufactured” case with realistic material parameters 
and according manufacturing imperfections, and a “stowed” case, resembling a boom after long 
term storage in stowed condition under 80°C, with cross sectional and shape deviations, and an 
assumed exposure to atomic oxygen, as analyzed in the experiments in chapter chapter 6. The ac-
cording geometric dimensions, influence factors and material properties are applied to the model via 
design parameters and imperfections. However, all cases are modeled in ideal configuration with an 
applied angle of attack of 𝛼=90°, and 𝛽=0°, thus applying a simple one directional load vector. Sim-
ilar to the tests in the previous sections, both boom sides (FS, CS) are loaded and analyzed for each 
case separately, while only the influenced side, e.g. featuring the imprinted imperfections, is simu-
lated. While the FE model in this thesis serves the purpose of predicting the impact of influences on 
the mechanical behavior of a boom, further finite element analyzes on the realistic configuration for 
Gossamer-1 has been presented by Straubel and Zander in [93]. 
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a) Flange side (FS) - Resulting deformations: A: Global buckling, B: Local 

buckling of flange and shell 

 
b) Convex side (FS) - Resulting deformations: A: Global buckling, B: 

Local buckling of shell 

Figure 7.19. Resulting buckling patterns at failure 

In the final step of simulation, the non-linear buckling analysis, a load is simulated by displacing the 
tip of the boom by 300 mm, in the direction of interest. Although convergence over the full applied 
displacement is not always achieved as solving is being stopped, buckling failure is assumed to occur 
as follows. It is distinguished between a numerical and a physical origin for the end of convergence. 
Three criteria that are assumed to prove a structural buckling stability failure of boom shell are as-
sumed: A local buckling e.g. of the flange and approximate area exceeding reasonable deformations, 
similar to observations in experiments for the event of collapse; reaction forces and boom tip dis-
placement levels similar to those found for failure in experiments, at the same time; and local prin-
ciple strains reaching critical levels of the material at the failure position. Examples of global boom 
buckling with local failure and forming buckling patterns at the expected failure position are given 
in Figure 7.19, with a) displaying the typical failure when loading the flange side, and b) for loading 
the convex side. While both patterns comply with what has been seen in the experiments, the convex 
side often demands an additional perturbation in order for it to buckle (fail). Here the second last 
load step before non-convergence is assumed to represent buckling failure. Additionally, to the as-
sumption from load steps, boom tip displacements and local buckling patterns, local strain reaching 
the theoretical maximum material strain (0.01 mm/mm) is used as another indicator for buckling, as 
shown for a buckled convex side case in Figure 7.20. 
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Figure 7.20. Principle strain at local buckling failure at convex side loading 

 
The results acquired represent values of the second last step in a solution or when a load significantly 
and suddenly drops and are given in Table 7.2. All critical buckling failure loads, directly obtained 
from reaction forces, are very close to loads achieved in experiments. When comparing the “Manu-
factured” case, loaded at its flange side, to the equivalent of the experiments (“Ideal-90°”), the 
achieved loads in FE are at the same general level, with values above 2 N, but slightly higher by 
about 13 %. In contrast to this, the FE results of convex side exhibit values about 30 % lower com-
pared to experimental results. 
Another observation is that with larger influences the critical buckling load is not necessarily im-
pacted in an adverse manner, as seen for the “stowed” case compared to the “nominal” one. 
However, this may have its reason in the FE model, in which some influences are underrepresented 
or not modelled at all. 
The boom tip displacement is directly read out as displacement in the second last sub step of the 
solution. Acquired results for the boom tip displacement at failure are very similar to experimental 
results for both flange and convex sides, when comparing the equivalent “manufactured” cases. As 
one could expect boom tip displacement decreases with increasing stiffness. Furthermore, the failure 
positions on boom length axis are comparable to what is seen in experiments of both tested sides. 
Stiffness is determined as a secant stiffness, here the slope between two sub step results, that can be 
allocated to be within the linear region of the load-displacement curve. In the “Nominal” case stiff-
ness, best seen on flexural rigidity EI in both directions, can be verified by the analytical results 
obtained in section 5.5. When comparing these results FEA-stiffness in flange direction (FS) is off 
by about -1.25 % compared to the analytical stiffness, and in convex side direction (CS) FEA-stiff-
ness deviates from analytical stiffness by about 1 %. This demonstrates a close correlation between 
the FE and analytical model, and therefore verifies the FE-model. When comparing stiffness for the 
“Manufactured” case with the experimental results (“Ideal-90°”, see Figure F. 2 in Appendix F), 
stiffness in flange side direction in FEA is about 4 % and in convex side direction about 11 % higher 
than found in experiments. Comparing the “Stowed” case to the simulated “Manufactured” case the 
impact of the regarded influences becomes apparent. As the flange side shows an increase of about 
68 % in stiffness for the “Stowed” case, an increase in width of only 19% was applied as influence. 
This demonstrates that geometric changes due to influences cannot generally be assumed to have a 
linear impact. However, the convex side shows a decrease of about -16% compared to the manufac-
tured case, at a boom height decrease of -13%, demonstrating that cross sectional changes may result 
in different impacts although experiencing the same influences. 
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Table 7.2. Acquired results from FEA 

  
 

7.2.2 Robustness Assessment of FEA results and comparison to Experiments 

 
Considering the same components of subsystem robustness with the stiffness-based, load-based and 
displacement-based partial robustness as done before, their constituents differ since the number of 
robustness parameters determined with the FEA is reduced. Subsystem robustness is determined 
for three cases: the stowed case (“Stowed-FEA”) and the manufactured case (“Manufactured-FEA”) 
determined in FEA, and for comparison robustness is again determined with a reduced set of ro-
bustness parameters for the ideal configuration under 𝛼=90° from the experiments in section 7.1.2, 
as “Manufactured-Experiment” case. This allows to draw a comparison between strongly influenced 
and pristine cases, as well as between FEA and experimental results for robustness. 
As done previously stiffness-based partial robustness is determined by bringing the achieved flexural 
rigidity of the influenced structure (𝐸𝐼𝐹𝑆 and 𝐸𝐼𝐶𝑆) into relation to the flexural rigidity of the unin-
fluenced structure, here the nominal results (𝐸𝐼𝐹𝑆𝑛𝑜𝑚 and 𝐸𝐼𝐶𝑆𝑛𝑜𝑚) for each side of the boom. As 

provided with Equation (7.6) this is done for the cases “Manufactured-FEA” and “Manufactured-
Experiment” with terms that represent the flexural rigidity sensitivity. For the case “Stowed-FEA” 
however partial robustness is made up of two different types of terms, a reserve and a sensitivity 
term, as shown in Equation (7.7). This is due to the postulation for the here proposed method 
claiming robustness to be between zero and one (0 ≤ 𝑅𝑜𝑖 ≤ 1; see chapter 4), thus leading to the 
requirement for each term that its numerator must always be smaller than the denominator. In con-
sequence each term types change has to be adjusted to the specific case. As this circumstance may 
decrease comparability, it might also increase the effort of robustness assessment, and is seen as a 
drawback of the proposed method. 
 
Stiffness-based partial robustness – “Manufactured-FEA” case, “Manufactured-Experiment” case: 

𝑅𝑜𝜅 = 𝑤𝜅1 ∙
𝐸𝐼𝐹𝑆
𝐸𝐼𝐹𝑆𝑛𝑜𝑚

+ 𝑤𝜅2 ∙
𝐸𝐼𝐶𝑆
𝐸𝐼𝐶𝑆𝑛𝑜𝑚

 

 
  

α

(7.6) 
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Stiffness-based partial robustness – “Stowed-FEA” case: 

𝑅𝑜𝜅 = 𝑤𝜅1 ∙ (1 −
𝐸𝐼𝐹𝑆𝑛𝑜𝑚
𝐸𝐼𝐹𝑆
) + 𝑤𝜅2 ∙

𝐸𝐼𝐶𝑆
𝐸𝐼𝐶𝑆𝑛𝑜𝑚

 

 
Again similar to robustness assessment for experiments done in section 7.1, load-based partial boom 
robustness is determined by relating required critical buckling loads (𝐹𝐹𝑆𝑅𝑒𝑞  and 𝐹𝐶𝑆𝑅𝑒𝑞) to achieved 

buckling loads at failure (𝐹𝐹𝑆1𝑠𝑡  and 𝐹𝐶𝑆1𝑠𝑡 ), and uninfluenced buckling load results (𝐹𝐹𝑆𝑛𝑜𝑚  and 

𝐹𝐶𝑆𝑛𝑜𝑚) to the achieved buckling loads at failure. Note that for experimental data values of the first 

test runs for the achieved buckling loads are chosen, while FEA provides only one run. Additionally, 
and due to the lack of axial load data, a reduced number of terms is used to determine partial robust-
ness. Again, the requirement of a smaller numerator leads to different terms used in the three cases, 
as shown in Equations (7.8) and (7.9). Thus, Equation (7.9) is valid for both “manufactured” cases, 
while the “stowed” case demands a different combination of terms. 
 
Load-based partial boom robustness –, “Stowed-FEA” case: 

𝑅𝑜𝐿 = 𝑤𝐿1 ∙ (1 −
𝐹𝐹𝑆𝑅𝑒𝑞
𝐹𝐹𝑆1𝑠𝑡
) + 𝑤𝐿2 ∙ (1 −

𝐹𝐶𝑆𝑅𝑒𝑞
𝐹𝐶𝑆1𝑠𝑡
) + 𝑤𝐿3 ∙

𝐹𝐹𝑆1𝑠𝑡
𝐹𝐹𝑆𝑛𝑜𝑚
+ 𝑤𝐿4 ∙

𝐹𝐶𝑆1𝑠𝑡
𝐹𝐶𝑆𝑛𝑜𝑚

 

 
Load-based partial boom robustness – cases “Manufactured-FEA” ,“Manufactured-Experiment”: 

𝑅𝑜𝐿 = 𝑤𝐿1 ∙ (1 −
𝐹𝐹𝑆𝑅𝑒𝑞
𝐹𝐹𝑆1𝑠𝑡
) + 𝑤𝐿2 ∙ (1 −

𝐹𝐶𝑆𝑅𝑒𝑞
𝐹𝐶𝑆1𝑠𝑡
) + 𝑤𝐿3 ∙ (1 −

𝐹𝐶𝑆𝑛𝑜𝑚
𝐹𝐶𝑆1𝑠𝑡
) + 𝑤𝐿4 ∙

𝐹𝐹𝑆1𝑠𝑡
𝐹𝐹𝑆𝑛𝑜𝑚

 

The displacement-based partial robustness is determined for all cases with a separate equation, due 
to the before mentioned requirement of the numerator to be smaller than the denominator in a term. 
Following this, Equation (7.10), Equation (7.11) and Equation (7.12) determine partial robustness 
for the “Manufactured-FEA”, the “Manufactured-Experiment” and the “Stowed-FEA” cases, re-
spectively. Here the achieved boom tip displacements at failure (𝑢𝐹𝑆 and 𝑢𝐶𝑆), are related to the 
simulated nominal boom tip displacements (𝑢𝐹𝑆𝑛𝑜𝑚 and 𝑢𝐶𝑆𝑛𝑜𝑚), thus comparing influenced value 

with uninfluenced. As seen in the second term of the displacement –based equations the preexisting 
displacement due to influences (manufacturing and stowage) are added to the convex side values, 
since the FE-determined values are relative to the starting point of tip displacement when loading. 
 
Displacement-based partial boom robustness – “Manufactured-FEA” case: 

𝑅𝑜𝑢 = 𝑤𝑢1 ∙
𝑢𝐹𝑆𝑛𝑜𝑚
𝑢𝐹𝑆
+ 𝑤𝑢2 (

𝑢𝐶𝑆𝑛𝑜𝑚
𝑢𝐶𝑆 + 𝑢𝑖𝑛𝑓𝑙

) 

 
 

(7.7) 

(7.8) 

(7.9) 

(7.10) 
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Displacement-based partial boom robustness – “Manufactured-Experiment” case: 

𝑅𝑜𝑢 = 𝑤𝑢1 ∙
𝑢𝐹𝑆𝑛𝑜𝑚
𝑢𝐹𝑆
+ 𝑤𝑢2 (1 −

𝑢𝐶𝑆 + 𝑢𝑖𝑛𝑓𝑙

𝑢𝐶𝑆𝑛𝑜𝑚
) 

 
 
Displacement-based partial boom robustness – “Stowed-FEA” case: 

𝑅𝑜𝑢 = 𝑤𝑢1 ∙
𝑢𝐹𝑆
𝑢𝐹𝑆𝑛𝑜𝑚

+ 𝑤𝑢2 (
𝑢𝐶𝑆𝑛𝑜𝑚
𝑢𝐶𝑆 + 𝑢𝑖𝑛𝑓𝑙

) 

 
With the input values from FEA, experiments and weighting factors, provided in an overview in 
Table G. 2 of Appendix G, the equations are solved. Note that weighting factors are chosen to 
represent a general application of a boom and is done for demonstration at this point. An overview 
of the results for partial and subsystem robustness is given with Table 4.1, while the contribution by 
each of the partial robustness metrics to subsystem robustness is illustrated for all studied cases in 
Figure 7.21. When comparing all three cases, quantified subsystem robustness exhibits similar values, 
which can be explained by the similar results from FEA, with robustness for the “Stowed-FEA” 
case with 𝑅𝑜𝐵𝑜𝑜𝑚𝑆𝑠𝑡𝑜𝑤−𝐹𝐸𝐴=0.678, for the “Manufactured-FEA” case with 𝑅𝑜𝐵𝑜𝑜𝑚𝑆𝑀𝑎𝑛−𝐹𝐸𝐴=0.78 and 

for the “Manufactured-Experiment” case with 𝑅𝑜𝐵𝑜𝑜𝑚𝑆𝑀𝑎𝑛−𝐸𝑥𝑝=0.665. 

However, both simulated cases (“Stowed-FEA”, “Manufactured-FEA”) achieve higher robustness 
compared to the tested case (“Manufactured-Experiment”). Additionally, when comparing robust-
ness of the tested case facilitating the reduced results set of the FEA (“Manufactured-Experiment”), 
with the robustness facilitating the extended results set obtained directly in the experiments (“Ideal-
90°” in subsection 7.1), the reduced set-based robustness is lower. This shows that a more precise 
selection of robustness parameters with greater availability, therefore incorporating more effects and 
influences, may lead to a higher precision of robustness quantification. 
 

Table 7.3. Resulting Robustness based on FEA 

 

𝑅𝑜𝜅 𝑅𝑜𝐿 𝑅𝑜𝑢 𝑤𝜅𝑅𝑜𝜅 𝑤𝐿𝑅𝑜𝐿 𝑤𝑢𝑅𝑜𝑢 𝑅𝑜𝐵𝑜𝑜𝑚

 
As Figure 7.21 provides a graphical illustration and comparison of the achieved subsystem robust-
ness for each case under investigation, it further illustrates the proportions of contribution by each 
partial robustness metric. Partial robustness based on stiffness and load are again major contributors, 
as this is driven by the chosen weighting factors and the achieved performance. When comparing 
the two cases of the manufactured boom, it becomes obvious that partial contribution differs and 
stiffness contributes more in the FEA-based cases. Due to the identical stiffness and load terms this 
can be attributed to the higher values in achieved robustness parameters. 
 

(7.11) 

(7.12) 
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Figure 7.21. Comparison of Boom Subsystem robustness for exemplary cases simulated in FEA 

7.3 Chapter Conclusion 

In conclusion this chapter applies the proposed robustness assessment method by quantifying ro-
bustness parameters and consequently robustness in practical experiments and finite element simu-
lations. It mainly resembles main task 4, robustness quantification, of the proposed robustness 
assessment method in section 4.5. 
In detail this chapter describes mechanical experiments on the Boom Subsystem and boom compo-
nent. It firstly introduces the boom test stand that is used to generate essential and characteristic 
mechanical data of the boom in bending and buckling experiments. It further explains the load and 
boundary conditions as well as testing principle. The experiments were executed on a Gossamer-1 
boom under ideal clamped conditions and on the Boom Subsystem of Gossamer-1 with its space-
craft-realistic interfaces and boundary conditions, in the so called ideal and real configuration respec-
tively. The characteristic load cases studied were lateral bending, as worst case asymmetric load case, 
and symmetric quasi-axial loading, representing a nominal load case. The different mechanical buck-
ling behaviors observed are illustrated in typical load-displacement Diagrams, with most cases ex-
hibiting a linear followed by a non-linear post buckling behavior. However, buckling failure is 
indicated mostly by the event of collapse, or for some configurations as sharp load drop following a 
maximum load. The obtained and discussed results are critical buckling load, stiffness in terms of 
boom bending stiffness and flexural rigidity, boom tip displacement and residual load carrying ca-
pacity. 
In finite element simulations, resembling the same conditions as found in the mechanical experi-
ments, several cases were studied, aiming to predict the mechanical buckling behavior. This was done 
especially with the goal to obtain robustness parameters for settings that cannot be realized in prac-
tical tests without enormous effort, such as incorporated influences in very long booms by long term 
storage in stowed state and space environmental influences. Three cases are simulated in the ideal 
configuration: a nominal (uninfluenced) case, a pristine case (after manufacturing), and a stowed 
case, after long-term storage in stowed state at elevated temperatures. Influences were incorporated 
in terms of geometric and material imperfections, in a three stepped simulation, featuring a static 
analysis, a linear buckling analysis and a final non-linear buckling analysis. The resulting reaction 
forces, stiffness and boom tip displacements are extracted and further used to determine partial and 
subsystem robustness, as those resemble the robustness parameters. 
Nevertheless, some drawbacks of the proposed method were pointed out. One is that robustness 
cannot be zero by the here postulated definition, since at least some requirement e.g. stiffness needs 
to be provided in order for a GosSSS to have any functionality. Another drawback is the fact that 
mathematical terms need to be in such manner that a term’s numerator is smaller than its denomi-
nator. This requirement renders comparability somewhat, as different terms must be used that might 
generate different outcomes. It may also increase the effort of finding the correct term. Nonetheless, 
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a thorough selection of mathematical terms is necessary for each application and is therefore con-
sidered a reasonable effort in order to obtain a realistic and quantifiable robustness value. 
Overall, in the experiments and in the FE-simulations, it is demonstrated that partial robustness can 
be determined by combination and weighting of reserve and sensitivity terms, made up of specific 
metrics of robustness parameters, thus quantifying partial and subsystem robustness. This conse-
quently approves the 2. Work Hypothesis and1. Work Hypothesis 3. Work Hypothesis, while it sup-
ports the Basic Hypothesis as well. 
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8. SUMMARY, CONCLUSION AND OUTLOOK 

With the overall goal to develop a methodology that can be used to assess robustness of Gossamer 
Structural Space Systems, several intermediate targets are pursued. One of them is to identify and 
derive metrics that characterize robustness, for a component, a subsystem, and consequently for the 
overall system. However, such metrics must be quantifiable and measurable, as they are required to 
be determined objectively by e.g. experiments, numerical simulations or analytical calculations. With 
the assumption that the overall system robustness can be viewed as a composition of several partial 
robustness values, different subsystems or components contribute in a different degree as they vary 
with conditions, relations and functions. Therefore, robustness differs with conditions and condi-
tional states, relying on the mission phases and the constellation of system elements in terms of 
relations, first and foremost of mechanical nature. It is therefore essential to elaborate on such rela-
tions, conditions and contributions of robustness at lower levels of complexity e.g. on subsystem 
and component level, as well as to identify and determine them. Another goal is set to determine 
influences that affect robustness of Gossamer Structural Space Systems. Such influences are of ex-
ternal and internal origin e.g. imperfections, noise or environmental effects, and need to be quanti-
fied as well. 
To do so, occurring problems and boundary conditions of existing Gossamer Structural Space sys-
tems as well as approaches, methods and principles in regard to robustness and robust design are 
analyzed. Existing GosSSS are categorized and examples of operating GosSSS applications are ana-
lyzed for occurring deficiencies in robustness and detrimental effects. Based on the 2D-planar type 
of GosSSS this thesis is concentrating on, focus is put on basic elements of a subsystem. Their 
functions are analyzed and general requirements and characteristics in regard to robustness are de-
rived. Moreover, standard design approaches and principles in aerospace industry and engineering 
are scrutinized, the most suitable application of robustness assessment within the general design 
process is localized, and established design philosophies and principles like Fail-Safe, Safe-Life and 
Robust design are discussed. Within the review, existing robustness approaches are found in a variety 
of fields each defining robustness differently. Overall several approaches of robustness assessment 
are studied and discussed, with the goal to find basic principles that are applicable and adoptable to 
GosSSS. 
Building on this, a new methodology is proposed by firstly defining requirements and the extend, as 
existing requirements on robustness for general structural systems are adopted, modified and ex-
tended. Theoretical considerations are made on the conditionality of robustness in terms of element 
failure, function fulfillment and severeness for different constellations of subsystem failures resulting 
in a system failure. Furthermore, two of the most common approaches of system view, the bottom-
up and the top-down strategies, are discussed in the light of GosSSS, thus providing the principle 
base for the herein generated methodology. As mathematical relations have to be developed, the 
composition of the overall system robustness, made up of terms, is elaborated and discussed on 
simplified and theoretical examples. Here minimum principles as well as a variety cumulative ap-
proaches are developed, compared and further discussed. Moreover, the importance of using 
weighting factors and the reasoning behind it, as well as their application and determination, are 
elaborated and studied on simplified examples. In order to answer one of the main questions, com-
ponent and subsystem robustness are principally developed for a generic 2D-planar GosSSS, while 
following the approaches of the two identified main robustness types, sensitivity-related robustness 
and reserve-related robustness. For each of the major subsystems which are determined for such 
GosSSS, namely Boom Subsystem, Membrane Subsystem, Mechanism Subsystem and Interface 
Subsystem, robustness is defined to be a composition of robustness, incorporating the specific char-
acteristics of each subsystem with their robustness parameters and the fundamental metrics that 
make up a specific robustness. With the principal methodology of robustness in place, the main tasks 
of robustness assessment as well sub-tasks and their sequence are developed and transferred into a 
framework for robustness assessment that is an integral part of the design process. Additionally, a 
strategy for robustness quantification, showing how to practically incorporate simulations and ex-
periments for metric (value) generation is created and outlined. Moreover, the implementation of 
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robustness assessment in a typical design process of a Gossamer Structural Space System is demon-
strated to provide a tangible guideline for its application. 
In order to expand the methodology development and to determine necessary constituents in a case 
study sensitivity, risk and the system itself (a 2D-planar GosSSS) are analyzed. Within a mission 
envelope and mission objective set for this case study, based on the solar sail demonstrator Gossa-
mer-1 and to some extend on aspects of similar applications (ADEO, Gossamer-2), the overall and 
subsystem architecture is scrutinized. For each of the four subsystems of Gossamer-1, namely boom 
subsystem, membrane subsystem, mechanism subsystem and interface subsystem, essential func-
tions, characteristic robustness parameters and associated weighting factors are determined. By ana-
lyzing the system’s structure, main functions and their contributions to the overall system function 
are identified. Based on these functions, robustness parameters are derived, while according 
weighting factors are determined based on function fulfillment and conditionality of robustness in 
regard to the different mission phases. Moreover, different influences, their causes, consequences 
and quantifiable influence factors are identified and derived. They are further demonstrated along 
with the developed robustness parameters on an analytical example of a boom component with 
influenced geometry being loaded at its tip in the two main directions of its cross section. With a 
reduced cross-sectional height and an increased width compared to nominal, both by about 20 % 
change due to expected creep effects when stowing a boom for a long period of time, as well as an 
additional decrease of the material´s Young´s modulus induced by e.g. atomic oxygen influence, the 
bending stiffness and the achievable characteristic load deteriorates starkly in one direction while it 
is less impacted in the other main direction of loading. This demonstrates on one hand the exemplary 
application of influence factors within this thesis and on the other hand the necessity of quantifying 
these influences as they may be greatly impacting structural performance and consequently the func-
tion fulfillment of the component, subsystem and system. For the further use of the proposed ro-
bustness approach weighting factors, that are characteristic for each GosSSS subsystem, are 
determined from functionality numbers, failure numbers and redundancy numbers, thus demon-
strating the relations and interactions between the different subsystems seen as a whole. 
As influences are determining robustness in large parts, the major influences are measured in exper-
iments in a case study on the boom subsystem of the solar sail demonstrator Gossamer-1 the drag 
sail ADEO, with the goal of providing quantified influence factors. This includes the determination 
of geometric dimension changes in several experiments with short boom samples and full-size 
booms of Gossamer-1. In specific manufacturing and stowage induced changes of cross-sectional 
dimensions as well as shape deviations e.g. axial curvature and waviness are extensively studied, while 
stowage induced creep behavior of the build material and influences of interactions are scrutinized 
in further experiments. Furthermore, material property variations due to material inhomogeneity as 
well as effects on material characteristics induced by space environment like atomic oxygen and 
micrometeoroids and orbital space debris are measured, thus providing a whole set of quantified 
influence factors. As influences within the process of measuring itself and induced by the used test 
equipment and principle are assumed, their impact on the measured performance metrics are inves-
tigated as well. 
Aiming to give proof of the proposed method for robustness assessment, it is applied in a case study 
on the hardware of the Gossamer-1 solar sail demonstrator. In order to acquire quantified robustness 
values, the boom subsystem and boom component are tested in different configurations and load 
cases, in a specific boom test stand developed for this purpose. An ideal configuration with ideal 
boundary conditions, with a clamped boom root and a Visual-Load-Adapter that inhibits cross sec-
tional deformations at the boom tip is compared to a realistic configuration that resembles the 
boundary conditions and load introduction of the spacecraft, thus providing robustness parameter 
values that are influenced by external and internal factors. These robustness parameters are obtained 
for stiffness in terms of flexural rigidity and bending stiffness, for characteristic loads in terms of 
maximum achieved critical buckling loads at which a boom fails, and for the residual load carrying 
capacity as well as for boom tip displacements. Subsequently, robustness assessment is performed 
using the robustness parameter values determined in the tests, in the here proposed approach. This 
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is done by combining parameters to different metrics that resemble two types of robustness constit-
uents: Reserve-related terms, bringing achieved and required values into relation, and sensitivity-
related terms, bringing influenced or achieved values into relation to theoretical achievable (uninflu-
enced) values or previously achieved values (pristine condition). When looking at the resulting ro-
bustness one can say that higher performance and robustness values are achieved for ideal 
conditions, although in some constellations the real configuration provides nearly equal results, thus 
expressing a good robustness. However, it should be noted that the performed tests with ideal and 
therefore less complex boundary conditions provide higher accuracy with lower standard deviations 
of the measurements, thus indicating also higher result accuracy. In order to further scrutinize the 
proposed robustness assessment approach, a finite element analysis is performed within this case 
study. This is done with the goal of predicting mechanical behavior, as basis for robustness param-
eters and consequently robustness, on influenced structural elements and subsystems, that cannot 
be tested in practice e.g. for very large sizes or harsh environmental conditions, but need to be in-
vestigated within the design process. The applied finite element analysis facilitates a three stepped 
analysis, starting with a static structural analysis that implements basic influences, followed by an 
intermediate linear Eigenvalue buckling analysis that provides a pre-deformed model with imperfec-
tions and finishes with the final non-linear buckling analysis that calculates the buckling behavior. 
The analysis focuses on three cases, a “nominal” case representing nominal geometry and material 
specifications without any influences, a “manufactured” case with realistic material parameters and 
according manufacturing imperfections, and a “stowed” case, resembling a boom after long term 
storage in stowed condition under 80°C, with cross sectional and shape deviations, and an assumed 
exposure to atomic oxygen. The model itself represents a boom in ideal configuration, while theo-
retical load cases under an angle of attack of 90° is simulated for each side of the boom cross section. 
With the obtained values for critical buckling load at failure, boom tip displacement and flexural 
rigidity as well as the determined weighting factors, robustness parameters, partial robustness as well 
as subsystem robustness are quantified using the developed equations and are compared over the 
studied cases. Moreover, robustness values determined in experiments are compared to the results 
from FEA, as well as single robustness components. Some requirements are becoming visible when 
applying the proposed method. One is that robustness cannot be zero by the here postulated defi-
nition, since at least some requirement e.g. stiffness needs to be provided in order for a GosSSS to 
have any functionality. In for the proposed approach to work properly the mathematical terms need 
to be in such manner that a term’s numerator is smaller than its denominator. This requirement 
renders comparability somewhat, as different types of terms deliver different outcomes, while it may 
also increase the effort of finding the correct term. After a thorough selection of mathematical terms 
is done, realistic and quantifiable robustness values for each studied case are provided, thus demon-
strating the capability to quantify robustness for GosSSS with the here proposed approach. 

Conclusion 

Supporting the 1. Work Hypothesis connections and interactions of GosSSS subsystems are success-
fully captured in mathematical terms, leading to robustness, in theoretical examples comparing math-
ematical approaches with the outcome of using a cumulative approach that facilitates weighting 
factors for the here presented thesis. The proposed weighted cumulative approach enables the use 
of a composition that is made up of several robustness components, in accordance to the hardware 
system that is analyzed, and is sufficiently conservative without over estimating single components. 
This strongly supports the 1. Work Hypothesis, and therefore is considered to be approved. Moreo-
ver, the finding that robustness is conditional and depending on the mission phase and the according 
constellation of subsystems including its interactions, further supports this hypothesis as well as it 
approves the 4. Work Hypothesis. 
 
Within the case study of the solar sail demonstrator Gossamer-1 all subsystems are analyzed down 
to the component level. While the main functions are identified and formulated into robustness 
parameters for each subsystem, the according partial robustness weighting factors are determined 
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and discussed on the explicit example of the boom subsystem. The variety in identified functions 
thus leads to different robustness parameters that determine the overall robustness. It is shown that 
robustness of a system or subsystem strongly depends on the fulfilment of its main function(s), as 
this poses the reason for building the system in the beginning. The function fulfillment in conse-
quence, and as considered the bases of robustness parameters, is most useful when determined ob-
jectively and realistically. It therefore needs to be measurable, as provided with the approach 
discussed in this thesis instead of subjective. In essence robustness parameters and partial robustness 
weighting factors are derived from measurable values that represent function fulfillment, thus leading 
to consider the 2. Work Hypothesis to be approved. 
 
As influences and detrimental effects on hardware and its functions are identified, their causes and 
consequences are studied as well. By demonstrating the application of influence factors on a theo-
retical example, it is shown that influences, regarded as factors provide a realistic behavior of an 
influenced structure e.g. in terms of reducing factors for geometric dimensions, material properties 
or loads. Moreover, occurring influence factors are determined and quantified in experiments on 
CFRP booms, boom samples, material specimens and test equipment, on the boom subsystem and 
its components of Gossamer-1. With this successful application of realistic influence factors, as part 
of the here proposed robustness assessment method, the 3. Work Hypothesis is therefore be con-
sidered approved as well. 
 
Overall, the approach of system robustness as a composition is developed and demonstrated on the 
boom subsystem in the case study of Gossamer-1, although real data was limited to this subsystem. 
Moreover, robustness determined with the proposed methodology proves to be quantifiable and 
objective. This however, should be seen within the limitations that not all existing details on con-
nections, relations and influences between components and subsystems can be incorporated in real-
ity, due to a reasonable effort. Nevertheless, the proposed method generates a somewhat relative 
measure, since quantitative benchmarks and thresholds for nominal/optimal robustness parameters 
are necessary, as they are used for comparison in the developed mathematical robustness terms. This 
becomes clear when generating a case without any robustness, that is still satisfying requirements 
without any margin, however still providing very low robustness values, depending on the mathe-
matical relations used in the defining robustness terms. Concluding one can consider the Basic Hy-
pothesis, stating that the overall system robustness of a GosSSS can be quantified as a composite 
of single subsystem robustness, largely approved, however with some open ends for further discus-
sions and work as given with the outlook. 

Outlook 

In future design processes the here proposed approach should be applied from the beginning when 
developing a GosSSS. However, along with the application the proposed robustness assessment 
ought to be refined. When applying the here proposed methodology this should be addressed as 
robustness parameters and partial robustness need to be determined and quantified for all subsys-
tems in order to provide robustness for the whole GosSSS. Moreover, the identified influences and 
detrimental effects should be explored and quantified for every subsystem as well. Concerning a 
better comparability and for tracking robustness improvements, benchmarks for robustness values 
of a subsystem are necessary, need to be established and used as an evaluation scale within the ro-
bustness assessment, while for the optimal choice of mathematical terms for each partial robustness 
a guideline is seen worthwhile to be implemented. In order to improve early predictions of robust-
ness, the applied FE-model should be advanced and extended in terms of accuracy, automation and 
considered influences, as it currently does not include all addressable influences and imperfections. 
In specific using a scripted Python automation that varies input parameters e.g. influences factors 
with a Monte-Carlo-Simulation within the DoE, as described earlier, is considered promising. More-
over, an overall system model e.g. a representative FE beam-membrane model that predicts overall 
mechanical system behavior should be established in order to compare robustness terms and 
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different designs. This would also provide a viable tool to predict mechanical behavior in cases that 
have not been tested or cannot be tested due to the enormous effort of applying the relevant influ-
ences on large scale. Overall, an increased number of test samples and the extension of the here 
presented test program e.g. extended by VUV exposure and longer durations of stowage as well as 
extended functional testing of whole subsystems is recommended in order to provide a wider data 
base for the determination of robustness values. 
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Appendix A EXAMPLE LIST OF GOSSSS APPLICATIONS 

Table A. 1. Examples of advanced GosSSS applications, main characteristics and references 
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Appendix B SURVEY OF ASSESSMENT METHODS 

Assessment, evaluation and rating of technical systems or of their properties and behavior follows a 
similar path in all fields e.g. when assessing technology, risk and reliability. Commonly an approach 
from top down, breaking a system down to its smallest members, or following a bottom up approach, 
starting investigation at the least complex members of a system, working the way up towards a higher 
complexity, and ending up at the system, is realized. Similar to a system view a top down approach 
in applying methodology is considered a deductive principle, applying a method to a general appli-
cation first, then following to the next lower and detailed level. In contrast, the bottom up approach 
can be considered an inductive principle from a methodological perspective. Here the starting point 
of method application is the most detailed level e.g. a specific investigation of an effect or when 
analyzing empirical data. In the following, the described methods are viewed from a methodological 
point of view. 
In order to establish an appropriate rating method for robustness, the most common evaluation 
methods, with their characteristics, commonly applied in other fields like technical assessment (TA), 
risk assessment and reliability assessment are reviewed and compared. These methods are: Trend 
Extrapolation, Relevance Tree-Analysis, Cross-Impact Analysis, Risk Analysis, Scoring Method, 
Preference Matrix, Failure-Modes and Effects Analysis (FMEA, FMECA, FMEDA), Fault Tree 
Analysis (FTA) & Success Tree Analysis (STA), Reliability Block Diagram (RBD), Event Tree. Their 
main characteristics and differences are summarized in Table B. 5, while the most promising meth-
ods, providing some suitable approaches for a robustness rating, are discussed in detail. Even more 
methods of the different domains can be found in the systems engineering summary of Goldberg 
[256]. 
All methods have the objective to give quantified comparable results, from a qualitative and quanti-
tative input. 

Scoring Methods 

In general, scoring methods are inductive methods that rate different alternatives or solutions by a 
scoring system assigning a score to each chosen criterion. By systemizing this approach in a typical 
matrix, the evaluation chart, where rows contain the alternatives (partial solutions) and columns the 
rating criteria, each entity in the matrix will be assigned a value by a benefit function. Scoring meth-
ods can be used for quantitative and qualitative criteria, while all aims must be independent from 
another [257]. 
Two main methods are commonly used in engineering, the Cost-Benefit Analysis (CBA) [41] (in 
German industry and engineering also known as “Nutzwertanalyse” – NWA according to Zange-
meister) and the combined technical and economic evaluation technique (in some literature called 
trade studies [256]), firstly introduced by Kesselring, specified in the guideline of German industry 
standard VDI 2225. The Cost-Benefit Analysis referred to in this work features a technical focus 
while in economics this method and the similar Cost-Utility Analysis (CUA) predominantly focuses 
on economic and monetary metrics. In the following, the terms Cost-Benefit Analysis (CBA) and 
VDI 2225 are used to indicate the according method. 
 
Mainly the following steps are to be taken when applying a scoring method: 

1. Defining Objective Criteria (according to requirements; independent from one another) 
2. Determining weighting factors (in VDI 2225 only in rare cases) 
3. Determining Partial Utility Values and Weighted Partial Utility Values 
4. Summation of Partial Utility Values or Weighted Partial Utility Values to an Overall Utility 

Value 
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Figure B. 1. Objectives tree to determine weighting factors of a valve design 

In the Cost-Benefit Analysis, a systemized objective system is established with vertically organizing 
objective levels of decreasing complexity and horizontally objective areas that are hierarchically or-
dered in a so-called objectives tree. Such tree is depicted in Figure B. 1 giving the example of a new 
valve design for e.g. the life support system of the International Space Station. The evaluation criteria 
(objective criteria) are derived from the objective level of lowest complexity, here on level 3. Evalu-
ation itself proceeds systematically from a level of higher complexity to the next lowest level. Each 

evaluation criterion is weighted according e.g. to its importance, priority or severity. Such factor 𝑤𝑖 
must lie between 0 and 1 or 0 % and 100 %. The importance of an objective in relation to the 

objective of the next higher level is expressed in Node weighting factors 𝑤𝑁(𝐿,𝑂), while the sum of 

all Node weighting factors at each level L of all evaluation criteria that are related to the next higher 
objective, must result in 1 or 100 %: 
 

∑𝑤𝑁(L+1,O) = 1

𝐿𝑛

𝑖=𝐿1

 

 

The Level-weighting factor 𝑤𝐿(𝐿,𝑂) gives the absolute importance of the objective in the relevant 

level as product of Node weighting factor and Level weighting factor of the next higher level with 
 

𝑤𝐿(𝐿,𝑂) = 𝑤𝑁(L,O)𝑤𝐿(L−1,O) 

 
as it can be followed in of Figure B. 1. The sum of all Level weighting factors for each level must 
always be equal to 1.[41, 257] 
 
In contrast to this, the industry standard VDI 2225 does not use a hierarchical order of objective 
areas. The evaluation criteria are directly derived from the technical requirements list while most 
commonly for VDI 2225, a weighting of evaluation criteria is not performed. Nevertheless, in cases 
of strongly different importance, a weighting can be considered. Due to the primarily un-weighted 
standard procedure, VDI 2225 in this work is considered a non-weighting method. This however 
assumes an equal significance of all evaluation criteria. 
In the next step, similar in both methods, all determined evaluation criteria and weighting factors for 
each alternative are systemized into an evaluation chart as shown in Figure B. 2. For each evaluation 
criterion a qualitative or, in case parameter magnitudes are available, a quantitative rated measure, 

the Partial Utility Value 𝑝𝑖, is generated. In an ordinal scale ranging from 0 to 10 (VDI 2225 uses a 
scale of 0 to 4) such Partial Utility Value is assigned. For quantitative measures a linear or non-linear 

(B.1) 

(B.2) 
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value function might determine the assignment of points of the scale [41]. Here 0 represents a solu-
tion that is “of no use or unsatisfactory” and 10 (4 in VDI 2225) a solution that is deemed “ideal/very 
good”. Each partial utility value is then multiplied by the weighting factor of the according evaluation 

criterion resulting in a Weighted Partial Utility Value 𝑤𝑖𝑝𝑖 for each evaluation criterion and alterna-
tive. By summation of all Weighted Partial Utility Values (in VDI 2225 unweighted), an Overall 

Utility Value 𝑣  (for each solution/alternative) can be determined according to 
 

𝑣 =∑𝑤𝑖𝑝𝑖

𝑛

𝑖=1

 

as demonstrated inFigure B. 2. A following normalization of all acquired overall utility values pro-
vides a rank list, in order to ease the comparison of the different alternatives. 

 
Figure B. 2. Evaluation chart of a valve design example facilitating the Cost-Benefit Analysis 

 

Furthermore, in order to provide a better comparability between different alternatives/solutions, a 
relation between the achieved and a maximum reachable (theoretically ideal) overall utility value, the 

Technical Value 𝑥𝑡, can be applied: 
 

𝑥𝑡 =
 𝑝𝑖
𝑛
𝑖

𝑛 ∙ 𝑝𝑚𝑎𝑥
 

 
This value might incorporate the found weighting factors as well. In the here described example 
however, the technical value was not applied. 
 

How can the principles of a scoring method be utilized for a robustness evaluation? 

The method of finding evaluation criteria and the weighting factors in a systematized manner is seen 
favorable also for finding robustness criteria and weighting factors of robustness. The here discussed 
hierarchical principle is also seen applicable to robustness criteria and weighting factors. Finding 
weighting factors on the lowest level of complexity seem to be well applicable to the robustness of 
each robustness criterion (evaluation criterion). In addition, the principle stating that the sum of level 
weighting factors equals one might also be transferred to a robustness evaluation. However, 
weighting factors solely as a product, as found in a CBA, might not depict the whole set of interac-
tions between levels of hierarchy, since the relation to the next higher level might be inverted pro-
portional according to 1. Work Hypothesis. On the other hand, an ordinal scale of 0 to 10 (or a 0 to 
4 scale) is seen well applicable for rating robustness criteria, as well as specific functions for 

(B.3) 

(B.4) 
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magnitudes of values for each evaluation criterion (robustness criterion). An evaluation chart as seen 
in Figure B. 2, in which each evaluation criterion is rated is also assumed well applicable for robust-
ness, at least for determining a Weighted Partial Robustness Value (Weighted Partial Utility Value in 
CBA) for each criterion. Although a plain summation to determine the Overall Utility Value is con-
sidered appropriate in Cost-Benefit Analysis, it might not in a Robustness Evaluation, due to the 
assumption of the 1. Work Hypothesis that partial robustness values are not necessarily related by 
addition. 

Preference Matrix 

Another method used to evaluate or rate technical solutions is the Preference Matrix (sometimes 
referred to as Dominance Matrix). It is an inductive method mainly focusing to determine weighting 
factors. After all relevant evaluation criteria have been determined; the method starts with associating 
every criterion with a code letter. The core principle of this method is a pairwise comparison of all 
evaluation criteria, one by one, with one another in a preference matrix, as shown in Figure B. 3 on 
the example of the shut-off valve of ISS´ life support system. The higher ranked criterion of a tuple 
is preferred and filled in the matrix, while a ranking of equal importance cannot be realized with this 
method. Determining the rank of each evaluation criteria itself is performed by ranking the frequency 
of each criterion. Criteria and frequency of occurrence are then listed as depicted in Figure B. 4, 
while the normalized frequency of occurrence provides the weighting factor for each criterion. With 
such procedure, subjective rating (of the evaluator) can be reduced and an objective decision (eval-
uation) can be realized [257]. Hence, in contrast to the Scoring Method (Cost-Benefit Analysis) the 
sum of all weighting factors is not limited by 1 or 100 %. 

 
Figure B. 3. Preference Matrix example 

 

 
Figure B. 4. Determining weighting factors from frequency of preferences 

Moving forward in the evaluation process, the weighting factors are then filled into a general evalu-
ation chart (see Figure B. 5). As it becomes obvious when going through the column of weighting 

factors, the less important evaluation criterion (Design Effort) obtains a weighting factor of 𝑤𝑖 = 0, 
thus providing a special situation. Despite the supposedly unimportance of this evaluation criterion, 
indicated by the weighting factor, it has originally been chosen to be an important criterion that 
needs to be considered, and therefor will be listed in the evaluation chart. Here evaluation is per-
formed as described before for the scoring methods. For the shown example each criterion is rated 

directly and qualitatively with the measure 𝑝𝑖 (Partial Utility Value, un-weighted), in an ordinal scale 

ranging from 0 to 10. By multiplying the Partial Utility Value 𝑝𝑖 with the weighting factor of the 

according evaluation criterion, the Weighted Partial Utility Value 𝑤𝑖𝑝𝑖 for each evaluation criterion, 

and by summing up these values, the Overall Utility Value 𝑣  for each alternative is determined 
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following equation (B.3). Normalizing all acquired overall utility values 𝑣𝑁  provides a rank list, for 
comparison of the different alternatives [257]. 
When comparing the evaluation results of the preference matrix method (Figure B. 5) and the results 
of the scoring methods (Figure B. 2) the same ranking of alternatives is achieved. The normalized 

overall utility values 𝑣𝑁  however differ as well as the overall utility values 𝑣  between the two 
methods. Furthermore, the preference matrix is considered useful for small and less complex sys-
tems, while the hierarchical nature of the Cost-Benefit Analysis provides well-structured and clear 
procedures for complex systems. Another drawback of the preference matrix is the fact that evalu-
ation criteria can be underrated, with a weighting factor of zero, as shown in the example. 

 
Figure B. 5. Example of an evaluation chart using normalized weighting factors determined with a 

preference matrix 

How can the principles of a preference matrix be utilized for a robustness evaluation? 

The Preference matrix cannot be used to find or determine evaluation or robustness criteria. None-
theless, the preference matrix provides, with given evaluation criteria that are compared one by one 
in a pairwise manner, a good overview of preferences (importance) of the evaluation criteria. This is 
considered well applicable to robustness criteria and their evaluation. However, for a robustness 
evaluation weighting factors of zero are not considered useful, since it can falsely indicate unim-
portance. Similar to the scoring methods, also the plain summation to determine the Overall Utility 
Value, used in the general evaluation following the preference matrix, is not considered sufficient 
for a Robustness Evaluation, due to the assumption of the 1. Work Hypothesis, stating that partial 
robustness values are not necessarily related by addition. 

Fault Tree Analysis (FTA) & Success Tree Analysis (STA) 

The Fault Tree Analysis (FTA) is a deductive, top-down (backwards) method looking into the past, 
and can be allocated in the Safety I area of Reliability engineering, asking the question “What could 
cause the unwanted effect?”. It searches and quantifies the severity and probability of occurrence of 
a failure. Furthermore, FTA is a top-down method analyzing an “undesired State/Event” or a “sys-
tem failure condition” of a system. The main goals are showing how a system can fail, identifying 
the best ways to reduce a risk and to determine event rates of failure and probabilities of failure, and 
consequently reducing the likelihood of failure through an improved system design. In a hierarchical 
order, FTA maps the relationship between faults, subsystems and reduced safety design elements 
with a diagram of the overall system based on Boolean logic, the fault tree, as shown in Figure B. 6. 
The top event represents the undesired event (failure) of a system or subsystem. Going top-down, 
intermediate events, e.g. the failure of a certain component, are identified. Basic events are the ter-
mination points of such analysis and provide the boundary of the model as well as the input of 



APPENDIX B           213 

 

external events. They may resemble a specific failure (or failure mechanism) of a component or sub-
component, at the lowest level of the method’s hierarchical structure [54]. 

 
Figure B. 6. Example of a Fault-Tree 

For quantification with this method, it is crucial to be able to assign a value for example a probability 
or frequency to these items. Making use of the Boolean logic, basic events are combined by gates 
thus forming “super-events” or “cut sets” (minimal cut sets) and connecting basic events leading to 
the top event. Representing reliability dependency, OR gates function as a series relation: 
 

𝑃(𝐴 𝑜𝑟 𝐵) = 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵) 
 
 
, while AND gates represent redundancy and function as parallel relation: 
 

𝑃(𝐴 𝑎𝑛𝑑 𝐵) = 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴) × 𝑃(𝐵) 
 
 
For specific cases, e.g. when failure probabilities are small, an OR gate connects the probabilities of 
two basic events with 
 

𝑃(𝐴 𝑜𝑟 𝐵) ≈ 𝑃(𝐴 ∪ 𝐵) ≈ 𝑃(𝐴) + 𝑃(𝐵), 𝑖𝑓 𝑃(𝐴 ∩ 𝐵) ≈ 0  
 
 
In case only one input or the other occurs with an output for an exclusive OR gate, probabilities are 
connected as follows: 
 

𝑃(𝐴 × 𝑜𝑟 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 2𝑃(𝐴 ∩ 𝐵) 
 
 
Commonly all events are considered to be independent. If they are not independent, specific soft-
ware approaches provide a solution, working with cut sets, thus increasing the effort of performing 

(B.5) 

(B.6) 

(B.7) 

(B.8) 
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a FTA drastically. A single fault tree can be used to analyze only one top event (undesired event). 
However, a fault tree may be fed into another fault tree as a basic event [54, 258]. 
 
Summarizing, the following steps are performed within a FTA: 

1. Defining the Undesired Event 
2. Understanding the system, identifying probabilities of occurrence and causing effects 
3. Constructing a Fault Tree 
4. Evaluation of Fault Tree (hazards, possible improvements) 
5. Control identified hazards (decrease probability of occurrence) 

 
As inversion of the FTA, a Success Tree Analysis (STA) is looking into the future in order to identify 
what is needed to achieve success for a system. Moreover, a conversion of a fault tree into a success 
tree and vice versa can be achieved by applying de Morgan´s theorem, as Boolean logic is inverted 
[54]. 
 

How can the principles of a FTA/STA be utilized for a robustness evaluation? 

The hierarchical nature of a FTA/STA provides a structured procedure to analyze a system from 
top-down. This is assumed well applicable for an analysis of robustness of a system, due to a similar 
initial situation regarding the system point of view. Furthermore, the principles of FTA/STA are 
considered applicable tools to find robustness criteria, at the lowest hierarchy level. Similar to “un-
desired events” and failure probabilities in a FTA, robustness criteria or partial robustness are as-
sumed to be connected in a similar way, by parallel and series connections, thus complying with 1. 

Work Hypothesis. Robustness as stated in section 3.3.2 is also a function of probability of an event. 
This is found in the FTA/STA as well, leading to the assumption that the mathematic principles can 
be transferred to robustness assessment, at least for probability considerations. 

Reliability Block Diagram 

The Reliability Block Diagram (RBD; also known as Dependence Diagram) is a deductive, top-down 
(backwards) method that identifies how component reliability contributes to the failure or success 
of a complex system [54, 259]. It gives a graphical representation of the functional relations between 
the elements that comprise a system and the existing Boolean expressions. Here blocks are connected 
in parallel or in series, while each block represents one component or function of a system with a 
failure rate. Nevertheless, this method aims to produce a systematic overview for a function in a 
particular operating state rather than for a piece of hardware. Thus, an RBD indicates which sub 
functions must operate successfully in order for the system to accomplish its intended main function. 
As blocks may also be represented by switches (closed= working component, open= failed compo-
nent), parallel paths indicate redundancy (active or standby; not all elements are required to be up 
for a successful operation of the system). When connected in series however the whole system might 
fail in case one or more components fail. In this way, groups of elements in series or a number of 
groups with redundancy (group parallel elements) are connected in series, as illustrated in Figure B. 
7. Note that the here depicted system is identical with its components and functions to the one used 
in the fault tree of Figure B. 6. Due to the relation of elements and their associations to the overall 
system using Boolean logic, an RBD may be converted into a Success Tree (series converted into 
AND, parallel converted into OR). De Morgan’s Theorem however, may then convert the Success 
Tree into a Fault Tree. Quantification using a RBD can be achieved by calculating System Reliability, 
Availability, Mean Time to Failure (MTTF), Mean Time Between Failures (MTBF) or Mean Time to 
Repair (MTTR) for each element and consequently for the system. Mathematical principles, based 
on Boolean logic, used are identical to the ones facilitated for the FTA, given in the equations (B.5), 
(B.6), (B.7) and (B.8) [54, 259]. 
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The general procedure to derive a Reliability Block Diagram can be summarized with the following 
steps.  
 
Steps of generating a Reliability Block Diagram: 

1. Definition of functions the system performs (operating states) 
2. Specification of minimum functions that are required for successful operation of the system 
3. Drawing of system RBD of system functions 
4. Specify elements required to perform system function 
5. Drawing of system RBD of system elements 
6. Simplify RBD 

 

 
Figure B. 7. Exemplary Reliability Block Diagram 

Generally, all blocks and components are assumed statistically independent from another. However, 
since an item might have more than one failure mode, the effect a failure inflicts on a system might 
therefore depend upon which failure mode occurs. Moreover, constellations might occur in which 
elements are not independent of each other, thus making operation and failure of each element 
conditional. In this case a system or equipment might require more than one RBD and a dynamic 
RBD must be performed, requiring much more effort. Although giving a structured overview of 
systems functions, a RBD cannot accurately depict operational phases e.g. where a system failure 
may or may not be affected by a component, depending on the phase or operational requirements 
at the time [259]. 
 

How can the principles of a Reliability Block Diagram be utilized for a robustness evaluation? 

Similar to the hierarchical nature of a FTA/STA, the Reliability Block Diagram provides a structured 
procedure to analyze a system from top-down. Identifying the functions that contribute and are 
necessary to accomplish the main function, ought to be very similar to relating partial robustness to 
an overall robustness, and is considered a well applicable procedure for a robustness evaluation. 
Moreover, the similar initial situation regarding the system point of view is assumed well applicable 
to pursue an analysis of robustness of a system. Parallel and series connections are also assumed part 
of the relations between robustness criteria or partial robustness, thus complying with 1. Work Hy-

pothesis. 
Robustness as stated in section 3.3.2 can be expressed as a function of probability of an event and 
as quantified values exceeding requirements or expectations. Such values are used in a Reliability 
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Block Diagram i.e. System Reliability, Availability, Mean Time to Failure (MTTF), Mean Time Be-
tween Failures (MTBF) or Mean Time to Repair (MTTR). This and the mathematic principles found 
in the RBD are supporting the assumption that the principles of an RBD can be transferred to a 
robustness assessment, at least partially. 

Event Tree 

The Event Tree (ETA) is a graphical representation of an inductive and investigatory method (for-
ward, bottom-up), which can be applied in a qualitative and quantitative manner (see Figure B. 8). It 
is represented in an analytical diagram, used to examine a chronological series of subsequent events 
or consequences. These are determined by how an accident’s (initiating event) progression is affected 
by subsequent failure of other components or subsystems. Furthermore, this method helps to iden-
tify the sequence progression, sequence end states and sequence specific dependencies over time 
and is tracing forward in time or through a causal chain, contrary to the FTA that traces back in time 
or causal chain. As a forward tracing method it does not require a known hazard [260]. 
The procedure itself starts with the assumption that an initiating event, a failure or success, occurs. 
Each possible sequence of events that might result from the assumed initiating event is followed as 
its consequences propagate through the whole system. A quantified estimate such as the probability 
of occurrence is than assigned for each event and an overall probability of a sequence can be deter-
mined using Boolean logic as described with the equations (B.5), (B.6), (B.7) and (B.8). 
All potentially dangerous or adverse events following the initial event are methodically identified 
and displayed as sequences of events by the event tree, as depicted in the example of Figure B. 8. 
This example is based on the identical system, including components and associations, previously 
discussed for the Fault Tree Analysis and the Reliability Analysis (see Figure B. 6 and Figure B. 7 
for comparison). Here the linked events are forming a structure, much like the branches of a tree, 
following the Boolean logic. Each branch is evaluated to determine its own probability by multiply-
ing the individual probabilities of the failure events occurring, given in Table B. 1. Event Tree 
Branch Probabilities with notional values for illustration. However, the overall probability (indi-
cated as P Failure in Figure B. 8) in return is determined by a summation of all probabilities of a 
failure sequences (branches). 

 
Figure B. 8. Example of an Event Tree 
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Table B. 1. Event Tree Branch Probabilities 

 

How can the principles of an Event Tree be utilized for a robustness evaluation? 

The event tree facilitates a simple procedure following a path of events (causal chain). This could 
partially be applied to follow a path of components implying robustness and to determine robust-
ness, similar to probabilities of the branches of an event tree. Finding robustness criteria are not 
thought to be possible with such procedure, although qualitative and quantitative values can be gen-
erated. Nevertheless, due to its relation to the FTA/STA and RBD, that are assumed to be well 
implemented into a robustness assessment, the procedure of the event tree is also considered to be 
at least a part of this analysis. Furthermore, parallel and series connections are assumed to be part of 
the relations between partial robustness, thus complying with 1. Work Hypothesis. The principles 
of an event tree are considered transferrable, at least partially to a robustness assessment. This is 
supported by the stated definition section 3.3.2, in which robustness can be expressed as a function 
of probability of an event and as quantified values exceeding requirements or expectations. 

Failure Modes, Effects (and Criticality) Analysis (FMEA/FMECA) 

The Failure Mode and Effects Analysis (FMEA), or Failure Modes, Effects and Criticality Analysis 
(FMECA), is an inductive, mainly subjective and bottom-up (forward) method that analyzes the 
effects of single components or function failures on equipment or subsystems. It is used as a design 
tool to assess and quantify risks and to identify failure modes and effects, thus asking the question 
“What if this happens; What can occur?”. This method is especially useful when comparing design 
concepts and for design refinement and can be found as established method for design analysis in 
the standards ECSS-Q-ST-30-02C, MIL-STD-1629A (cancelled, but still in wide use), MIL-HDBK-
21F, RA–006–013–1A and as well as other literature like NASA’s System Engineering “Toolbox” 
[256], or NASA’s Apollo program [261]. Compared to FTA it does not consider external events, but 
in return identifies local effects and initial faults. FMEA analyzes the failure modes and failure effects, 
while FMECA additionally considers the criticality in its analysis. This analysis has the purpose to 
rank each potential failure mode identified in the FMEA according to the combined influence of the 
probability of occurrence and the severity of the failure effect, thus providing a rating of the criticality 
as well. Additionally detectability can be rated in the Failure Modes, Effects, Criticality and Detect-
ability Analysis (FMEDA). [259] It is common to perform both FTA and FMEA in a Failure Modes, 
Effects Summary (FMES) [259] or in a cause-consequence analysis [256]. 
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The following steps are commonly performed within a FMECA: 

1. Identification of Failure Modes 
2. Identification of Effects/Consequences & related System/Subsystem for each mode 
3. Rate Severity (SN) of each effect 
4. Identify potential Failure Causes for each failure mode 
5. Rate Probability of Occurrence (PN) for each failure cause 
6. Identify process controls and indicators 
7. Rate Detectability (DN) of each failure mode/failure cause 

8. Calculate Risk Priority Number (𝑅𝑃𝑁) and criticality (𝐶𝑁) 
9. Re-Assess Design (Re-design, modification) 

 
 

 
Figure B. 9. FMECA example 

On the simplified example of the helmet light of an astronaut’s spacesuit that is used by crewmem-
bers of the International Space Station (ISS) for extravehicular activities (EVA) and out of order, a 
typical qualitative FMECA procedure is described in the following paragraphs. 
Identifying the failure modes of the item under investigation (“helmet light”) and assigning them to 
the appropriate columns in Figure B. 9 is followed by listing each identified effect and associated 
failure causes. The established failure causes are then rated (qualitatively by the expert) by probability 

of occurrence with a Probability Number (𝑃𝑁), degree of severity with a Severity Number (𝑆𝑁) and 

probability of detection with a Detectability Number (𝐷𝑁). Those are assigned according to scales, 
here in the range of 1 to 4, following the standard ECSS-Q-ST-30-02C, as listed in Table B. 2, Table 
B. 3 and Table B. 4. However, in other guidelines or standards the scales are often given with num-
bers ranging from 1 to 10. 
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Table B. 2. Severity categories and numbers (SN) 

 
Table B. 3. Probability of Occurrence levels and numbers (PN) 

 
 

Table B. 4. Probability of Detection levels and numbers (DN) 

 
One of the main results of a FMECA procedure is the criticality or Criticality Number (𝐶𝑁), giving 
information about which failure mode or effect is more severe than others, and needs to be mitigated 

by design iteration. For each failure mode, a mode criticality number 𝐶𝑁𝑖 is determined by the mul-
tiplication of the according Severity Number and the Probability of Occurrence Number: 
 

𝐶𝑁𝑖 = 𝑆𝑁𝑖 × 𝑃𝑁𝑖 
 

while the overall criticality number for an item 𝐶𝑁𝑟 is the sum of all mode criticality numbers: 
 

𝐶𝑁𝑟 =∑𝐶𝑖

𝑛

𝑖=1

 

 
The classification of a criticality for a failure mode can be surveyed in a criticality matrix (risk assess-
ment matrix [256]) also known as , as depicted in Figure B. 10. Here the failure mode may be charted 
using severity code as one axis and probability level code on the other. It becomes obvious that a 
high severity combined with high probability of occurrence is leading to a high criticality. Numbers 

for 𝐶𝑁𝑖 greater or equal to 6, as well as failure consequences classified as catastrophic, are considered 
critical according to ECSS-Q-ST-30-02C (alternative classifications are given in MIL–STD–882C). 
However, this relation shows a linear character due the summation of numbers. 

(B.9) 

(B.10) 
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Figure B. 10. Exemplary criticality matrix 

In the example of Figure B. 9 the most critical failure mode (“Bulb defect”) shows a mode criticality 
number of 9, which must be, according to the given criticality matrix, considered critical. This enables 
engineers to take actions for the most critical, thus most severe and most probable failure modes 
and e.g. build in a redundant bulb. Nevertheless, the criticality number does not regard the proba-
bility of detecting a failure. In case two failure modes feature the same criticality number, as given 
for the failure modes “Battery dead” and “Switch broken” the one with the lower probability of 
detection should be taken action for first. 
This circumstance can be identified with the second important result of a FMECA, the Risk Priority 

Number (𝑅𝑃𝑁). Giving information about which failure mode or item needs to be payed the most 
attention to, due to high probability of occurrence and high severity combined with low detectability, 

the 𝑅𝑃𝑁 provides a quantified measure of risk. The risk priority number for each failure mode 
(Mode Risk Priority Number) is determined with 
 

𝑅𝑃𝑁𝑖 = 𝑆𝑁𝑖 × 𝑃𝑁𝑖 × 𝐷𝑁𝑖 
 
By summation of all mode values, the overall Risk Priority Number for an item is determined with 
 

𝑅𝑃𝑁 =∑𝑅𝑃𝑁𝑖

𝑛

𝑖=1

 

 
Generally, one can say that for all results, such as criticalities and risk priority numbers, low values 
are aimed for. This supports the overall goal of this method to mitigate high risk and highly critical 
failures by changes in design. Finally, carrying out necessary design modifications for each iteration 
is followed by a last analysis, as proof of result, thus ensuring the achieved success. 
 
A more quantitative FMECA assessment of criticality according to the standard MIL-STD-1629A, 
that had been cancelled but is still widely used, can be achieved by determining the modal criticality 

number 𝐶𝑁𝑚 (not to be confused with the mode criticality number 𝐶𝑁𝑖). It is calculated with equa-
tion (B.13) for each failure mode of an item. Here the criticality numbers are computed with the 

basic failure rate 𝛾𝑝, the failure mode ratio 𝛼𝑝, the conditional probability 𝛽𝑝 and the mission phase 

duration 𝑡𝑚. However, these numbers are based on empirically data determined for each failure 
mode that are in most cases not available in structural design. The overall modal criticality number 

of an item 𝐶𝑁𝐼 is finally calculated by summation of all modal criticality numbers as shown in equa-
tion (B.14). 
 

𝐶𝑁𝑚 = 𝛾𝑝𝛼𝑝𝛽𝑝𝑡𝑚 

 

𝐶𝑁𝐼 = ∑(𝐶𝑁𝑚 )𝑛

𝑁

𝑛=1

 

 

(B.11) 

(B.12) 

(B.13) 

(B.14) 
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How can the principles of a FMECA be utilized for a robustness evaluation? 

A qualitative and quantitative approach, as provided by FMECA, seems to be well suitable for ro-
bustness, since qualitative and quantitative data are available here as well. Especially the quantifica-
tion of qualitative values is assumed to be applicable to a robustness evaluation. Rating failure modes 
and determining criticality and risk priority numbers can be considered very similar to rating robust-
ness criteria or determining partial robustness. However, a simple summation to determine overall 
robustness is not considered sufficient for a Robustness Evaluation, especially when following the 
1. Work Hypothesis, stating that partial robustness values are not necessarily related by addition. In 
general, partially transferring principles of this method is seen useful as a support of a more hierar-
chical method, since finding failure modes is realized only in a less systemized manner in FMECA, 
compared to an FTA for example. 

Summary and evaluation of surveyed assessment methods 

The following paragraphs give a brief summary of the essential principles found in the assessment 
methods that have been reviewed. Moreover, while giving an overview of the main characteristics of 
each surveyed method and a simple evaluation regarding the applicability to a robustness assessment 
in Table B. 5,the reasoning for the rating is shortly outlined as well. 
 
The essential principles are: 

Structuring: 

Structuring an investigated system by its smallest parts (elements) like components and their 
linkage (association), and synthesizing them into a graphical representation provides an im-
portant overview of a system that is necessary for a profound evaluation. Finding these link-
ages is many times realized by evaluating the system’s structure by its elements and functions. 
Furthermore, graphical representations can help to identify effects and consequences. Struc-
turing a system and its elements is also considered beneficial concerning robustness. Espe-
cially identifying elements, functions and linkages is seen to provide an overview of partial 
robustness, effects and interactions within the system. 

Mathematical Associations: 

The mathematical base characterizing the associations of elements to be assessed are essential 
in order to determine the influence of the elements on one another and to find meaningful 
result values for an evaluation e.g. a utility value or a risk priority number. In the reviewed 
methods mostly Boolean logic, multiplications with factors or simple summation are building 
the core mathematical principles. Parallel and series associations, as inherent in Boolean logic, 
are compliant with the 1. Work Hypothesis and are assumed to be connecting robustness 
criteria or partial robustness in a similar way. This leads to the assumption that these mathe-
matic principles can be transferred to robustness assessment. Plain summation, however, as 
applied e.g. to determine the Overall Utility Value is not considered sufficient for a Robust-
ness Evaluation, and might violate the 1. Work Hypothesis saying that partial robustness 
values are not necessarily related by addition. 

Evaluation Criteria: 

Evaluation criteria are defined by the dedicated functions the elements should perform, 
which are determined according to the elements its selves or by system requirements. These 
criteria are specifically useful when e.g. different variations or alternatives of constructions 
must be evaluated and compared in order to find the best solution. The principle of evalua-
tion criteria is assumed applicable very similar in a robustness evaluation. Here criteria can 
similarly be determined for an element, function or system requirement as robustness criteria. 
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Weighting Factors: 

Determining weighting factors is performed in order to differentiate between different levels 
of importance of evaluation criteria, functions or elements. These factors are generally mul-
tiplied in their generic or normalized form with rating values like partial utility values, thus 
resulting in a weighted rating value. This principle is considered promising to differentiate 
between levels of importance or impact of robustness criteria, and should be applied in a 
robustness evaluation. 

Qualitative, Quantitative Principles and Quantification: 

Whenever no values e.g. measured data, are available, as apparent in the early concept phase 
of a design or many times in an FMECA, qualitative measures are used. They are mostly 
verbal expressions that are turned into quantified values (quantification) with an ordinal scale 
e.g. in a pairwise comparison of evaluation criteria with a following normalization (preference 
matrix) or by assigning values to each element in regard to the assessed field like probability 
of occurrence in a risk assessment. In addition, these qualitative principles are often used to 
establish an overview of a system’s structure as realized in a fault tree. On the other hand, 
quantitative principles are using values that can, in a mathematical manner, directly be pro-
cessed or compared such as dimensions, measures, specifications, probabilities or empirical 
values. However, for comparison with qualitatively based values or for determining overall 
evaluation values, quantitative values are transferred to a normalized form as well. This is 
especially practiced in methods for comparison like the scoring method or FMECA. Another 
principle of quantitative measures is the expression of probability of an event facilitated in 
some of the surveyed methods. Such measures might be System Reliability, Availability, 
Mean Time to Failure (MTTF), Mean Time Between Failures (MTBF) or Mean Time to 
Repair (MTTR). The mentioned principles of quantitative measures, qualitative measures and 
quantification are believed to be eligible to a robustness assessment, at least partially. This is 
supported by the definition of robustness stated in section 3.3.2, in which robustness can be 
expressed as a function of probability of an event and as quantified values exceeding require-
ments or expectations. 

Objective and Subjective Input 

Some of the reviewed methods cope with both, objective input e.g. measured data, empirical 
values, specifications, dimensions, and with subjective input e.g. expert opinions, experi-
ences, assumptions, and estimates. The surveyed methods show that if objective input is not 
available, subjective input is used specifically if new and unknown functions have to be eval-
uated. 
For a robustness assessment, empirical data as well as estimations and experiences will pro-
vide the input for the evaluation and quantification, thus yielding to the need to adapt this 
principle. 

Scales and Value Functions 

Assigning points for rating, using normalized ordinal scales for rating e.g. with VDI 2225, as 
well as ordinal scales of evaluation measures like levels of probability of occurrence, severity 
or detectability, are common principles in most of the reviewed methods. Latter scales are 
based on value functions that determine parameter magnitudes and their characteristic slope 
e.g. by mathematical relationships like increasing or decreasing linear, increasing or decreas-
ing exponential, or logarithmic functions or many times by means of estimates. 
Such scales and value functions are expected to be well applicable and necessary for evaluat-
ing robustness by robustness parameters and their characteristics. This is mainly due to the 
great similarity in nature of the robustness parameters expected and the ones used in the 
surveyed methods, and should be adapted to a robustness assessment as well. 
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Matrix like Evaluation Overview 

Matrix-like overviews, such as evaluation charts, illustrate and document the evaluation pro-
cess with its components and steps. Additionally they are giving an overview of evaluation 
criteria, weighting factors, evaluation measures, quantitative and qualitative data as well as 
partial and overall evaluation results. 
Adapting an evaluation chart to a process of robustness evaluation is considered a promising 
approach to give a good overview of all components and steps to be realized. 

Combination of principles and methods 

As literature suggests, using deductive and inductive approaches in combination provide a 
higher level of confidence to find all elements and element connections/associations of a 
system. Therefore, combinations like FTA and RBD in a system assessment process are most 
common. 
This is also considered true for the robustness assessment of a system, as developed within 
this work. Therefore, a combination of principles found in deductive and inductive methods 
is seen beneficial for a robustness assessment as well. 

 
In Table B. 5 an overview of the reviewed assessment methods and their characteristics is given with 
four categories in the columns and methods clustered by the type in rows. This first category gives 
the type of method: deductive, inductive or a combination. The second category represents the field 
of application of each method, the third the name of each method, while the fourth category contains 
the inherent attributes to each method. Notably the last column of this category represents the result 
of rating each method, regarding its applicability of principles to a robustness assessment and if it 
can well be transferred. 
 
The rating result of the methods with the lowest rated applicability derives as following: 
Their principles are assumed not directly applicable to a robustness assessment, although some might 
be used to generate data. The Relevance Tree Analysis uses a search scheme for reliance, structures 
and illustrates relations between effort and value, while it quantifies the relevance of a resource. It is 
considered suitable to give only a brief overview of a system in a very normative manner, and is 
therefore rated with a low applicability. Risk Analysis searches for cause-effect, identifies, evaluates 
and manages risks, with a risk characterization using probability of occurrence of damage over dam-
age severity. Its graphical illustration of risk in a risk matrix helps to visualize risk. The method in 
general is considered useful prior to the robustness assessment, in order to identify and quantify 
risks, which can be reduced/mitigated by higher robustness in the according field. Since its indirect 
applicability, it is rated low. 
Trend Extrapolation can be applied prior and independently to the robustness assessment itself to 
predict or generate e.g. data for quantification from measures of deformations of a boom due to 
creep. Due its indirect usage is rated with a low applicability. The Cross-Impact Analysis is a tech-
nique for prognosis and tries to predict and analyze relations and cross impacts between future 
events in terms of probabilities. It is seen to be useful only when deriving a system structure and 
therefor rated with a low applicability. 
The medium and high rated methods possess the advantage to be transferred directly or as principles 
of a method to a robustness assessment. This is true for most of the surveyed and relevant assess-
ment methods described in detail before. Additionally, these methods or their essential principles 
comply largely with the 1. Work Hypothesis. Detailed descriptions of the applicability, as discussed 
in the detailed surveys of the relevant methods before, are providing the basis for the rating result, 
shown in Table B. 5. 
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Table B. 5. Overview and evaluation of the surveyed assessment methods 

● ● ● ● ● ●

● ● ● ● ● ● ● ●

● ● ● ● ● ● ●●●

● ● ● ● ● ● ●●

● ● ● ● ● ● ● ●●●

● ● ● ● ● ●●

● ● ● ● ● ● ● ●●

● ● ● ● ● ● ● ●●●

● ● ● ● ● ● ●●

● ● ●

● ● ● ●

● ●● ●●●
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Appendix C FUNCTIONS, PARAMETERS AND WEIGHTING FACTORS 

Table C. 1. Main functions and functions of Gossamer-1 subsystems, assemblies and components 
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Table C. 1. continuing 
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Rating Membrane Subsystem robustness parameters 

Reflectivity − stongly represents function A-F1 and is rated very high; is a direct measure 
and fully contributes its fullfilment 

− rated very-low in regard to main function A-F2; it does not represent it 
nor does it contribute to its fullfilment 

− rated very-low in regard to main function A-F3; it does not represent it 
nor does it contribute to its fullfilment 

  

Shape 
Accuracy 

− medium rated in regard to main function A-F1 as it represents reflection 
only indirectly, but contributes somewhat to the fullfilment of it, since 
global shape measures like flatness needs a certain accuracy in order to 
provie the demanded reflection for a large area 

− low rated for function A-F2, representing it only in a minor way since an 
evenly flat stretched membrane can be considered a sign of good load 
transfer; it is more the result of a successful load transfer, hence it does 
not contribute to the function itself 

− rated medium-low for function A-F3 as it does not represent the function 
directly; it contributes to the fullfilment somewhat since pv module orien-
tation towards the light is partially ruled by the shape accuracy and orien-
tation of the membrane subsystem 

  

Membrane 
Load 

− rated very-low in regard to function A-F1, as it does not represent nor 
does it contribute directly to its fullfilment; it can be considered an indica-
tor and requirement to realize sufficient reflection 

− fully represents main function A-F2 and its fullfilment and is therefore 
rated very-high 

− rated very-low in regard to function A-F3, since it does not represent nor 
does it contribute to its fullfilment. 

R S

S RMS

L M

w i

 
Figure C. 1. Assessment of partial robustness weighting factors for the Membrane Subsystem 
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Rating I/F Subsystem robustness parameters 

Change in 
length 

− does not represent or contribute to the fullfilment of function E-F1 and 
is rated very-low 

− Very-high rated in regard to function E-F2 and largely represents it; is 
considered a direct measure of fullfilment, as the accuracy of the spanned 
membrane dimensions directly depend on the length of the interface it is 
connected to 

  

Tensile I/F 
Load 

− fully represents function E-F1 and contributes directly to its fullfilment; 
rated very-high 

− represents only indirectly E-F2 and contributes somwhat the function full-
filment as the introduced I/F tensile loads are transfer loads that span the 
membrane to its dimensions, tension and orientation; medium-low 

Δl

L t

w i

 
Figure C. 2. Assessment of partial robustness weighting factors for the I/F Subsystem 

 

Rating Boom Mechanism Subsystem robustness parameters 

Boom Spool-
off Force 

− rated very low in regard to function B-F1, as it does not represent this 
function; is only an indirect measure of the function fullfilment since too 
low or too high spool-off forces can indicate a faulty storage or packaging 

− fully represents function B-F2 and is a direct measure of its fullfilment, 
since a varying load value indicates the controllability of the deployment 
and the amplitude indicates restraining and friction forces to be overcome 
for deployment; rated very-high 

− Does not represent B-F3; does not contribute to the function fullfilment; 
rated very-low 

  

Boom 
Packaging 
Diameter 

− fully represents function E-F1 and contributes directly to its fullfilment; 
rated very-high 

− represents only indirectly E-F2 and contributes somwhat the function full-
filment as the introduced I/F tensile loads are transfer loads that span the 
membrane to its dimensions, tension and orientation; rated medium-low 

FSB

d B

w i

 
Figure C. 3. Assessment of partial robustness weighting factors of the Boom Mechanism Subsys-

tem 
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Rating Membrane Mechanism Subsystem robustness parameters 

Membrane 
Spool-off 
Force 

− does not represent function C-F1; is only an indirect measure of the func-
tion fullfilment since it must overcome the restraining force that keeps the 
sail package tightly packed; too low or too high spool-off forces can indi-
cate a faulty storage or packaging; rated very low 

− fully represents function C-F2 and is a direct measure of its fullfilment 
since load value variations can indicate the controllability of the deploy-
ment, and amplitudes the restrainment and friction forces that have to be 
overcome for deployment; rated very-high 

  

Membrane 
Packaging 
Diameter 

− fully represents function C-F1 and contributes largely to the functional 
fullfilment; is a direct measure of the function; rated very-high 

− does not represent C-F2 nor does it contribute to the function fullfilment; 
cannot be considered to be any measure; rated very-low 

FSM

d M

w i

 
Figure C. 4. Assessment of partial robustness weighting factors of the Membrane Mechanism 

Subsystem 
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Appendix D ANALYTICAL CALCULATION OF BOOM SECOND MOMENT OF AREA 

 

  
a) Nominal cross section (ideal) b) Influenced cross section 

Figure D. 1. Cross section divdided into sub-areas for calculating the second moments of area 

 

Nominal Boom Cross Section 

Sub-Area A1 (convex section): 

Area:  

𝐴1 = 𝛼1 ∙ [𝑟1
2 − (𝑟1 − 𝑡𝑠)

2] = 6.567 𝑚𝑚2 
 
 
Local centroid: 

𝑥𝑠1 = 0 𝑚𝑚 
 

𝑦𝑠1 =
2

3
∙
[𝑟1
3 − (𝑟1 − 𝑡𝑠)

3] sin 𝛼1
[𝑟12 − (𝑟1 − 𝑡𝑠)2]𝛼1

= 9.505 𝑚𝑚 

 
Global centroid (in relation to boom coordinate system): 

𝑥𝑠1𝐵 = 0 𝑚𝑚 
 

𝑦𝑠1𝐵 = 𝑦𝑠1 + 𝑟2 +
𝑡𝑓

2
= 24.645 𝑚𝑚 

 
Local second moments of area: 

𝐼𝑥𝑥1 =
[18𝛼1 + 9 sin(2 𝛼1) − 32 ∙

sin2 𝛼1
𝛼1
]

72
∙ 𝑟1
4 + (
2

3
∙
𝑟1
3 sin 𝛼1
𝑟12𝛼1

− 𝑦𝑠1)

2

∙ 𝛼1𝑟1
2

−
[18𝛼1 + 9 sin(2𝛼1) − 32 ∙

sin2 𝛼1
𝛼1
]

72
∙ (𝑟1 − 𝑡𝑠)

4

+ (
2

3
∙
(𝑟1 − 𝑡𝑠)

3 sin 𝛼1
(𝑟1 − 𝑡𝑠)2𝛼1

− 𝑦𝑠1)

2

∙ (−𝛼1(𝑟1 − 𝑡𝑠)
2) = 138.644 𝑚𝑚4 

 

(D.15) 

(D.16) 

(D.17) 

(D.18) 

(D.19) 

(D.20) 

(D.21) 
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𝐼𝑦𝑦1 =
2𝛼1 − sin(2 𝛼1)

8
∙ 𝑟1
4 + (
2

3
𝑟1 cos 𝛼1 − 𝑥𝑠1)

2

∙ 𝛼1𝑟1
2 −
2𝛼1 − sin(2 ∙ 𝛼1)

8
∙ (𝑟1 − 𝑡𝑠)

4

+ (
2

3
∙ (𝑟1 − 𝑡𝑠) cos 𝛼1 − 𝑥𝑠1)

2

∙ (−𝛼1(𝑟1 − 𝑡𝑠)
2) = 731.875 𝑚𝑚4 

 
Global second moments of area (in relation to boom coordinate system): 

𝐼𝑥𝐵𝑥𝐵1 = 𝐼𝑥𝑥1 + 𝑦𝑠1𝐵
2 ∙ 𝐴1 =  4126.95 𝑚𝑚

4 

 

𝐼𝑦𝐵𝑦𝐵1 = 𝐼𝑦𝑦1 =  731.875 𝑚𝑚
4 

 
 

Sub-Area A2 (concave section): 

Area:  

𝐴2 =
1

2
𝛼2 ∙ [(𝑟2 + 𝑡𝑠)

2 − 𝑟2
2] = 3.314 𝑚𝑚2 

 
Local centroid: 

𝑥𝑠2 = 9.594 𝑚𝑚 
 

𝑦𝑠2 =
2

3
∙
[(𝑟2 + 𝑡𝑠)

3 − 𝑟2
3
] sin 𝛼2

[(𝑟2 + 𝑡𝑠)2 − 𝑟2
2
]𝛼2
= 9.594 𝑚𝑚 

 
Global centroid (in relation to boom coordinate system): 

𝑥𝑠2𝐵 = 𝑟1 + 𝑟2 − 𝑥𝑠2 = 20.4 𝑚𝑚 
 

𝑦𝑠2𝐵 = 𝑟2 +
𝑡𝑓

2
− 𝑦𝑠2 = 5.546 𝑚𝑚 

 
Local second moments of area: 

𝐼𝑥𝑥2 = (
𝜋

16
−
4

9𝜋
) ∙ (𝑟2 + 𝑡𝑠)

4 + (
2

3
∙ (𝑟2 + 𝑡𝑠) ∙

sin2
𝛼2
2
𝛼2
2

− 𝑦𝑠2)

2

∙
1

2
𝛼2(𝑟2 + 𝑡𝑠)

2

− (
𝜋

16
−
4

9𝜋
) ∙ (𝑟2)

4 + (
2

3
∙ 𝑟2 ∙
sin2
𝛼2
2
𝛼2
2

− 𝑦𝑠2)

2

∙ (−
1

2
𝛼2𝑟2
2) = 71.29 𝑚𝑚4 

 

𝐼𝑦𝑦2 = (
𝜋

16
−
4

9𝜋
) ∙ (𝑟2 + 𝑡𝑠)

4 + (
2

3
∙ (𝑟2 + 𝑡𝑠) ∙

cos
𝛼2
2 sin
𝛼2
2

𝛼2
2

− 𝑥𝑠2)

2

∙
1

2
𝛼2(𝑟2 + 𝑡𝑠)

2

− (
𝜋

16
−
4

9𝜋
) ∙ (𝑟2)

4 + (
2

3
∙ 𝑟2 ∙
cos
𝛼2
2 sin
𝛼2
2

𝛼2
2

− 𝑥𝑠2)

2

∙ (−
1

2
𝛼2𝑟2
2)

= 71.29 𝑚𝑚4 
 
Global second moments of area (in relation to boom coordinate system): 

𝐼𝑥𝐵𝑥𝐵2 = 𝐼𝑥𝑥2 + 𝑦𝑠2𝐵
2 ∙ 𝐴2 =  173.227 𝑚𝑚

4 

 

(D.22) 

(D.23) 

(D.24) 

(D.25) 

(D.26) 

(D.27) 

(D.28) 

(D.29) 

(D.30) 

(D.31) 
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𝐼𝑦𝐵𝑦𝐵2 = 𝐼𝑦𝑦2 + 𝑥𝑠2𝐵
2 ∙ 𝐴2 =  1451.3 𝑚𝑚

4 

 
 

Sub-Area A3 (Flange): 

Area:  

𝐴3 = 𝑏𝑓 ∙ 𝑡𝑠 = 1.96 𝑚𝑚
2 

 
 
Local centroid: 

𝑥𝑠3 =
1

2
𝑏𝑓 = 3.5 𝑚𝑚 

 

𝑦𝑠3 =
1

2
𝑡𝑓 = 0.14 𝑚𝑚 

 
Global centroid (in relation to boom coordinate system): 

𝑥𝑠3𝐵 = 𝑟1 + 𝑟2 − 𝑥𝑠3 = 33.5 𝑚𝑚 
 

𝑦𝑠3𝐵 =
𝑡𝑓

2
− 𝑦𝑠3 = 0 𝑚𝑚 

 
Local second moments of area: 

𝐼𝑥𝑥3 =
𝑏𝑓 ∙ 𝑡𝑓

3

12
= 0.012805 𝑚𝑚4 

 

𝐼𝑦𝑦3 =
𝑏𝑓
3 ∙ 𝑡𝑓

12
= 8.003 𝑚𝑚4 

 
 
Global second moments of area (in relation to boom coordinate system): 

𝐼𝑥𝐵𝑥𝐵3 = 𝐼𝑥𝑥3 =  0.01281 𝑚𝑚
4 

 

𝐼𝑦𝐵𝑦𝐵3 = 𝐼𝑦𝑦3 + 𝑥𝑠3𝐵
2 ∙ 𝐴3 =  2207.613 𝑚𝑚

4 

 
 

Overall cross section: 

Global second moments of area (in relation to boom coordinate system): 

𝐼𝑥𝐵𝑥𝐵 = 2 ∙ 𝐼𝑥𝐵𝑥𝐵1 + 4 ∙ 𝐼𝑥𝐵𝑥𝐵2 + 2 ∙ 𝐼𝑥𝐵𝑥𝐵3 =  8946.833 𝑚𝑚
4 

 

𝐼𝑦𝐵𝑦𝐵 = 2 ∙ 𝐼𝑦𝐵𝑦𝐵1 + 4 ∙ 𝐼𝑦𝐵𝑦𝐵2 + 2 ∙ 𝐼𝑦𝐵𝑦𝐵3 =  11684.149 𝑚𝑚
4 

 
 

Influenced Boom Cross Section 

Sub-Area A1i (convex section): 

Area:  

𝐴1𝑖 = 𝛼1𝑖 ∙ [𝑟1𝑖
2 − (𝑟𝑖1 − 𝑡𝑠)

2] = 6.567 𝑚𝑚2 
 

(D.32) 

(D.33) 

(D.34) 

(D.35) 

(D.36) 

(D.37) 

(D.38) 

(D.39) 

(D.40) 

(D.41) 

(D.42) 

(D.43) 

(D.44) 
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Local centroid: 

𝑥𝑠1𝑖 = 0 𝑚𝑚 
 

𝑦𝑠1𝑖 =
2

3
∙
[𝑟1𝑖
3 − (𝑟1𝑖 − 𝑡𝑠)

3] sin 𝛼1𝑖
[𝑟1𝑖2 − (𝑟1𝑖 − 𝑡𝑠)2]𝛼1𝑖

= 15.629 𝑚𝑚 

 
Global centroid (in relation to boom coordinate system): 

𝑥𝑠1𝐵𝑖 = 0 𝑚𝑚 
 

𝑦𝑠1𝐵𝑖 = 2 ∙ [𝑟1𝑖 − 𝑟1𝑖 ∙ sin (
𝜋

2
− 𝛼1𝑖)] +

𝑡𝑓

2
− (𝑟1𝑖 − 𝑦𝑠1𝑖) = 20.462𝑚𝑚 

 
Local second moments of area: 

𝐼𝑥𝑥1𝑖 =
[18𝛼1𝑖 + 9 sin(2 𝛼1𝑖) − 32 ∙

sin2 𝛼1𝑖
𝛼1𝑖
]

72
∙ 𝑟1𝑖
4 + (
2

3
∙
𝑟1𝑖
3 sin 𝛼1𝑖
𝑟1𝑖2𝛼1𝑖

− 𝑦𝑠1𝑖)

2

∙ 𝛼1𝑖𝑟1𝑖
2

−
[18𝛼1𝑖 + 9 sin(2𝛼1𝑖) − 32 ∙

sin2 𝛼1𝑖
𝛼1𝑖
]

72
∙ (𝑟1𝑖 − 𝑡𝑠)

4

+ (
2

3
∙
(𝑟1𝑖 − 𝑡𝑠)

3 sin 𝛼1𝑖
(𝑟1𝑖 − 𝑡𝑠)2𝛼1𝑖

− 𝑦𝑠1𝑖)

2

∙ (−𝛼1𝑖(𝑟1𝑖 − 𝑡𝑠)
2) = 91.567 𝑚𝑚4 

 

𝐼𝑦𝑦1𝑖 =
2𝛼1𝑖 − sin(2 𝛼1𝑖)

8
∙ 𝑟1𝑖
4 −
2𝛼1𝑖 − sin(2 ∙ 𝛼1𝑖)

8
∙ (𝑟1𝑖 − 𝑡𝑠)

4 = 913.838 𝑚𝑚4 

 
Global second moments of area (in relation to boom coordinate system): 

𝐼𝑥𝐵𝑥𝐵1𝑖 = 𝐼𝑥𝑥1𝑖 + 𝑦𝑠1𝐵𝑖
2 ∙ 𝐴1𝑖 =  2844.19 𝑚𝑚

4 

 

𝐼𝑦𝐵𝑦𝐵1𝑖 = 𝐼𝑦𝑦1𝑖 =  913.838 𝑚𝑚
4 

 
 

Sub-Area A2i (concave section): 

Area:  

𝐴2𝑖 =
1

2
𝛼2𝑖 ∙ [(𝑟2𝑖 + 𝑡𝑠)

2 − 𝑟2𝑖
2] = 3.3102 𝑚𝑚2 

 
Local centroid: 

𝑥𝑠2𝑖 = 0 𝑚𝑚 
 

𝑦𝑠2𝑖 =
2

3
∙
[(𝑟2𝑖 + 𝑡𝑠)

3 − 𝑟2𝑖
3
] sin (
𝛼2𝑖
2 )

[(𝑟2𝑖 + 𝑡𝑠)2 − 𝑟2𝑖
2
]
𝛼2
2

= 18.929 𝑚𝑚 

 
Rotated local centroid: 

𝑥𝑠2𝑖𝑟𝑜𝑡 = 𝑦𝑠2𝑖 ∙ cos (
𝜋

2
− 𝜑) = 10.517 𝑚𝑚, 𝑤𝑖𝑡ℎ 𝜑 =

𝛼2𝑖
2
  

 

𝑦𝑠2𝑖𝑟𝑜𝑡 = 𝑦𝑠2𝑖 ∙ sin (
𝜋

2
− 𝜑) = 15.739 𝑚𝑚, 𝑤𝑖𝑡ℎ 𝜑 =

𝛼2𝑖
2

 

(D.45) 

(D.46) 

(D.47) 

(D.48) 

(D.49) 

(D.50) 

(D.51) 

(D.52) 

(D.53) 

(D.54) 

(D.55) 
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(D.57) 



APPENDIX D   235 

 

 
Global centroid (in relation to boom coordinate system): 

𝑥𝑠2𝐵𝑖 = 𝑟1𝑖 ∙ sin 𝛼1𝑖 + 𝑟2𝑖 ∙ sin 𝛼2𝑖 − 𝑥𝑠2𝑖𝑟𝑜𝑡 = 26.439 𝑚𝑚 
 

𝑦𝑠2𝐵𝑖 = 𝑟2𝑖 +
𝑡𝑓

2
− 𝑦𝑠2𝑖𝑟𝑜𝑡 = 4.401 𝑚𝑚 

 
Local second moments of area: 

𝐼𝑥𝑥2𝑖 =
(𝑟2𝑖 + 𝑡𝑠)

4

4
∙ (
𝛼2𝑖
2
+
sin 𝛼2𝑖
2
) −
4

9
∙
(𝑟2𝑖 + 𝑡𝑠)

4

𝛼2𝑖
2

∙ sin2 (
𝛼2𝑖
2
)

+ (
2

3
∙ (𝑟2𝑖 + 𝑡𝑠) ∙

sin (
𝛼2𝑖
2 )

𝛼2𝑖
2

− 𝑦𝑠2𝑖)

2

∙
1

2
𝛼2𝑖(𝑟2𝑖 + 𝑡𝑠)

2 −
𝑟2𝑖
4

4
∙ (
𝛼2𝑖
2
+
sin 𝛼2𝑖
2
)

−
4

9
∙
𝑟2𝑖
4

𝛼2𝑖
2

∙ sin2 (
𝛼2𝑖
2
) + (
2

3
∙ 𝑟2𝑖 ∙
sin (
𝛼2𝑖
2 )

𝛼2𝑖
2

− 𝑦𝑠2𝑖)

2

∙ (−
1

2
𝛼2𝑖𝑟2𝑖

2)

= 3.39939 𝑚𝑚4 
 

𝐼𝑦𝑦2𝑖 =
(𝑟2𝑖 + 𝑡𝑠)

4

4
∙ (
𝛼2𝑖
2
−
sin 𝛼2𝑖
2
) −
(𝑟2𝑖)
4

4
∙ (
𝛼2𝑖
2
−
sin 𝛼2𝑖
2
) = 143.864 𝑚𝑚4 

 

𝐼𝑥𝑦2𝑖 = 0 𝑚𝑚
4 

 
 
Rotated local second moments of area: 

𝐼𝜁𝜁2𝑖 =
1

2
(𝐼𝑥𝑥2𝑖 + 𝐼𝑦𝑦2𝑖) +

1

2
(𝐼𝑥𝑥2𝑖 − 𝐼𝑦𝑦2𝑖) ∙ cos(2𝜑) + 𝐼𝑥𝑦2𝑖 ∙ sin(2𝜑) = 46.755 𝑚𝑚

4 

 

𝐼𝜂𝜂2𝑖 =
1

2
(𝐼𝑥𝑥2𝑖 + 𝐼𝑦𝑦2𝑖) −

1

2
(𝐼𝑥𝑥2𝑖 − 𝐼𝑦𝑦2𝑖) ∙ cos(2𝜑) − 𝐼𝑥𝑦2𝑖 ∙ sin(2𝜑)

= 100.508 𝑚𝑚4 
 

𝐼𝜁𝜂2𝑖 = −
1

2
(𝐼𝑥𝑥2𝑖 − 𝐼𝑦𝑦2𝑖) ∙ sin(2𝜑) + 𝐼𝑥𝑦2𝑖 ∙ cos(2𝜑) = 64.886 𝑚𝑚

4 

 
Global second moments of area (in relation to boom coordinate system): 

𝐼𝑥𝐵𝑥𝐵2𝑖 = 𝐼𝜁𝜁2𝑖 + 𝑦𝑠2𝐵𝑖
2 ∙ 𝐴2𝑖 =  110.863 𝑚𝑚

4 

 

𝐼𝑦𝐵𝑦𝐵2𝑖 = 𝐼𝜂𝜂2𝑖 + 𝑥𝑠2𝐵𝑖
2 ∙ 𝐴2𝑖 =  2414.343 𝑚𝑚

4 

 
 

Sub-Area A3i (Flange): 

Area:  

𝐴3𝑖 = 𝑏𝑓 ∙ 𝑡𝑠 = 1.96 𝑚𝑚
2 

 
 
Local centroid: 

(D.58) 

(D.59) 

(D.60) 

(D.61) 

(D.62) 

(D.63) 

(D.64) 

(D.65) 

(D.66) 

(D.67) 

(D.68) 

(D.69) 
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𝑥𝑠3𝑖 =
1

2
𝑏𝑓 = 3.5 𝑚𝑚 

 

𝑦𝑠3𝑖 =
1

2
𝑡𝑓 = 0.14 𝑚𝑚 

 
Global centroid (in relation to boom coordinate system): 

𝑥𝑠3𝐵𝑖 = 𝑟1𝑖 ∙ sin 𝛼1𝑖 + 𝑟2𝑖 ∙ sin 𝛼2𝑖 +
𝑏𝑓

2
= 40.4552 𝑚𝑚 

 

𝑦𝑠3𝐵𝑖 =
𝑡𝑓

2
− 𝑦𝑠3𝑖 = 0 𝑚𝑚 

 
Local second moments of area: 

𝐼𝑥𝑥3𝑖 =
𝑏𝑓 ∙ 𝑡𝑓

3

12
= 0.012805 𝑚𝑚4 

 

𝐼𝑦𝑦3𝑖 =
𝑏𝑓
3 ∙ 𝑡𝑓

12
= 8.003 𝑚𝑚4 

 
Global second moments of area (in relation to boom coordinate system): 

𝐼𝑥𝐵𝑥𝐵3𝑖 = 𝐼𝑥𝑥3𝑖 =  0.012805 𝑚𝑚
4 

 

𝐼𝑦𝐵𝑦𝐵3𝑖 = 𝐼𝑦𝑦3𝑖 + 𝑥𝑠3𝐵𝑖
2 ∙ 𝐴3𝑖 =  3215.782 𝑚𝑚

4 

 
 

Overall cross section: 

Global second moments of area (in relation to boom coordinate system): 

𝐼𝑥𝐵𝑥𝐵𝑖 = 2 ∙ 𝐼𝑥𝐵𝑥𝐵1𝑖 + 4 ∙ 𝐼𝑥𝐵𝑥𝐵2𝑖 + 2 ∙ 𝐼𝑥𝐵𝑥𝐵3𝑖 =  6131.859 𝑚𝑚
4 

 

𝐼𝑦𝐵𝑦𝐵𝑖 = 2 ∙ 𝐼𝑦𝐵𝑦𝐵1𝑖 + 4 ∙ 𝐼𝑦𝐵𝑦𝐵2𝑖 + 2 ∙ 𝐼𝑦𝐵𝑦𝐵3𝑖 =  17916.612 𝑚𝑚
4 
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Appendix E RESULTS OF INFLUENCE MEASUREMENTS 

 

Table E. 1. Results overview – measured cross sectional changes of 500 mm boom specimens 

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

Ψ b Ψ h

Δb B Δh B

 
 

Table E. 2. Results overview – discrete curvature and sag measurements of 500 mm boom speci-
mens 

%

%

%

%

%

%

%

%
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%
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%
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Δr B

r B s
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Table E. 3. Results overview – tensioned side – continuous curvature and sag of, 500 mm boom 
specimen 

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

s 
r B

Δr B

 
 
 

Table E. 4. Results overview – compressed side – continuous curvature and sag of, 500 mm 
boom specimen 

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %
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s 
r B

Δr B
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Table E. 5. Results overview – Averaged curvature – continuous curvature and sag of, 500 mm 
boom specimen 

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

% %

s 
r B

Δr B

 
 
 
 
 

Table E. 6. Gossamer-1 tool - curvature and sag 

r Bs 
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Table E. 7. Gossamer-1 Boom shell waviness 

Δs l Δz B

s l %

 
 
 

Table E. 8. Local sag deviation of Gos-2 boom shell sides and tool 

Δs Δz B

#

#

#

#

#

#

s
%
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Table E. 9. Results - waviness comparison of boom side #2 and tool of Gos-2 

Δs Δz B

#

#

#

%s l

 
 

Table E. 10. Areal damage measured on impacted Gos-1 boom specimens 

#

#

#

#
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Appendix F RESULTS OF MECHANICAL BOOM TESTS 

 

  
a) Ideal configuration, flange side load cases 

(α= 22.5°, 45°, 90°) 
a) Real configuration, flange side load cases 

(α= 22.5°, 45°, 90°) 

  
c) Ideal configuration, convex side load cases 

(α= 15°, 45°, 90°) 
d) Real configuration, convex side load cases 

(α= 22.5°, 45°, 90°) 

Figure F. 1. Overview of buckling behavior in examplary load-displacement curves of different 
lateral load cases (α= varying; at β=0°) for ideal and real configurations 
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Figure F. 4. Test results – axial compression – Ideal (clamped) configuration 

 

 
Figure F. 5. Test results – axial compression – Real (spacecraft) configuration 
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Appendix G INPUT VALUES – ROBUSTNESS ASSESSMENT 

 

Table G. 1. Constiuents for robustness assessment with experimental results 

𝜅 𝑢 

𝐸𝐼𝐹𝑆
⋅

𝐸𝐼𝐶𝑆
⋅
𝐸𝐼𝑦𝐵𝑦𝐵
⋅

𝐸𝐼𝑥𝐵𝑥𝐵
⋅

𝐸𝐼𝐹𝑆𝑐𝑜𝑚
⋅
𝐸𝐼𝐶𝑆𝑐𝑜𝑚
⋅
𝑢𝑙𝑖𝑚𝑖𝑡 𝑢𝑎𝐹𝑆2𝑁 𝑢𝑎𝐶𝑆2𝑁

 
𝑢𝑚𝑎𝑛𝑢𝑓

 

𝐿

𝐹𝐹𝑆1𝑠𝑡 𝐹𝐶𝑆1𝑠𝑡 𝐹𝐹𝑆2𝑛𝑑 𝐹𝐶𝑆2𝑛𝑑 𝐹𝐹𝑆𝑅𝑒𝑞 𝐹𝐶𝑆𝑅𝑒𝑞 𝐹𝑎𝑅𝑒𝑠𝑅𝑒𝑞 𝐹𝑎𝑅𝑒𝑠1𝑠𝑡 𝐹𝑎𝑅𝑒𝑠2𝑛𝑑
 

 

𝑤𝜅1 𝑤𝜅2 𝑤𝐿1 𝑤𝐿2 𝑤𝐿3 𝑤𝐿4 𝑤𝐿5 𝑤𝐿6 𝑤𝑢1 𝑤𝑢2 

 
 
Determination of comparative flexural rigidity : 
 

𝐸𝐼𝐶𝑆𝑐𝑜𝑚𝑝 =
𝐸𝐼𝑥𝐵𝑥𝐵
𝐸𝐼𝑦𝐵𝑦𝐵

∙ 𝐸𝐼𝐹𝑆𝑐𝑜𝑚𝑝 = 925.92 × 10
6𝑁𝑚𝑚2 

 

with 𝐸𝐼𝐹𝑆𝑐𝑜𝑚𝑝 = 𝐸𝐼𝐹𝑆𝑖𝑑𝑒𝑎𝑙22.5° = 1208 × 10
6𝑁𝑚𝑚2, determined in mechanical boom testing for the 

flange side, loaded under an in-plane angle of attack 𝛼=22.5°, and 𝐸𝐼𝑦𝐵𝑦𝐵  and 𝐸𝐼𝑥𝐵𝑥𝐵 determined as 

analytical values in section 5.5. 
 
 

(G. 1) 
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Table G. 2. Constiuents for robustness assessment with FEA results 

𝜅 𝑢 

𝐸𝐼𝐹𝑆
⋅

𝐸𝐼𝐶𝑆
⋅
𝐸𝐼𝐹𝑆𝑛𝑜𝑚
⋅

𝐸𝐼𝐶𝑆𝑛𝑜𝑚
⋅

𝑢𝐹𝑆 𝑢𝐶𝑆 𝑢𝐹𝑆𝑛𝑜𝑚 𝑢𝐶𝑆𝑛𝑜𝑚 𝑢𝑖𝑛𝑓𝑙
 

𝐿

𝐹𝐹𝑆1𝑠𝑡 𝐹𝐶𝑆1𝑠𝑡 𝐹𝐹𝑆𝑅𝑒𝑞 𝐹𝐶𝑆𝑅𝑒𝑞 𝐹𝐹𝑆𝑛𝑜𝑚 𝐹𝐶𝑆𝑛𝑜𝑚  

𝑤𝜅1 𝑤𝜅2 𝑤𝐿1 𝑤𝐿2 𝑤𝐿3 𝑤𝐿4 𝑤𝑢1 𝑤𝑢2  

 
 


