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ABSTRACT

Twitter is an immediate and almost ubiquitous platform and therefore can be a valuable source of information during
disasters. Current methods for identifying and classifying crisis-related content are often based on single tweets,
i.e., already known information from the past is neglected. In this paper, the combination of tweet-wise pre-trained
neural networks and unsupervised semantic clustering is proposed and investigated. The intention is to (1) enhance
the generalization capability of pre-trained models, (2) to be able to handle massive amounts of stream data, (3)
to reduce information overload by identifying potentially crisis-related content, and (4) to obtain a semantically
aggregated data representation that allows for further automated, manual and visual analyses. Latent representations
of each tweet based on pre-trained sentence embedding models are used for both, clustering and tweet classification.
For a fast, robust and time-continuous processing, subsequent time periods are clustered individually according to a
Chinese restaurant process. Clusters without any tweet classified as crisis-related are pruned. Data aggregation
over time is ensured by merging semantically similar clusters. A comparison of our hybrid method to a similar
clustering approach, as well as first quantitative and qualitative results from experiments with two different labeled
data sets demonstrate the great potential for crisis-related Twitter stream analyses.
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INTRODUCTION

Twitter is an immediate social media platform. This real-time character, paired with a huge and highly active user
community distributed over the world, enables public instant discourses about the latest topics and events. Twitter
can therefore be a valuable source of information in case of natural and man-made events and disasters (Wiegmann,
Kersten, Senaratne, et al. 2020).

Current state-of-the-art methods for filtering or classifying crisis- and event-related messages are often based
on supervised and semi-supervised machine learning techniques (Kruspe et al. 2020), for example pre-trained
convolutional neural networks (Burel and Alani 2018), models trained from scratch utilizing ad-hoc labeled
data (Kaufhold et al. 2020; Snyder et al. 2019) and domain adaptation (Mazloom et al. 2019). In-depth cross-event
and cross-event type experiments using pre-trained deep learning models in (Kersten et al. 2019; Wiegmann,
Kersten, Klan, et al. 2020a) revealed, that generic models trained with data from various events are suitable to
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filter Twitter stream data with an average misclassification rate of 3.8 % (false positive rate). However, for the task
of identifying crisis-related messages, average F1 drops of ≈ 0.4 were observed in exhaustive cross-event type
experiments.

One reason for the limited generalization capability might be the fact that the analysis is approached on microblog-
level. This is known to be challenging, for example due to abbreviations, potential misspellings, informal language,
and a limited number of characters. Recently proposed clustering methods for Twitter novelty detection (Kruspe
2020) and event detection based on the full Twitter firehose (Fedoryszak et al. 2019) impressively demonstrate the
value of incorporating contextual information by semantically and temporally aggregating microblog messages.
Motivated by this, we propose to combine semantic clustering with pre-trained models for classifying crisis-related
tweets in order to enhance the performance of these models and to automatically detect crises-focused, semantically
aggregated data. With the ability of spawning and merging clusters, we furthermore seek to capture the unfolding
and development of crisis (sub-) events, even if they occur in parallel.

A combination of unsupervised and supervised methods is commonly used for tasks like event detection (Angaramo
and Rossi 2018) and topic detection and tracking (TDT) (Li et al. 2021). With special emphasis on the Twitter
overload reduction problem by identifying clusters of potentially crisis-related messages in unfiltered Twitter streams,
our main contributions are: (1) We investigate, how static pre-trained and general models to classify crisis-related
tweets can be enhanced by unsupervised clustering; (2) in contrast to often utilized word embeddings, we use
sentence embeddings to represent tweets; (3) we propose an incremental CRP clustering method to enable the
processing of continuous stream data. A secondary intention of our approach is to obtain a semantically aggregated
data representation that allows for further automated analysis steps, like summarization or localization, as well
as easier manual inspections, visualizations and eventually understanding of the contents. These aspects will be
addressed in future works.

The article is organized as follows. After a discussion of Related Work in the following section, our Proposed
Method is outlined. The data sets used for evaluation are described in section Data Sets and Experimental Results.
Furthermore, first qualitative and quantitative results obtained with our method are summarized and discussed.
Finally, conclusions are drawn and steps for future works are pointed out.

RELATED WORK

Text clustering is utilized for various applications, like topic modeling (Viegas et al. 2019), topic detection (Miranda
et al. 2020; S. T. Nguyen et al. 2019) and topic tracking (Fedoryszak et al. 2019), (sub-) event detection (Angaramo
and Rossi 2018; Jiang et al. 2019), and data aggregation in general (Qiang et al. 2019; S. Yang et al. 2019). An
overview of current approaches in this field grouped by the features used for clustering is provided in table 1.

Spatio-temporal approaches usually involve density-based methods, like STDBSCAN (Ester et al. 1996), but
have to be further complemented with methods, like Latent Dirichlet Attocation (LDA), in order to analyze
message contents (M. D. Nguyen and Shin 2017). However, processing large amounts of stream data, for example
Twitter microblogs, requires computationally inexpensive approaches, like burst detection (Fedoryszak et al. 2019),
K-means (Miranda et al. 2020; Singh and Shashi 2019), or infinite mixture modeling (Dai et al. 2017; Kruspe 2020).

In the majority of identified research works, word embeddings are utilized to represent text (Dai et al. 2017; Ertugrul
et al. 2017; Jiang et al. 2019; Mendonça et al. 2019; Miranda et al. 2020; Singh and Shashi 2019; Zhou et al. 2019).
Especially for short texts, word embeddings have shown to be useful to augment traditional features (Comito et al.
2019) or to expand a small set of representative terms with semantically similar words (Qiang et al. 2019; Viegas
et al. 2019). Recently proposed sentence embeddings, like Google’s Universal Sentence Encoder (USE) (Cer et al.
2018), provide a latent representation of whole sentences and are able to capture semantic as well as contextual
information. In (Kruspe 2020), USE is utilized to represent and directly cluster microblog messages for the detection
of novelty in social media messages during emerging crisis events.

The addressed research problem in this work is strongly related to the task of topic detection and tracking, where
clustering techniques are often involved. Challenges in TDT can be the sparsity and complexity of data, varying
topic granularities, unexpectedness of emerging topics, and the unpredictability of topic evolution (W. Liu et al.
2020). With emphasis on distributed and parallel processing, Li et al. 2021 utilize DBSCAN to detect and a
parallel K-Nearest-Neighbor algorithm to track topics. In order to robustly detect new emerging events, W. Liu et al.
2020 propose to involve domain-specific hierarchical ontolgies. A new event is identified according to similarities
between the linguistic expression of ontology nodes and vectorized news events. Focusing on multimodal Twitter
data, where noisy sentences and images, misspellings, new invented words, or informal language are common
challenges, a transformer-based approach for topic detection is proposed in (Asgari-Chenaghlu et al. 2020). Named
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Table 1. Related work grouped by features used for clustering.

Reference Methods Application Data

Traditional Features
(Angaramo and Rossi 2018) Bag-of-Words Event detection Twitter
(S. T. Nguyen et al. 2019) Central centroids Hot topic detection Twitter, Events2012 (McMinn et al. 2013)

(Qiang et al. 2019)
Dirichlet multinomial
mixture, text expansion

Text clustering
TREC (2011/2012)

(TextREtrievalConference 2015),
(Yin and J. Wang 2014)

(Viegas et al. 2019)
Non-negative matrix

factorization, text expansion
Topic modelling,

document clustering
Various

(S. Yang et al. 2019) Word graphs, similarity Text clustering

(Yin and J. Wang 2014),
(Yin, Chao, et al. 2018),

(J. Yang and Leskovec 2011),
(TextREtrievalConference 2015)

(Fedoryszak et al. 2019)
Named entity recognition,
burst detection

Real-time
event detection

Twitter firehose

Density: Time, Location, Content

(M. D. Nguyen and Shin 2017)
Extension of DBSCAN

(Ester et al. 1996)
Text clustering Twitter

(S. Xu et al. 2020)
LDA, ST-DBSCAN
(Birant and Kut 2007)

Event detection Twitter, own labels

(Zhang and Eick 2019)
LDA,

contour-based
Event tracking Twitter

Word Embeddings

(Dai et al. 2017)
Chinese restaurant
process, smilarity

Public health Twitter, own labels

(Ertugrul et al. 2017) Hierarchical clustering Event detection Twitter
(Comito et al. 2019) Chinese restaurant Online topic detection Tweets, crowdsourcing

(Jiang et al. 2019)
Keyword-pairs,
hypothesis test

Crisis sub-event detection Twitter

(Mendonça et al. 2019)
K-Means, EM,

Mean Shift, DBSCAN
Text document clustering News articles, medical abstracts

(Singh and Shashi 2019) K-Means Topic clustering, summarization Newswire (Nenkova 2005)
(Zhou et al. 2019) Parallel K-Means Text similarity measurement Website customer comments

(Miranda et al. 2020)
Self-organizing maps,

K-Means
Topic detection 20 Newsgroup (Dua and Graff 2017)

Sentence Embeddings

(Hadifar et al. 2019) Auto-encoder, K-Means Short text clustering
Stackoverflow, SearchSnippets,
PubMed (J. Xu et al. 2017)

(Kruspe 2020) Chinese restaurant Novel topic detection
Twitter: TREC-IS 2019A
(McCreadie et al. 2019)

entity recognition in images and texts in combination with fine-tuned word embeddings to analyze semantic relations
between words are used for graph-based clustering and TDT.

The evaluation of clustering methods is challenging and often manual inspections and qualitative interpretations
are carried out (see for example (Zhang and Eick 2019; Miranda et al. 2020)). Currently, there is no consistent
benchmarking data set available by which event detection systems or clusterings of Twitter data can be measured (Fe-
doryszak et al. 2019). Resources, like CrisisLex (Olteanu et al. 2015) or CrisisNLP (Imran et al. 2016) are quite
useful for classification tasks, but only contain a focused subset of tweets. Simulating realistic stream conditions
can be done by augmenting labeled data with a large amount of off-topic messages, as done in (Wiegmann, Kersten,
Klan, et al. 2020b). A better but more demanding setting would be to provide a full stream and corresponding
labels for all the tweets relevant for a specific application. One example for this is the Events2012 data set (McMinn
et al. 2013).
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PROPOSED METHOD

Since a Chinese restaurant-based clustering (CRP) is able to robustly handle massive data volumes (Dai et al. 2017),
we favor this method over other methods, like K-means, where the number of clusters has to be defined in advance.
The data stream-character is taken into account by clustering subsequent time intervals and by merging semantically
similar clusters across interval borders. The complete workflow is depicted in figure 1.

Figure 1. Proposed workflow for Twitter stream clustering.

After a sequence of standard pre-processing steps (e.g. lowercasing, language filtering, tokenization, removing
URLs, numbers, and hashtags), a latent space representation is obtained for each tweet with a pre-trained transformer
model1. A new tweet is assigned to the closest cluster as long as the cosine similarity is within a certain threshold.
Otherwise, a new cluster is spawned. In order to speed up the process, clusters are represented by central
centroids (S. T. Nguyen et al. 2019), which are obtained by averaging the fixed number of cluster representatives
that are most similar to each other. Furthermore, this ensures robustness towards outliers.

Adding a tweet to a cluster is followed by updating its representatives and the central centroid. Clusters from the
same as well as from different time periods can be merged according to the cosine distance between the central
centroids. Inactive and long-lasting clusters can be pruned based on time-thresholds. Our method differs to (Kruspe
2020) in the following ways: (1) We analyze time-intervals instead of complete data sets to handle stream data,
(2) a constant cosine similarity threshold is used instead of estimating and adapting an Euclidean distance-based
threshold, (3) a K-means-based initialization of the process is therefore not required, (4) the concept of central
centroids is utilized, and (5) the option to merge similar clusters occurring over time is given.

Unsupervised clustering is complemented by applying a tweet-wise pre-trained model (Wiegmann, Kersten, Klan,
et al. 2020a) for assigning crisis-relatedness. A cluster that does not contain at least one tweet classified as
crisis-related is pruned. This is intended to reduce information overload by only retaining potentially crisis-related
clusters. In the following section, this proposed automated method is evaluated.

1https://tfhub.dev/google/universal-sentence-encoder-large/4
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Even though not addressed at this early stage of research, some application-related aspects and motivations of our
method shall be pointed out. An aggregated and reduced crisis-related data representation is intended to provide a
sound foundation for fast manual content inspections as well as for further automated analyzes, like the detection,
tracking, and localization of parallel events or discussions. An overview of the topics contained in the clusters can
be summarized, for example by determining the most significant keywords. This allows for fast customization by
pruning or emphasizing clusters related to specific topics of interest. Hence, the combination with an interactive
interface might enable a near real-time and flexible stream analysis for practical applications. This interactive
approach is expected to mitigate lower accuracies of pre-trained models in case of new events in the following ways.
First, a lower recall could be mitigated by retaining clusters in which only a few related tweets were found according
to the model but more actually related tweets might be contained. Second, a lower precision could be mitigated by
manually inspecting (or further analyzing) and discarding clusters of low model-confidence, irrelevant topics or
identified false positives. An in-depth investigation of these hypotheses will be part of our future work.

DATA SETS AND EXPERIMENTAL RESULTS

Data Sets

We use two different data sets for a first evaluation of our approach. For a comparison to (Kruspe 2020), the same
resource of labeled tweets (24 crisis-related information classes, multiple labels allowed) from the TExt Retrieval
Conference (TREC) (McCreadie et al. 2019) 2019A edition is investigated. It contains around 20,000 labeled tweets
covering 15 different crisis events (natural and man-made). Since this set does not contain a realistic amount of
off-topic messages, the Events2012 data set is utilized in a second experiment. It represents a four week Twitter
stream containing over 120 million tweets, where relevance judgments for a subset of 150,000 tweets are available
covering more than 500 events from a broad range of topics, including natural disasters. Due to deletions and
privacy changes on Twitter, only around 50 % of all tweets and around 1/3 of the labeled tweets from Events2012
are currently available.

Experiment 1: Class-wise Cluster Purity

In the first experiment, we evaluate the CRP clustering based on cluster purities, i.e., without involving pre-trained
models and without analyzing multiple time intervals. Hence, for each TREC-event, an independent clustering of
the corresponding, chronologically organized data is conducted. The cluster purity reflects, how well classes can
be isolated and distinguished. Ideally, a cluster or a set of clusters contains all tweets of the same thematic class,
such as "Donations", "Sentiment", or "ServiceAvailable". Similar to (Kruspe 2020), we therefore determine the
cluster purity individually for each event and class. Example results for the Nepal earthquake in 2015 with cosine
similarity thresholds of C = 0.7, 0.5 and 0.2 are depicted in figure 2.

Our results with C = 0.7 coincides with those reported in (Kruspe 2020), i.e., the dominant classes found most often
relate to the generally most dominant classes in the data set and clusters dominated by rare, but very important classes
(for example “EmergingThreats” and “SearchAndRescue”) are also detected and display high purity. However, the
number of tweets per class (green line in figure 2 (a)) compared to the number of clusters (red) reflects, that the
clusters tend to be very small. For instance, ≈ 1, 000 Tweets of class FirstPartyObservation are grouped into ≈ 800
clusters. Hence, a large fraction of the result clusters is represented by a single tweet. In contrast, lower thresholds C
produce larger clusters and introduce a trade-off between cluster size and purity. Furthermore, the detection of rare
classes appears to be more difficult in case of a low threshold. As a consequence, less result classes are present in
figure 2 (c).

A further important observation is that, compared to the method in (Kruspe 2020), our approach leads to a
significant speed-up of up to 500. Reasons for this are the fixed cosine similarity threshold and the utilized central
centroid concept for representing clusters. Even though this might not be representative due to possibly inefficient
experimental implementations, this shows a clear trend.

Experiment 2: Stream Analysis

In our second experiment, we use selected subsets on a daily basis from Events2012 in order to evaluate the clustering
performance in case of stream data. Furthermore, we want to evaluate, if our method is able to automatically
identify and isolate crisis-related tweets representing specific events, and if parallel events can be distinguished. For
all experiments, a cosine similarity threshold of C = 0.7 and a time interval of one hour turned out to be a good

WiP Paper – Social Media for Disaster Response and Resilience
Proceedings of the 18th ISCRAM Conference – Blacksburg, VA, USA May 2021

Anouck Adrot, Rob Grace, Kathleen Moore and Christopher Zobel, eds. 748



Kersten et al. Detection of Crisis-Related Twitter Content

(a) C = 0.7

(b) C = 0.5

(c) C = 0.2

Figure 2. Results for the Nepal earthquake (2015) data: Label purities (blue), number of found clusters (red) and
accumulated number of tweets (green) by most frequent class for different cosine similarity thresholds C.

choice. In contrast to the first experiment, the obtained cluster sizes are much larger with the Events20212 data.
Results for three different days are summarized in table 2.

For the hospital fire on October 24, ground truth labels for 25 tweets are available. The pre-trained DNN was able
to correctly classify only two of them. In contrast, 13 relevant tweets were identified by our hybrid method. Since
the DNN is trained to detect any crisis-related messages for a broad range of man-made and natural disasters, the
overall numbers of detected tweets from the whole day are quite high (DNN: 51k, Hybrid: 85k). Since the average
total amount of tweets per day is around 2.1 million, this means a significant reduction to potentially relevant
messages, where the hybrid approach leads to a nearly doubled amount of potentially relevant tweets. Compared to
the DNN, it is likely, that a larger fraction of false positives is contained here. On the other hand, the fact that more
GT tweets could be identified by the hybrid method is also a hint for a better recall. This leaves ample room for
further exhaustive quantitative investigations.

Through manual inspections we realized, that, in addition to the labeled tweets provided in Events2012, there are
many more messages "hidden" in the data that are actually somehow related to the investigated events. We therefore
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Table 2. Selected results for the Events2012 data set. For each day and event, the available number of ground
truth tweets (GT), the number of GT tweets found correctly (GT-F), and the overall number of tweets identified as
crisis-related for the whole day are provided for the pre-trainedmodel (DNN) and our hybridmethod. Additionally,
the number of all clusters that contain GT labels (GT-C), the corresponding number of tweets (T) and the mean
purity (MP) for these clusters are provided.

DNN Hybrid
Date Event GT GT-F/Overall GT-C T MP

Oct 14 Tornado outside of Walsh 156 153/49,346 153/97,337 60 1,825 0.92

Hospital on fire, Taiwan 25 2/51,837 13/85,284 2 19 1.0
Oct 24 Explosion and fire, Khartoum 63 3 4 3 10 1.0

Surfer killed by shark, CA 96 15 66 2 98 1.0

Marathon canceled, Sandy 695 540/74,516 677/112,783 17 2,293 0.93
Nov 02 Hurricane Sandy death toll 25 23 24 7 2,774 0.85

Landfall hurricane Sandy 56 55 55 16 2,722 0.91

carefully inspected all clusters that contain at least one ground truth label and, for instance, found them distributed
over 60 clusters that contain around 1,800 tweets for the tornado event on October 14. A manual labeling of these
reveals a quite high cluster purity of around 90 %. This is also true for the other events and therefore indicates a
good capability of our method to isolate event-related, semantically similar microblogs.

On October 24 and November 02, three disasters or sub-events took place each. A significant increase of the
detection rate by our hybrid method can be observed in case of a fire, a killed surfer and a marathon canceled due to
hurricane Sandy. Since almost all relevant tweets were already found by the DNN in some cases, no gain can be
measured here. In case of the explosion and a fire on October 24, both methods perform very poor. This is due to
the fact that this type of event (explosion) is only covered by few corresponding training samples (see (Wiegmann,
Kersten, Klan, et al. 2020a) for more details) and indicates a strong dependence on the DNN quality and thematic
coverage. However, if a specific event type is covered by the DNN, our hybrid method is able to significantly
enhance the results in the investigated cases. It is worth noting that even though some of the related tweets could
not be found automatically, they still might be grouped in one ore more clusters that could be identified by further
analyzes or manual inspections.

In order to get a rough impression about the precision of our method, we investigated all clusters with more than
three tweets that were identified as relevant but do not contain any ground truth label. The corresponding results
in table 3 demonstrate, that the average purity of the large amount of clusters found on each day is significantly
lower compared to the clusters in table 2. This indicates, that our method tends to identify and group a broad range
of content, that might potentially be crisis-related, but also has a relatively high false positive rate. However, we
believe that this behavior is well suited as an initial setting for the task of overload reduction in general. At this
stage, no further specifications regarding the topics or keywords of interest were made. According to (Stieglitz et al.
2018), a reliable overload reduction is the first essential step for practical applications. The usually low veracity of
information was identified as one of the key challenge for the adoption of social media analytics. Furthermore, “a
customization of filtering algorithms for the needs of emergency management agencies might be needed for them to
respond to their specific crisis situations” (Stieglitz et al. 2018). We argue that our proposed reduction and semantic
aggregation of stream data provides a sound foundation in terms of overload reduction and data preparation in this
context. Our semantic aggregation may therefore be a good starting point for the development of further analysis
methods that could be used in real scenarios, for example in context of further overload reduction, trustworthiness
analysis, localization, summarization, and adaptive situation monitoring.

Qualitative Analysis

As an example for the aforementioned required customization to specific crisis situations, we generated a
UMAP (McInnes et al. 2020) visualization for all clusters of October 24 that contain the keyword "Long Island".
The well distinguished clusters at the top of figure 3 demonstrate, that the embedding-based clustering has the
potential to well isolate and aggregate (sub-) events and discussed topics. Furthermore, this interactive visualization,
where for example the most dominant keywords are used to characterize a cluster and tweet texts can be shown on
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Table 3. Amount of clusters (>3 tweets) without any ground truth label that contain at least one tweet classified as
related, the corresponding total amount of identified related tweets per day, and the average cluster purity.

Date # Cluster # Tweets Average Purity

Oct 14 1,528 61,915 0.19
Oct 24 1,539 44,725 0.16
Nov 02 2,068 59,414 0.34

mouse-over, enables to immediately capture a good overview of the current situation and past developments. For
instance, the information about crowds at petrol stations might be valuable, since this reflects security-related issues
and required services of citizens affected by power supply interruptions. A further important observation is that of
course not only physical events, but also discussions related to these events can be found. We can see that there
was a vital discussion about the NY marathon, that finally leads to an Twitter activity peak after it was officially
canceled, even though the mayor tried to avoid the canceling.

Figure 3. Top: 2D UMAP-based visualization of selected clusters containing the keyword "Long Island" identified
on October 14, 2012. Bottom: Tweet counts over time (GMT) per cluster/topic.

CONCLUSION AND FUTURE WORK

In this paper, the task of Twitter overload reduction through automatically detecting and semantically aggregating
crisis-related Twitter content is addressed. Current tweet-wise pre-trained models for this task are known to have a
limited generalization capability in case of new events and event types. The combination of such a model with an
unsupervised semantic tweet clustering is intended to mitigate this effect. As demonstrated qualitatively, taking into
account contextual information helps to provide an immediate overview of discussed topics and events as well as
their development over time.

We use latent space representations of tweets based on pre-trained sentence encoders for both, tweet classification
and clustering. A stream of incoming tweets is clustered based on a Chinese restaurant process, where a central
centroid cluster representation allows for fast computations and ensures robustness against outliers. Clusters without
crisis-related tweets are discarded. A semantic merging of the remaining clusters over time takes the stream
character of the data into consideration. In future works, we will also investigate the effect of linking clusters to
cluster chains, like done by Fedoryszak et al. 2019. This approach is likely to be helpful to detect topic shifts.

Our experimental results provide some first valuable insights but also demonstrates, that further exhaustive
quantitative investigations are required. The analysis of cluster purities indicates, that our method is able to isolate
and identify crisis- and event-related Twitter content. Clusters that actually represent event-related content show a
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high purity. However, since our method in its initial state is designed to identify any content that might be somehow
related to a crisis event, also a large amount of clusters with lower purities can be expected. In the second experiment
(stream analysis), our method was able to significantly enhance the detection rate of crisis-related tweets at the cost
of a significantly higher false positive rate.

From a practical perspective, the results indicate a need for further cluster content analysis steps that allow to tailor
the overload reduction process. We argue that the obtained aggregated data representation is a well suited starting
point to summarize the course of discussions related to events – even if they occur in parallel – as well as for further
customized filtering. Our current work focuses on the preparation of a comprehensive labeled and realistic Twitter
stream data set that covers various different disaster events and types. Further experiments and developments of our
method will be based on this resource.
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