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A B S T R A C T   

In this study, we investigate the characteristics of the LIBS plasma in Martian atmospheric conditions using 
stationary modeling of the LIBS plasma. LIBS spectra are simulated from a one-dimensional model of the plasma 
divided into two zones along the line of sight. The simulations are based on local thermal equilibrium and carried 
out using radiative transfer. The simulated spectra are fitted first to synthetic LIBS spectra to test the imple
mentation and in a second step to time-resolved LIBS data of a carbonate sample obtained in experimentally 
simulated Martian atmospheric conditions. From the fits to the synthetic LIBS spectra, we confirm that plasmas 
with spatial gradients in the temperature and densities can be well described in a two-zone plasma model. From 
the fits to the measured data this observation also holds true. We find that the most of the emission lines are well 
described in the two-zone model and that the two-zone model is a significant improvement from the one-zone 
model. Furthermore, we obtain typical values of the plasma properties in the two-zone approximation from 
500 ns to 1250 ns after plasma initiation and derive the effect of self-absorption, which is predicted to decrease 
the strongest pixel intensities by a factor of almost two orders of magnitudes.   

1. Introduction 

Laser induced breakdown spectroscopy (LIBS) has been proven very 
useful for in-situ geochemical analysis on the Martian surface with the 
ChemCam instrument onboard the Curiosity rover [1]. Two more rover- 
based missions to Mars were launched in summer 2020. Both rovers 
carry LIBS instruments as part of their instrument payloads [2,3], 
showing the interest of the planetary community in this technique and 
the benefits of an improved understanding of the Martian LIBS data. 

In general, the characteristics of the LIBS plasma, such as its life- 
time, temperature, species distributions and densities, provide useful 
information for analyzing the LIBS data and building calibration models. 
Such characteristics strongly depend on the ambient atmospheric con
ditions [4]. Many insights obtained from characterizing the LIBS plasma 
in argon or Earth’s atmosphere are therefore not directly applicable to 
the LIBS data acquired in the Martian atmosphere. In order to improve 
the analysis of Martian LIBS spectra, specific studies in Martian atmo
spheric conditions are necessary. 

Most approaches for characterizing the LIBS plasma are based on the 
assumption of local thermodynamic equilibrium (LTE) [5]. In LTE, the 

degree of ionization and the atomic state distributions are described 
completely by the plasma properties: the plasma temperature and spe
cies densities. The validity of the assumption of LTE in the highly 
transient LIBS plasma is discussed widely in the literature with the 
general conclusion that LTE can only be considered as a good approxi
mation under certain experimental conditions at specific time intervals 
after plasma initiation [5,6]. Nonetheless, due to the simplicity of the 
description of the plasma in LTE, it is usually favored over the alterna
tive, a complete kinetic description of the population and depopulation 
of the states via the processes of photo-ionization; radiative and three- 
body recombination; collisional excitation/de-excitation processes; 
radiative decay; photo-excitation and bremsstrahlung [5]. 

The most common LTE approaches to obtain the plasma temperature 
are the methods of Boltzmann or Saha-Boltzmann plots. Both methods 
are based on the relative intensities of emission lines originating from 
different upper electronic levels [7]. Other approaches are based on 
computational simulations of the LIBS plasma dynamics [8,9]. The 
simulations are usually split into two parts where the first part describes 
the process of laser ablation and the second part describes the following 
expansion of the plasma into the ambient gas using hydrodynamic 
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modeling. Such simulations provide insight into the plasma dynamics, 
such as the formation of shock waves; partitioning of energy; tempera
ture and density distributions inside the plasma. A third method consists 
of fitting spectra, simulated from a model of the plasma, to measured 
data, i.e. solving the inverse problem. In such case a stationary model of 
the plasma based on LTE is more practical than the dynamic models due 
the much lower complexity of the stationary model where the temporal 
description is omitted. Hermann et al. [10] simulated spectra from a 
stationary two-zone LTE plasma model and fitted them to time resolved 
spectra of an aluminium and a titanium-sapphire sample. Spectra were 
acquired in both Earth’s atmosphere and in an argon gas at a pressure of 
5 ⋅ 104 Pa. The two-zone plasma model consists of two homogeneous 
zones intended to describe the plasma core and periphery. Hermann 
et al. found that the two-zone LTE model described the data well and 
that the plasma induced in the argon gas was almost homogeneous. In 
contrast, temperature and density gradients were evident in air, which is 
in agreement with both dynamic modelings and results from spatially 
resolved temperature estimates using the method of Boltzmann plots 
[9,11]. 

In this study, a similar approach as the one of Hermann et al. is used 
to investigate the characteristics of the LIBS plasma in Martian atmo
spheric conditions. LIBS spectra are simulated from a stationary two- 
zone LTE plasma model and fitted to both synthetic and measured 
time resolved LIBS spectra of a carbonate sample acquired in experi
mentally simulated Martian atmospheric conditions. The method of 
simulating and fitting spectra is applied to synthetic spectra in order to 
test the implementation and to assess how continuously varying plasma 
properties are approximated in a two-zone plasma model. The method is 
then applied to the measured LIBS data where we obtain typical values 
of the plasma properties, temperature and electron density, for different 
times after plasma initiation. From the plasma properties, we derive the 
effect of self-absorption in the spectra. Together with the plasma prop
erties, concentration estimates are obtained as outputs from the fits. We 
compare the estimated concentrations to the reference values and finally 
discuss the usefulness of LTE plasma models for the analysis of real 
mission data. Section 2 describes the plasma model and Section 3 the 
fitting procedure. In Section 3 and 4 are the results from fits to the 
synthetic and measured LIBS data presented. The last section contains 
the conclusion. 

2. Plasma modeling and simulation of LIBS spectra 

2.1. Plasma modeling 

The model, which is used to simulate the spectra, is based on a sta
tionary plasma in local thermal equilibrium (LTE) and the plasma is 
assumed non-reactive, therefore neglecting the formation of molecules. 
In LTE, the state of the plasma is described by a set of plasma properties, 
the plasma temperature and electron density, through the standard 
equilibrium distributions [5]. The modeling of the plasma is thereby 
reduced to modeling the plasma properties and elemental densities in
side the plasma. 

The LIBS set-up used in this study (described in Section 5.1) captures 
the plasma emission from the direction parallel to the surface normal of 
the sample and with a narrow field of view and a small acceptance angle. 
This light collection geometry will be approximated by a single line of 
sight (LOS) through the plasma-center and the plasma is therefore only 
modeled in one dimension along this LOS. Along the LOS, the plasma is 
assumed to be composed of a series of homogeneous zones. While 
plasma temperature, electron density and lengths of the zones can vary 
independently from zone to zone, the elemental densities are con
strained to follow the same distribution resulting in equal relative 
elemental concentrations in all the zones; 

ni,zone1

nj,zone1

=
ni,zone2

nj,zone2

= … , (2.1)  

where i and j refer to the elements. A schematic drawing of such a 
plasma is shown in Fig. 1. The elemental densities are modeled by the 
elemental densities in the first zone, ns, 0, which is closest to the sample 
surface, and are given as relative values by the relative distribution nrel 
in the following zones. nrel is thereby equal for all elements but can vary 
independently from zone to zone. As example, the concentration of 
element i in zone k is given as: 

ni,zonek = ni,0⋅nrel,k . (2.2) 

With this model of the plasma, spectra are simulated and the model 
parameters are fitted to synthetic test spectra and to measured time- 
resolved LIBS. Fits are done using one or two zones, while synthetic 
test spectra are generated using a large number of zones in order to 
simulate a continuous plasma ensuring that the robustness of the 
simplified two-zone model can be easily evaluated. The elements in the 
plasma that are also originating from the atmosphere (mainly CO2) are 
likely to be over represented in the outer region of the plasma and will 
therefore not follow the same distribution as the elements of the target 
material (eq. 2.1). Consequently, emission lines from the atmospheric 
elements (C,O) are not considered in any of the performed fits and only 
relative concentrations can be derived for samples containing C or O. In 
such cases, the concentrations of the remaining elements are rescaled to 
add up to 100%. 

2.2. Simulation of LIBS spectra 

The simulations of the LIBS spectra are based on the radiance 
calculated from the one dimensional radiative transfer along the LOS of 
the plasma model. For the radiative transfer only the processes of 
spontaneous emission, stimulated emission, and absorption are consid
ered and the radiance from other processes such as recombination and 
bremsstrahlung are neglected. A description of the calculation of atomic 
state populations, necessary for evaluating the rates of the considered 
radiative processes, and a description of the calculation of the LOS 
radiance, are given in the supplementary material. 

In order to make the simulated and measured data comparable, the 
measured LIBS spectra are corrected by the instrument response of the 
LIBS set-up. The instrument response is a function of wavelength and 
covers the transformation from counts in the detector to photons emitted 
by a source. As the instrument response was determined relatively at 
different wavelengths, and not absolutely, there will be a constant factor 

Fig. 1. Schematic drawing of the LIBS plasma divided into two homogeneous 
zones along the line of sight through the center of the plasma (top). Addi
tionally, it is shown how the plasma properties may vary from zone to 
zone (bottom). 
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between a simulated and a calibrated measured spectrum. The cross 
section of the LOS and exposure time of the measurement are fused into 
this factor, which will be referred to as the instrumental factor F. 
Furthermore, the set-up leads to spectral broadening, which will be 
approximated by the convolution of a Gaussian function. 

A simulated spectrum is written as 

Ĩλ

(

F, T→, n→e, n→0, n→rel, Δ→x
)

= F⋅Iλ

(

T→, n→e, n→0, n→rel, Δ→x
)

*bλ , (2.3) 

Iλ is the LOS radiance calculated by radiative transfer (see the sup
plementary material), T→ is a vector that contains the temperatures of the 
zones, n→e the electron densities of the zones, n→0 the elemental densities 
in the first zone, n→rel the relative elemental concentration in the 
following zones, Δ→x the lengths of the zones and bλ the instrumental 
broadening function. Since the LOS radiance depends uniquely on the 
product of the elemental densities and the zone lengths, we define the 
effective path of the first zone as 

ñ
→

0 = n→0⋅Δxzone1 (2.4)  

and in analogy to the relative concentrations in Eq. (2.2), we introduce 

the relative effective path ñ
→

rel for the description of the effective path in 
the following zones. A simulated spectrum is thereby written as 

Ĩλ

(

F, T→, n→e, ñ
→

0, ñ
→

rel

)

= F⋅Iλ

(

T→, n→e, ñ
→

0, ñ
→

rel

)

*bλ . (2.5) 

For the simulation of a spectrum in a two-zone approximation there 
will be 6 + K input parameters: one for the value of F, two for the value 
of the temperature, two for the electron density, one value for the 
relative effective path ̃nrel, and K values for ̃n0, where K is the number of 
elements in the plasma. 

The atomic data necessary for calculating the plasma emission is 
taken from different sources. The electronic levels of the elements, their 
degeneracy and the Einstein coefficients of the electronic transitions are 
taken from the NIST database [12]. The Stark broadening and Stark shift 
parameters are taken mainly from the STARK-B database [13], evalu
ated with the contribution from free electrons only, and for a few 
selected lines of Mg, and Mn from the sources [14,15]. We did, however, 
not find the Stark parameters for all the relevant emission lines in our 
data. In such cases, the Stark shift is set to zero and the Stark broadening, 
which generally increases linearly with the electron density, is approx
imated by the linear function: wstark(ne) = 0.05[nm]/1e23[m− 3] ⋅ ne. The 
constant 0.05 was chosen such that the function produces values similar 
to the emission lines, relevant to this study, with known Stark broad
ening parameters. 

3. Method for fits of simulated spectra 

The goal of a fit is to find the values for the parameters F, T→, n→e, ñ
→

0, 

and ñ
→

rel that minimize the summed square residuals r2 between the 
simulated intensities and the intensities of the input spectrum 

r2 =
∑

i

((

Ĩλ

(

F, T→, n→e, ñ
→

0, ñ
→

rel

) ⃒
⃒
⃒
⃒

λ=λi

− pi

)

wi

)2

, (3.1)  

where Ĩ
⃒
⃒
⃒
λ=λi 

is the simulated spectrum evaluated at the wavelength λi 

corresponding to the wavelength of the i’th bin and where pi is the in
tensity of the i’th bin. The weight of the i’th residual is denoted by wi. 

In general Ĩλ is a non linear function, however, it increases mono

tonically with ñ
→

0. In the optically thin limit it increases linearly and the 

square residual r2 can be minimized analytically in ñ
→

0 using the method 
of linear least squares. Even though the LIBS plasma is not optically thin 

at all wavelengths, the above considerations indicate that the residuals 
of r2 can be minimized semi analytically in ñ0 using non-linear least 
squares. Consequently, we choose to split the fit routine into two steps 

where the first steps tunes the parameters T→, n→e, ñ
→

rel and the second 

step optimizes ñ
→

0 by non-linear least squares for different values of F. To 
reduce the problem further, fits are done to spectrally integrated peak 
intensities (groups of bins) instead of individual intensities, such that 

r2 =
∑

j

⎛

⎜
⎝

⎛

⎜
⎝

∫λj,max

λj,min

Ĩλ

(

F, T→, n→e, ñ
→

0, ñ
→

rel

)

dλ − Pj

⎞

⎟
⎠Wj

⎞

⎟
⎠

2

, (3.2)  

where Pj is the spectrally integrated intensity of peak j, Wj the weight of 
peak j and λj, min and λj, max the wavelength span of peak j. This reduction 
to a smaller number of peak intensities also has the advantage that it 
lowers the influence of several effects that change the spectral data: 
uncertain or unknown Stark parameters are less critical and the simu
lated intensities do not need to be convoluted with the instrumental 
broadening function bλ (Eq. (2.5)). The limitation of this approach is that 
the information stored in the line profiles, e.g. the electron density 
through Stark broadening is not directly accessible anymore. 

After the fit and for a better comparison of the residuals at the 
different fit parameter values, the residuals are normalized so that the 
residuals at the optimal solution is equal to the expectation value of the 
chi-square (χ2) according to the degrees of freedom. As elements also 
contained in the atmosphere are not considered in the fit, fitted 
elemental concentrations and the reference values are normalized such 
that relative concentrations can be compared. 

An overview of the steps of the fit routine is illustrated in Fig. 2 and 
the individual steps are explained in further detail below. 

3.1. Pre-processing of input spectrum 

The pre-processing of the input spectrum comprises identifying and 
extracting the spectral peaks and estimating their spectrally integrated 
intensities and weights. In order to identify peaks in the spectrum, a 
threshold is estimated from the trend line of the background spectrum 
and its noise. The trend line of the background is estimated using a 
moving minima method and its noise likewise but applied to the stan
dard deviation of the intensities, calculated in smaller wavelength in
tervals. The threshold, for identifying the peaks, is chosen to be six times 
the spectral noise from the background. Peaks are then extracted by 
finding pixels with intensities above this threshold and tracing their 
neighboring pixels until the level of the background. With this approach 
no peak fitting is required and a peak might consist of several emission 
lines. 

Fig. 2. Flow diagram showing the steps in the fit routine.  
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The intensity of a peak is calculated as the sum of the intensities of 
the bins making up the peak minus the background level 

Pj =
∑

i, λi∈Pj

pi − p(bg),i , (3.3)  

where pi is the intensity and p(bg), i the estimated background level at the 
i’th bin. 

The weight of a peak is related to the uncertainty of its intensity and 
it is calculated as 

Wj =

(

G⋅Pj +

(
∑

i, λi∈Pj

σ2
i

)

+
(
0.05⋅Pj

)2
+

(
∑

i, λi∈Pj

σi

)2)− 1/2

. (3.4) 

Here, the first term contains the uncertainty due to counting noise, 
where G is the detector gain in counts per photoelectron. The second 
term contains the uncertainty due to the estimated spectral noise at the 
background level σ. The third term is a 5% peak uncertainty. It can be 
considered as a model uncertainty covering discretizations and un
certainties in the atomic constants and intensity calibration. The last 
term is added to weight the smallest peaks less since they are more prone 
to systematic errors in the estimation of the background level. 

3.2. Fit routine 

The optimization of the values for the parameters T→, n→e and ñ
→

rel is 
done using the optimization method simulated annealing [16]. The 
possible values of the parameters are pre-determined and discretized by 
a set of parameter limits and parameter resolutions. The optimization 
method is a type of Monte Carlo method and only a limited and more 
relevant part of the parameter space will be visited as opposed to a full 

grid search. Given the set of values for T→, n→e and ñ
→

rel from the previous 

step, optimal values of F and ñ
→

0 are obtained by minimizing the re
siduals, as given in Eq. (3.2), by non-negative non-linear least squares. In 
a loop over the extracted peaks, a system of equations between the 
spectrally integrated simulated intensities and the extracted peak in
tensities is arranged: 1  

where Ck refers to the wavelength span of the k’th peak. There exists one 
equation for each extracted peak. Setting up the equations only requires 
the identification of peaks from the emission lines of the atmospheric 
elements that are not included in the fit. For the remaining peaks, no line 
identification is needed: all emission lines from our database with 
wavelengths within the wavelength spans of the peaks are included. In 
the optically thin limit, the simulated intensities are directly propor

tional to the product of ñ
→

0 and F. As a starting point, the equations are 

written in the optically thin limit and solved for 
(

ñ
→

0⋅F
)

using non- 

negative least squares. A first estimate of the instrumental factor F is 

then found from an initial guess of the sum of 
∑

ñ
→

0 = Ñguess that are 

related to the product of the total atomic density of the plasma and the 
zone lengths 

Fguess =

∑
(

ñ
→

0⋅F
)

est.

Ñguess
, (3.6) 

The parameter F is therefore related to the product of the density and 

length of the plasma. By setting F to Fguess, ñ
→

0 is decoupled from F and 
the system of equations, in the not optically thin limit, is linearized 

around the current values and an improved estimate of ñ
→

0 is obtained 
by again solving the equation. This process is repeated iteratively until 
convergence. 

The experimental factor F was estimated from an initial guess of the 
total elemental density (Eq. (3.6)). The above process is therefore 
repeated for different values of F around the initial guessed value. The 
combination of F and ̃n0, that resulted in the lowest residual, is saved and 
the residual is used for the selection of a new set of values for the pa

rameters T→, n→e, ñ
→

rel, for which the process is repeated. 
The simulated peaks are evaluated with wavelength steps of 1/3000 

nm and the derivatives in the linearization of the system of equations 
(Eq. (3.5)) are calculated numerically by the finite difference 
approximation. 

4. Verification of method: fits to synthetic data 

4.1. Synthetic test spectra 

Three synthetic spectra were generated with an elemental compo
sition equal to the carbonate sample (3.57 at.% of Ca, 5.44 at.% of Mg, 
3.38 at.% of Mn, 12.68 at.% of Na, 18.73 at.% of C, and 56.20 at.% of O) 
from which the measured LIBS data was acquired (to be presented in 
Section 5.1). The first synthetic spectrum was created from a line of sight 
(LOS) with constant temperature and densities and will be referred to as 
the ”Homogeneous” spectrum. The two other spectra were created from 
continuously varying profiles of the plasma properties discretized into 
twenty homogeneous zones. The used temperature profiles were those of 
a Gaussian and a shifted Gaussian function. These spectra will therefore 

be referred to as the ”Gaussian” and ”Shifted Gaussian” spectrum. The 
plasma properties along the LOS are shown in Fig. 3. Their values were 
chosen such as to provide similar values as the measured data in Martian 
atmospheric conditions when discretized in the two-zone model. This 
will be discussed further in the next section after the applications to the 
measured LIBS data. In order to mimic the measured LIBS data, the 
synthetic spectra were convoluted with the instrumental broadening 
function and integrated to fewer bins before Gaussian noise was added. 
The spectra span wavelengths from 273 nm to 800 mn and the signal to 
noise and number of detectable peaks are similar to that of the measured 
LIBS data (to be presented in 5.1). The resulting synthetic spectra can be 
seen in the supplementary materials. 

∫

C1

Ĩλ

(

F, T→, n→e, ñ
→

0, ñ
→

rel

)

dλ⋅W1
= P1⋅W1 

∫

C2

Ĩλ

(

F, T→, n→e, ñ
→

0, ñ
→

rel

)

dλ⋅W2
= P2⋅W2 

⋮ 
∫

Ck

Ĩλ

(

F, T→, n→e, ñ
→

0, ñ
→

rel

)

dλ⋅Wk
= Pk⋅Wk ,

(3.5)   
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4.2. One-zone model fit to “Homogeneous” spectrum 

The results of the fit are summarized in Fig. 4. Fig. 4a shows the χ2 for 
different values of the plasma temperature and electron density of the 
one zone model fit. White areas are parameters not visited during the 
optimization. The best fit is found for a temperature of 13,000 K and an 
electron density of 5.84e22 m− 3. The fitted temperature is equal to the 
true value and the fitted electron density value is the closest within the 
discretization of the parameter search space. The temperature appears 
more confined than the electron density and a positive correlation be
tween the two properties is seen. The best solution is very well confined 
and only one minimum is observed. Fig. 4b shows the best fitted relative 
elemental concentrations compared to the true values. The relative de
viations are within 1.1% and the concentrations appear to have 
converged correctly in the iterative solution of the linearised equations 
(Eq. (3.5)). Fig. 4c shows a histogram of the individual relative residuals 
between the fitted and observed peak intensities ((observed-fitted)/ 

observed). Most of the peak residuals are seen to be smaller than 5%, but 
residuals of around 40% are also observed. These higher residual values 
are for the less intense peaks that are more affected by the noise in the 
spectrum. These peaks are weighted less in the fit, according to Eq. (3.4). 

4.3. Two-zone model fit to “Gaussian” spectrum 

Fig. 5 shows the χ2 for different values of the temperatures, electron 
densities and the relative effective path of the outer zone of the two-zone 
model. The best solution is found for a temperature of 14,000 K in the 
inner zone and a temperature of 8330 K in the outer zone (Fig. 5a) as 
well as an electron density of 6.92e22 m3 in the inner zone and an 
electron density of 3.31e22 m3 in the outer zone (Fig. 5b) and with a 
relative effective path of the outer zone of 55% (Fig. 5c). The fitted 
temperatures of the inner and outer zone are close to the average tem
perature Tavg = 12,700 K and the outermost temperature TN = 7800 K, 
respectively, that are given by the temperature profile (Fig. 3). For the 

Fig. 3. The plasma properties of the synthetic spectra created to test the fit approach. (a) Temperature, (b) electron density, and (c) relative effective path.  

Fig. 4. (a) χ2 for different values of temperatures and electron densities. The χ2 has been normalized to the median value of its probability distribution. The best 
solution which is the only found minimum is marked by the star. (b) Fitted relative concentrations compared to the actual values. The relative deviations are within 
1.1% and ascribed to uncertainties in the peak extraction due to the added noise. (c) Histogram of the residuals between the fitted and extracted peak intensities. 
Most residuals are within 5%, but peaks with larger residuals are also seen. These are the less intense peaks that are more affected by the noise in the spectrum. 

Fig. 5. Normalized χ2 values for different values of the plasma model parameters shown for three different 2D projections using minimum intensity projection: (a) 
the temperatures of the zones, (b) the electron densities, and (c) the electron density and relative effective path of the outer zone. The Best solution is marked by the 
star. Everything above 1500 σ from the best solution is colored red. The best solution appears well confined in terms of sigmas, but another local minimum, with the 
properties of the zones interchanged, also appears. The two minima are separated by a χ2 of ~500. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 
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electron densities, the same pattern is observed but with the best fitted 
electron density of the outer zone being a little lower than at the end of 
the LOS. From the plot showing the residuals at different temperatures 
(Fig. 5a), a symmetry in the interchange of the zones can be seen. The 
symmetry results in a second local minimum with approximately the 
same values as the best fit, but with the outer zone being the hotter one. 
The two minima are well separated with a difference in χ2 of ~500. The 
areas of low residuals around the two minima extend towards higher 
temperatures for one of the zones while approaching a value of T 
~13,000 K for the other zone, indicating solutions in which the prop
erties of one of the zones are more dominant than those of the other. The 
areas intersect at Tinner = Touter ~ 13,000 K, which is the one-zone so
lution for the Gaussian temperature distribution. Since the χ2 value of 
this one-zone solution is more than 1100 sigma higher than that of the 
best solution, it is evident that a two-zone model could significantly 
improve the analysis of non-homogeneous plasmas. 

For the best solution, the resulting concentration estimates, peak 
residuals and part of the reconstructed spectrum are shown in Fig. 6. The 
relative errors of the concentration estimates are within 11% (Fig. 6a) 
and the peak intensity residuals have a root mean square error (RMSE) 
of 10% (Fig. 6b). The reconstructed spectrum looks very similar to the 
original even in wavelength regions with superimposed and self 
reversed emission lines such as the strong Mg II lines at ~280 nm that 
can be seen in Fig. 6c. 

4.4. Two-zone model fit to “Shifted Gaussian” spectrum 

Fig. 7 shows the χ2 for different values of the temperatures, electron 
densities and the relative effective path of the outer zone. The best so
lution is again found for values close to the average properties and the 
outermost properties (the values at the end of the LOS). For example, the 
best fit is obtained with a temperature of the inner and outer zone of 
13,333 K and 8000 K, respectively. The average and outermost 

temperature for this schedule is 12600 K and 7700 K, respectively 
(Fig. 3). The relative effective path of the outer zone obtained for the 
”Shifted Gaussian” is now smaller in comparison to the ”Gaussian” and 
was found to be to 31% of that of the inner zone. The residuals for the 
different values of the plasma model parameters show the same patterns 
as the results obtained from the ”Gaussian” spectrum. The symmetry in 
the interchange of the temperatures of the zones is seen from Fig. 7a and 
the resulting second local minimum, as well as the one-zone solution, are 
largely separated from the best solution in terms of χ2 values. 

The relative concentrations are estimated within 10% relative errors 
and the residuals of the peak intensities have a RMSE of 10%. The 
reconstructed spectrum from the best fit can be found in the supple
mentary materials and seen to match the original spectrum very well. 

4.5. Discussion 

The ”Homogeneous” spectrum was created from constant values of 
the plasma properties along the LOS which corresponds to a one-zone 
plasma model. The fit of the one zone-model to the ”Homogeneous” 
spectrum is thereby an example of fit model and data correspondence. 
The outputs from this fit were therefore expected to be very similar to 
the original data. The results meet this expectation and validate the 
process of iterative linearisation and solving of the system of equations 
between the peak intensities (Eq. (3.5)). The smaller deviations in the 
peak intensities and elemental concentrations are explained by un
certainties in the peak extraction due to the added noise. 

The results for the ”Gaussian” and ”Shifted Gaussian” spectra 
confirm that plasmas with variations of the plasma properties are well 
approximated by a two-zone model. This is seen by the small deviations 
in the concentration estimates, the peak residuals, and by eye when 
comparing the reconstructed spectrum to the original data (Fig. 6). The 
difference between the observed and fitted peak intensities has a RMSE 
of ~10% for both cases. This is comparable to the RMSE of the peak 

Fig. 6. (a) Fitted relative concentrations compared to the true values. The relative deviations are within 11%. (b) Residuals between the expected peak intensities 
and the observed peak intensities in the spectrum at the best fitted parameters. The residuals have a RMSE of 10% indicating a good description of the peak intensities 
in the fit. (c) Part of the reconstructed spectrum using the best fit parameters plotted together with the original data. 

Fig. 7. Normalized χ2 for different values of the plasma model parameters shown for three different 2D projections using minimum intensity projection. (a) the 
temperatures of the zones, (b) the electron densities, and (c) the electron density and relative effective path of the outer zone. The best solution is marked by the star. 
Everything above 1500 σ from the best solution is colored red. (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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intensities from the one-zone fit to the ”Homogeneous”. The RMSE of the 
peak intensities can therefore largely be ascribed to uncertainties in the 
process of determining the observed peak intensities and the contribu
tion to the RMSE from the discretization into a two-zone model therefore 
seem small. Adding a third zone to the fitted model would therefore not 
improve the results significantly. In fact, the peak residuals are lower 
than the intensity variation that is expected for many of the relevant 
emission lines due to the uncertainties in the Einstein coefficients found 
in the literature (up to 50% relative uncertainties with 90% confidence 
intervals) [12]. 

The best fitted values of the temperatures and electron densities of 
the inner and outer zones are close to the average values and the values 
at the outermost simulated plasma region, respectively. An interpreta
tion of this is that the first zone represents the bulk emission, which is 
well described by averaged properties, while the second zone is more 
important for the description of the absorption, which is well described 
by the outermost temperature. This interpretation is motivated by 
considering the optically thick limit where the spectrum would be 
described by the blackbody spectrum with the outermost temperature. 
The simulated profiles for the synthetic spectra do not lead to a 
completely optically thick plasma, but the surface/outermost tempera
ture is still important for the description of the absorption. This implies 
that the significance of a second zone becomes larger with increasing 

absorption in the laser-induced plasma. The effect of absorption is also 
what distinguishes the two observed local minima with similar but 
interchanged values of the properties of the zones. In the case of negli
gible absorption, the order of the zones would not matter since all the 
emitted light would reach the detector without any absorption. In the 
case of non negligible absorption, the order of the zones becomes 
significant. 

5. Analysis: fits to real data obtained in Martian atmospheric 
conditions 

5.1. Experimental set-up 

The LIBS system at the German Aerospace Center (DLR) in Berlin was 
used for all measurements presented in this study. The set-up uses a Q- 
switched Nd:YAG laser with a wavelength of 1064 nm, a pulse length of 
6 ns and maximum output energy of 220 mJ per pulse. The output en
ergy can be adjusted by inserting different combinations of neutral 
density filters in the laser beam path. 

The plasma emission is captured in a top view configuration with a 
toroid mirror reflecting the plasma emission onto the slit of an echelle 
spectrometer (LTB Aryelle Butterfly). The spectrometer is equipped with 
an ICCD (Andor iStar) detector which allows for time-resolved 

Fig. 8. The median spectra of the carbonate mixture at the four different delay times. (a) full spectral range and shown with an offset, (b) close-up of the strong Mg II 
emission lines and (c) close-up of several Na II lines from highly excited states ~37 eV. 
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measurements and has a fill factor close to 100%. The UV-VIS-NIR 
configuration of the spectrometer covers a spectral range from 270 nm 
to 850 nm, in ~29,000 bins, wherein the instrumental broadening is 
well described by a Gaussian with a full width at half maximum varying 
linearly from 0.033 nm at 270 nm to 0.082 nm at 850 nm. The samples 
are placed in an air tight chamber that can be evacuated and subse
quently filled with Mars-analog gas (consisting of 95.55 vol% of CO2, 
2.7 vol% of N2, 1.6 vol% Ar and 0.15 vol% O2) to simulate Martian 
ambient conditions. The field of view of the spectrometer is approxi
mately 0.5 mm × 0.5 mm in the focal plane and has an acceptance angle 
of ~3∘. The relative intensity response has been determined using a 
calibrated broadband light source. 

5.2. Measurements 

For the LIBS measurements a sample mixed from different carbon
ates was prepared. Pure powders of CaCO3, MgCO3, MnCO3 and Na2CO3 
were grounded and mixed in a mortar before being pressed into a small 
pellet of 1 g by applying 5 tons for 10 min. The elemental concentrations 
in the sample are 3.57 at.% of Ca, 5.44 at.% of Mg, 3.38 at.% of Mn, 
12.68 at.% of Na, 18.73 at.% of C, and 56.20 at.% of O. The uncertainties 
of the concentrations due to weighing of the powders are below 0.05 at. 
%. 

All the LIBS measurements were performed in simulated Martian 
atmospheric conditions. The pressure in the air tight chamber was 
balanced by in- and outflow to be stable at ~7 mbar. 

Measurements were taken with a gain of ~6 counts per photoelec
tron with a fixed integration time of 50 ns at four different delay times: 
500 ns, 750 ns, 1000 ns and 1250 ns. The laser energy was attenuated to 
be 35 mJ as measured at the sample surface and operated at a frequency 
of 10 Hz. The light emitted by 30 sequentially laser-induced plasma 
plumes was integrated to obtain one LIBS measurement. For each delay 
time, the sample was measured at eight different positions and four 
repetitions per position. The first measurement at a new position was 
generally found to vary strongly from the subsequent measurements at 
that same position, so that these were considered to be cleaning shots 

and were therefore discarded. Of the remaining 24 measurements (30 ⋅ 
24 laser pulses) for each delay, a single median spectrum was calculated 
to obtain a good signal-to-noise ratio. The median spectra with the in
tensity calibration applied are shown in Fig. 8. The spectra contain very 
little continuum emission and the intensity is seen to decrease with 
increasing delay time. 

5.3. Two-zone model fits to measured spectra 

The χ2 for different plasma model parameters are shown in Fig. 9 for 
the spectra at 500 ns and 750 ns delay times. The same symmetry as for 
the synthetic test spectra is seen in the residuals of the temperatures and 
the symmetric solutions with similar but interchanged values of the 
zones are also local minima separated by ~25 χ2 values for both times. 
The one-zone solutions found at Tinner = Touter around 15,000 K and 
13,000 K for 500 ns and 750 ns delay, respectively, can also be seen in 
Fig. 9. They are both separated by ~100 χ2 values from the best solu
tions. At the one zone solution two lines of solutions with similar re
siduals can be seen. The lines are given by constant temperatures of 
either of the zones. For the residuals at 500 ns delay (Fig. 9a), following 
the line of constant temperature for the outer zone a third local mini
mum can be vaguely seen at temperatures of the inner zone of ~ 35,000 
K. The χ2 for this minimum is still much higher than for the global 
minimum. Nonetheless it might indicate the existence of a higher tem
perature component of the plasma for describing some of the observed 
peaks in the spectrum. This local minimum is not seen in the χ2 plots for 
the spectrum at 750 ns delay (Fig. 9b). The structures of the χ2 plots for 
the spectra at 1000 ns and 1250 ns delay are similar to the one for 750 ns 
delay and they are therefore not shown here but can be found in the 
supplementary materials. The plasma properties from the best fits and 
their uncertainties as a function of delay time are summarized in Fig. 10. 
The ±3σ confidence intervals of the properties are indicated by the 
vertical bars. The confidence intervals were estimated, with correla
tions, by reading of the widths of the χ2 contours at +3σ from Fig. 9. In 
general, the uncertainties are asymmetric and the properties are strongly 
correlated. The temperatures are better constrained than the electron 

Fig. 9. Normalized χ2 values for different values of the plasma model parameters shown for three different 2D projections using Minimum intensity projection. (a) 
Spectrum at 500 ns delay and (b) spectrum at 750 ns delay. 

P.B. Hansen et al.                                                                                                                                                                                                                               



Spectrochimica Acta Part B: Atomic Spectroscopy 178 (2021) 106115

9

densities and the relative effective path of the outer zone. As expected 
from a cooling of the plasma, the temperature decreases with time. This 
is also the case for the electron density of the inner zone, whereas the 
electron density of the outer zone remains constant until 1000 ns and 
then drops. Finally, the relative effective path of the outer zone is seen to 
rise monotonically with time, starting from about 20% of that of the 
inner zone at a time of 500 ns and growing to 90% at 1250 ns. 

The resulting concentration estimates are shown in Fig. 11. Un
certainties have not been derived from the fit, but the relative deviations 
from the reference values (the values obtained from the mixing of the 
sample) are within 25% for every element at all delay times. Histograms 
of the peak residuals at the optimum solutions are shown in Fig. 12. At 
500 ns the RMSE of the residuals is around 35%, but the number is 
strongly influenced by seven peaks in the spectrum that are not 
explained in the fit at all (leftmost bin in historgram of Fig. 12a). These 
peaks will be discussed later. Ignoring them, the RMSE would be around 
25% which is similar to the values of the later delay times. 

For the delay time of 500 ns, the reconstructed spectrum is shown 
together with the measured spectrum in Fig. 13. The reconstructed 
spectrum mostly matches the measured spectrum well. An exception is 

the relatively weak emission lines shown in the close-up with wave
lengths from 309 nm to 322 nm (Fig. 13c). These emission lines are 
identified as Na II transition from the high upper electronic level of 37 
eV. These lines constitute most of the peaks with zero expected intensity 
that are seen in the left most bin in the histogram for the peak residuals 
(Fig. 12a). Their high upper electronic level suggest a high temperature 
and they are most likely the emission lines causing the local minimum at 
~35,000 K seen in the χ2 plot for different temperatures of the zones 
(Fig. 9a). In the wavelength range from 613 nm to 652 nm, another 
example of a discrepancy between the measured and reconstructed 
spectrum can be seen. Here, a Mg II line with significant intensity is seen 
in the reconstruction where no peak is observed in the measured spec
trum. Since the fit is done to the observed peaks only, the χ2 is not 
affected by this line. If it was, it would likely pull the temperature of the 
inner zone towards a lower temperature due to the relatively high upper 
electronic level of the emission line (14 eV). In the close-up showing the 
wavelengths from 344 nm to 350 nm, some Mn II lines can be seen. 
These show a shift in wavelengths between the measured and recon
structed spectrum. This is most likely due to changes in the wavelength 
calibration of the LIBS set-up, but could also be due to a large Stark shift. 

Fig. 10. Temporal evolution of the fitted plasma model parameters and their uncertainties (±3σ). The temperatures of both zones are seen to decrease with 
increasing time. The same is true for the electron density of the inner zone. The electron density of the outer zone remains constant until 1000 ns from where it 
decreases with a factor ~2. The relative effective path of the outer zone increases monotonically with time. 

Fig. 11. Fitted relative concentrations plotted against the reference concentrations. The relative errors are within 25% for all elements at all the considered 
delay times. 

Fig. 12. Histogram of the residuals between the expected peak intensities and the observed peak intensities in the spectrum. The RMSE and the mean of the dis
ribution are noted in the legends. The residuals at 500 ns delay are strongly affected by seven peaks that are not described in the fit at all. Omitting these the residuals 
would have a RMSE similar to the values at the later times. 
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Such shifts are observed for many of the emission lines, however they 
are not directly affecting the fit since only integrated peak intensities are 
considered. This illustrates the robustness of the approach. 

The reconstructed spectrum at 1000 ns delay is shown together with 
the measured spectrum in Fig. 14. At this longer delay time, the highly 
excited Na II emission lines are not seen any longer in the measured 
data. This is in agreement with disappearance of the high temperature 
local minimum in the χ2 plots for the temperatures (Fig. 9). As most 
other emission lines seem slightly better described at this delay time 
(Fig. 12), the Mg I resonance transition at 285 nm is now worse 
described and is fitted to approximately half of the observed intensity 

(Fig. 14). The Einstein coefficient of this line has a low uncertainty (3% 
with 90% confidence intervals) and the reason for the discrepancy must 
be found elsewhere. In the fit, this Mg I line is predicted to be strongly 
self-absorbed and saturated at the blackbody value of the temperature of 
the outer zone. An increase in the temperature of the outer zone is 
therefore likely to improve the description of this line. The comparison 
of the reconstructed spectra to the measured at 1250 ns delay and 1500 
ns delay are similar to the one at 1000 ns delay and are therefore not 
shown. They can be found in supplementary materials. 

Using the best fitted parameters, the pixel intensities as measured by 
this particular LIBS set-up have been predicted and compared to the 

Fig. 13. Reconstructed spectrum at 500 ns delay using the best fitted parameters plotted together with the measured data. (a) the full spectral range and (c)-(f) close- 
ups including smaller wavelength ranges. Most line intensities are modeled well in the fit, but some discrepancies such as the Na II lines in (c) and the Mg II line in (f) 
are also observed. 
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prediction when omitting the process of absorption. The results are 
shown in the histograms of Fig. 15. It can be seen that absorption is 
predicted to affect the spectra strongly at all the considered delay times. 
As an example, it is seen that absorption reduces the strongest pixel 
intensities by almost two orders of magnitudes. 

To asses the validity of the assumption of LTE, the decay time (T/ 
(dT/dt), ne/(dne/dt)) and the characteristic variation length (T/(dT/dx), 
ne/(dne/dx)) of the temperature and electron density have been evalu
ated from the temporal evolution of the fitted plasma properties 
(Fig. 10). The decay time was calculated by considering the derived 
plasma properties at the earliest and latest times. The characteristic 

length was calculated by averaging the properties of the inner and outer 
zone over the four different delay times assuming a total length of the 
plasma of 4 mm. The values can be seen in Table 1. For the possible 
existence of LTE, the decay time should be larger than the relaxation 
time for the excitation of the excited states and characteristic length 
should be larger than the particle diffusion length during the relaxation 
time. Furthermore, the electron should be sufficiently high so that 
excitation are dominated by collisions and the loss of excitation from 
radiative processes, due to optically thin conditions, can be assumed 
negligible. This last criteria is known as the McWhirter criteria. 
Following the approach in [5] and the approximate formulas given 

Fig. 14. Reconstructed spectrum at 750 ns delay using the best fitted parameters plotted together with the measured data. (a) The full spectral range. (b-d) Close-ups 
of smaller wavelength ranges. Most of the lines causing the larger discrepancies observed in the spectrum at 500 ns delay are now no longer visible in the spectra. The 
Mg I resonance transition at ~285, however, is now significantly underestimated in the fit as seen from (b). 

P.B. Hansen et al.                                                                                                                                                                                                                               



Spectrochimica Acta Part B: Atomic Spectroscopy 178 (2021) 106115

12

therein, the relaxation time, the diffusion during the relaxation time, 
and the McWhirter criterion have been calculated for the elements used 
for the fit (calcium, magnesium, magnesium, and sodium) and addi
tionally for oxygen. The results are shown in Table 2. From comparing 
the values in the two tables it can be seen that the criteria for the 
assumption of LTE are not violated for Ca I-II, Mg I-II, Mn I-II, and Na I, 
whereas all the criteria in both inner and outer zone are violated for Na II 
and O I-II. This will be addressed later in the following section. 

5.4. Discussion 

When observing the χ2 plots for the different plasma model param
eters, at least two local minima are observed for all times. The symmetric 
solution, i.e. the solution where the best fitted parameters of the zones 
are interchanged, is for all spectra a second local minimum. Nonetheless, 
the minima observed in the temperatures are well confined and the 
temperature is by far the most important parameter in the thermody
namic description of the plasma. The electron density values and the 
relative effective path of the outer zone are not equally well confined 
and the uncertainties are bigger. This can also be seen in the χ2 plots for 
the synthetic test spectra. The explanation for this is that the electron 
density only slightly changes the degree of ionization compared to the 
temperature. And as only integrated intensities are considered, the in
formation about the electron density from the line profiles is not directly 
utilized in the fits which otherwise could help further confine the elec
tron density presuming accurate values for the Stark broadening, Stark 
shift, and a proper wavelength calibration of the LIBS set-up. 

For the considered delay times, the criteria for the assumption of LTE 
are only violated for Na II out of the considered species in the fits (Ta
bles 1 and 2). In line with that, the general impression is that the two- 
zone fits describe the measured data well. As inferred from the one- 
zone solution, contained in the two-zone model, the step from a one- 
zone model to a two-zone is significantly improving the description of 
the time resolved LIBS data in Martian atmospheric conditions. For 
completeness, the method of multi-element Saha-Boltzmann plots has 
also been applied to the measured data. The results can be found in the 
supplementary materials. The resulting temperature estimates are 
similar to the fitted values of the inner zone, but the deviations between 
the estimated relative concentrations and the reference values are larger 
than the values obtained via the two-zone model. Besides the assump
tion of an optically thin plasma, the method of Saha-Boltzmann plots 
assumes a homogeneous plasma. From the fits of the two-zone model, it 
can be inferred that the outer zone, with the lower temperature, is most 
important for describing the absorption of the emissions from the 
already emitted light, and only adds little to the intensities of the opti
cally thin emission lines from transitions involving the lower lying 
excited atomic states. Saha-Boltzmann plots can thereby probably pro
vide equally good concentration estimates, as the ones of the two-zone 
model, when selecting the emission lines carefully in terms of negli
gible self-absorption and similar electronic and ionization energies. In 
this study, the only observable Sodium lines, besides the non- 
equilibrium Na II lines, are not optically thin and in order to derive 
good concentration estimates for sodium, a two-zone model would be 
preferable. 

In the two-zone fits, the observed intensities are described with a 
RMSE of 35% for the spectrum at 500 ns, and within 28% for the later 
times. Furthermore, the reconstructed spectra match the measured 
spectra well, but with a few exceptions such as the peaks from emission 
lines involving highly excited states of Na II visible in the spectrum at 
500 ns delay and the underestimation of the Mg I resonance transition at 
285 nm for the later delay times. In the thermodynamic description of 
the atomic states, a very high temperature is required in order to 
populate the upper electronic levels (~37 eV) involved in the transitions 
for the observed Na II. This was also indicated by the hight temperature 

Fig. 15. Predicted pixel intensities with and without the effect of absorption. The intensities have been predicted using the best fitted parameters. Absorption is seen 
to strongly affect the intensities. The maximum pixel intensities for example are almost two orders of magnitude larger when omitting the effect of absorption. 

Table 1 
Decay time and Variation length calculated from the fitted plasma properties 
shown in Fig. 10.   

Decay time inner 
zone [ns] 

Decay time outer 
zone [ns] 

Variation length 
[mm] 

Temperature 2300 5300 14 
Electron 

density 
870 1100 14  

Table 2 
McWhirter criterion, relaxation time and the Diffusion during relaxation time calculated using the averaged fitted plasma properties of Fig. 10 and the approximate 
formulas in [6] assuming a fully ionized plasma. The values can be compared to the fitted electron density, the plasma decay time and the characteristic length 
variation (Table 1) in order to assess the validation of the assumption of LTE.   

Inner zone Outer zone  

McWhirter relaxation Diffusion during McWhirter relaxation Diffusion during  

Criterion [m− 3] Time [ns] Relaxation time [mm] Criterion [m− 3] Time [ns] Relaxation time [mm] 

Ca I 4.5e21 0.5 0.09 3.4e21 5.9 0.3 
Ca II 5.5e21 1.1 – 4.1e21 14 – 
Mg I 1.5e22 2.9 0.68 1.1e22 86 1.5 
Mg II 1.6e22 0.95 – 1.2e22 30 – 
Na I 1.7e21 0.47 0.12 1.3e21 3.0 0.29 
Na II 6.6e24 2.9e13 – 5.0e24 7.5e23 – 
O I 1.5e23 2700 33 1.6e23 3.1e7 1100 
O II 5.9e23 6.8e5 – 4.4e22 3.5e10 –  
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local minima in the χ2 plots for the plasma properties of the zones at 500 
ns delay. But such hotter zone would inevitably also affect the intensities 
of the other emission lines that are already well described by the best 
fitted, and more moderate temperatures values. Therefore, the Na II 
emission lines are more likely better modeled by non-equilibrium effects 
instead of a third hotter layer. The nature of the non-equilibrium should 
not be attributed to the violation of the McWhirter criterion since no 
excited states of Na II are supposed to be populated at the inferred 
temperatures. To give another example, Ca III would not satisfy any of 
the criteria of LTE, but that is not a problem since no Ca III ions exist at 
the considered delay times. The observation of the Na II lines is therefore 
most likely due to the combination of the recombination character of the 
plasma and a relatively long recombination rate of Na III. In the 
beginning of the plasma lifetime, Na III ions probably exist due to the 
high temperatures and if the recombination rate is around 500 ns or 
larger, the highly excited states of Na II could still appear after 500 ns 
due to recombination cascades. For comparison, the recombination time 
of Ti II was estimated in [17] to be around 1e-7 s to 1e-6 s, in a laser 
induced plasma in a low-pressure environment. However, the species 
out of equilibrium such as the Na II may have negligible abundance, and 
the LTE model still provides an accurate description of all other species 
and results in good concentration estimates, even for sodium. 

When comparing the results to the results from the synthetic 
”Gaussian” and ”Shifted Gaussian” spectrum it can be seen that the fitted 
model parameters of the zones are similar. This indicates that the true 
profiles of the measured data could have similar gradients as the true 
profiles of the synthetic spectra. Since the emission lines are modeled 
well in the fits to the synthetic spectra, the poor description of the Mg I 
line cannot be ascribed to the discretization of a two-zone plasma model. 

For the synthetic spectra the relative deviations in the concentration 
estimates are within 11%. This number can be used as an lower limit of 
the expected uncertainties for applications to real data. For the real 
spectra, the relative deviations in the predicted concentration are within 
25% relative errors and thereby not far from the expected uncertainties. 
When considering the different physical characteristics of the elements 
in the sample, concentration estimates within 25% errors seem 
convincing. For an example, Na I has as ionization energy of 5.14 eV 
whereas that for Mg I is 7.65 eV and the atomic weight of Mn is more 
than twice as that of Na. These are characteristics that make the con
centration estimates more dependent on a correct description of the 
plasma properties due to different degrees of ionization but also chal
lenge the assumption of equal elemental distributions in the plasma due 
to different expansion velocities. In [18] the latter effect was studied for 
hydrogen and deuterium in a plasma induced in argon at 5 mbar. They 
found that the relative measurement error due to this effect increases 
with time and can reach 50%. For this study, the effect seems smaller 
due to the consistency in the concentration estimates with time. This 
might be due to the higher laser energy used here (35 mJ versus 5 mJ). 

As there are multiple sources for deviations between the measured 
and the modeled data (experimental uncertainties, uncertainties in the 
atomic constants, and plasma model assumptions), deviations in the 
predicted elemental concentrations and in the description of individual 
emission lines such as the Mg I transition at 285 nm are expected. 

From the two-zone fits to the synthetic spectra, it was observed that 
the parameters of the inner zone adapts to values close to the average 
plasma properties and the parameters of the outer zone adapts to values 
close to the properties at the end of the LOS. With this in mind, the 
average plasma and surface temperature is likely to be a good inter
pretation of the fitted parameters of the real data. In the study of Her
mann et al. [19], it was found that the LIBS plasma induced in an Argon 
atmosphere at a pressure of 500 mbar, at certain experimental condi
tions, produces an almost homogeneous plasma core containing target 
material and with all the temperature gradients in the background argon 
gas. It was argued to be due to the isolating properties of Argon (mostly 
elastic collisions with elements from target materials due to large 
spacing between ground and first excited state of Ar I). The thinner 

Martian atmosphere at ~7 mbar pressure of mainly CO2 is likely to be 
less isolating, and indeed gradients in the plasma properties are evi
denced by the differences of the fitted parameters of the inner and outer 
zone (Fig. 10). The fitted electron density values of this study are 
furthermore relatively low compared to estimates from measurements in 
thicker atmospheres. Hermann et al. [10] found that the electron density 
in the laser plasma of an aluminium target in Earth’s atmosphere at a 
delay time of ~1000ns is about 5e23 m3 whereas the electron density at 
1000 ns was estimated to be 3.31e22 m3 in this study. The measurements 
in Earth’s atmosphere were done with an UV laser with a 4 ns pulse 
length and 6 mJ pulse energy. The pulse energy used for the measure
ments in this study was 35 mJ, but still the electron density is approx
imately an order of magnitude lower. As pointed out in [4] this is due to 
the lower pressure of the Martian atmosphere that allows the induced 
plasma to expand into a larger volume. This also makes the LIBS plasma 
in Martian atmosphere decay faster than in thicker ambient atmospheres 
due to an increased cooling due to expansion. Furthermore, it decreases 
the effect of self-absorption which was already found to strongly affect 
the pixel intensities in the spectra of this study. Even though the plasma 
in Martian atmospheric conditions is decaying faster and less dense than 
plasmas induced in higher pressures, the plasma properties were found 
to be consistent with the approximation of the assumption of LTE for all 
the considered species except of Na II. When including non-metallic 
species, such as oxygen or carbon, the criteria for LTE would not be 
fulfilled (see Table 2 for oxygen). In general LTE is favored when the 
electron density is increased, and it might be that an increasing laser 
energy could result in a sufficient increase. Another approach would be 
to go to even earlier delay times where the plasma would be denser, but 
as other non-equilibrium effects were discovered at the delay time of 
500 ns in terms of the Na II emission lines, this is probably not favorable. 
As the considered criteria for LTE refers to the set of levels that are the 
most difficult to retain in or establish to equilibrium, i.e. the ground 
state and the first stable excited state. Higher excited states of such non- 
metals will probably be in equilibrium (due to the decreasing spacing 
between higher excited levels). The plasma properties for describing the 
metals might therefore also provide a good description of the emissions 
of non-metals which could be included in the spectral modeling. The 
non-equilibrium effects would then be expressed by errors in the con
centration estimates, due to the non-equilibrium of the ground state, but 
the emission might still be well modeled. This would be interesting to 
investigate in a follow-up study. 

6. Conclusion 

A fit routine for fitting a two-zone plasma model to time resolved 
LIBS spectra obtained in Martian atmospheric conditions has been 
implemented. The fit routine works by simulating the observed and 
integrated peak intensities from a one-dimensional LTE model and 
tuning the model parameters in a two step fit routine. The outputs from a 
fit are the plasma temperature and electron density in the approximation 
of a one- or two-zone plasma model, the elemental concentrations, and 
the corresponding line identification. The fit routine has been applied to 
both synthetically generated and experimentally measured time 
resolved LIBS data of a pellet of mixed carbonates measured in simulated 
Martian atmospheric conditions. The method is calibration-free and 
could in principle be applied to any sample consisting of elements with 
available atomic data, but special care must be given to the recombining 
nature of the plasma at early delay times (observed at delay 500 ns) and 
non-metallic elements due to non-fulfillment of the LTE criteria as given 
in [5]. However, the criteria seem to be fulfilled for most metals under 
the considered experimental conditions. 

The results from applications to synthetic data show that spectra 
simulated from line of sights with large gradients in the plasma prop
erties can be approximated well by a two-zone plasma model with the 
inner and outer zone adapting to approximately the average plasma 
properties and the properties at the end of the line of sight, respectively. 
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When fitting a two-zone model to measured LIBS data, the concentration 
estimates are within 25%. Despite smaller discrepancies between the 
measured and fitted spectra, the two-zone LTE plasma model seems to 
provide a good framework for describing and understanding the LIBS 
data of this study. 

Since the fitted spectra are simulated without any temporal evolu
tion, the method relies on temporally resolved measurements and is 
therefore not directly applicable to any LIBS spectrum measured on the 
Martian surface by the ChemCam instrument [1] that are temporally and 
spatially integrated. Adapting the plasma model for the description of 
time integrated measurements would require a much higher model 
complexity. Furthermore, the computation time of a spectrum already 
takes several hours on a standard computer and adding extra model 
parameters for describing any temporal evolution would make the 
computation time even longer. However, the fact that a two-zone model 
is able to describe the vast majority of the observed emission lines from 
different elements with different ionization energies and electronic 
levels, indicates that simulated spectra from a LTE model could be 
incorporated directly for at least line identification purposes. One 
approach would be to simulate spectra from pure elements using the 
two-zone model with several model parameters extrapolated by the 
fitted values of this study. A superposition of the spectra could then be 
projected onto spatially and temporally integrated data with the two 
zones describing the spatial variations and the superposition for 
approximating the temporal dimension. 
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