Abstract—This paper studies how to program and assess a Parametrized Quantum Circuit (PQC) for classifying Earth observation (EO) satellite images. In this exploratory study, we assess a PQC for classifying a two-label EO image dataset and compare it with a classic deep learning classifier. We use the PQC with an input space of only 17 quantum bits (qubits) due to the current limitations of quantum technology. As a real-world image for EO, we selected the Eurosat dataset obtained from multispectral Sentinel-2 images as a training dataset and a Sentinel-2 image of Berlin, Germany as a test image. However, the high dimensionality of our images is incompatible with the PQC input domain of 17 qubits. Hence, we had to reduce the dimensionality of the input images for this two-label case to a vector with 16 elements; the 17th qubit remains reserved for storing label information. We employed a Very Deep Convolutional Network with an autoencoder as a technique for the dimensionality reduction of the input images, and we mapped the dimensionally-reduced image onto 16 qubits by means of parameter thresholding. Then, we used a PQC to classify the two-label content of the dimensionally-reduced Eurosat image dataset. A PQC classifies the Eurosat images with high accuracy as a classic deep learning method (and with even better accuracy in some instances). From our experiment, we derived and enhanced deeper insight into programming future gate-based quantum computers for many practical problems in EO.

Index Terms—Parametrized Quantum Circuit, Quantum Machine Learning, Earth observation.

I. INTRODUCTION

MACHINE Learning (ML) is a framework of methods to extract underlying features and patterns from heterogeneous big data. By learning features or a probability distribution of patterns in the dataset, one can perform tasks such as prediction, clustering, or data classifications in hitherto unknown domains. Such ML tasks are elements of supervised and unsupervised learning methods. A supervised learning method has to learn about conditional probability information of the dataset given its correct labels, e.g., classification and prediction [1]. The training of a labeled dataset is a classic example of supervised learning, and can be done with high validation accuracy [2]. In contrast, an unsupervised learning method deals with the datasets which do not yet have label information, e.g., results generated by clustering. Deep learning is a heuristic method which can be composed of several layers with artificial neurons [3] in which the connections of each layer are parametrized, while the parameters are tuned by using loss functions. Typical examples include Hopfield networks (HNs) and Boltzmann Machines (BMs) [4], which are related to an Ising-type model. BMs have artificial neurons with set of values \{-1, +1\}, while HNs have a continuous set of values. In practical applications, BMs are often intractable due to their high-dimensional dataset. This difficulty can be overcome by a Restricted Boltzmann Machine.

A Restricted Boltzmann Machine (RBM) is composed of two layers named hidden \(h\) and visible \(v\). The hidden and visible layers form a bipartite graph which provides connections between the layers but not within the layers \(v \xrightarrow{\ p(h|v)\ } h\). The RBM can be extended with additional hidden layers \(h_1\), and the RBM, now called a deep RBM, then forms the layers as \(v \xrightarrow{\ p(h|v)\ } h_1 \xrightarrow{\ p(h_1|h)\ } h\). The deep RBM performs better for training the dataset than other deep learning methods [4], and is employed for data encoding, dimensionality reduction, as well as a feature extraction [5].

In addition, Noisy Intermediate-Scale Quantum (NISQ) devices are a novel quantum computing technology providing solutions for sampling from hard-to-simulate probability distributions, e.g., (Restricted) Boltzmann Machines, solving high-complexity problems or supporting machine learning algorithms for the first time [6], [7], [8]. An NISQ device is termed a PQC when it has parametrized quantum gates. Sometimes, the PQC is interchangeable with Quantum Machine Learning (QML). As for multispectral images in Earth observation, deep learning networks can handle big data and are very successful methods for scene classification [9], [10], [11], [12], [13]. More importantly, they are independent of the input size of the multispectral images, and their outputs are continuous values. However, in our case study, the PQC has 16 qubits as input (due to the current limitations of the quantum technology), and a single qubit as output yielding a binary value depending on the binary state of the qubits. Therefore, we had to focus on how to feed the two-label images of Earth observation into 16 qubits and how to program the parametrized quantum gates of the PQC. As a real-world image dataset of Earth observation, we consider a multispectral Eurosat Sentinel-2 image dataset [14] as a training dataset and
meaningful features from the Eurosat image dataset as an RBM. The RBM is capable of encoding the features of the dataset with very few bits. Moreover, the BMs with binary variables are a special type of HNs and represent an energy-based model in terms of an Ising model. Such a model is used to establish a most probable configuration of particles with binary states, and further, the Ising model can be formulated as

\[
E(v, h) = - \sum_i b_i h_i - \sum_i c_j v_j - \sum_{i<j} w_{ij} h_i v_j, \\
P(v, h) = \frac{e^{-E(v, h)}}{\sum_{v, h} e^{-E(v, h)}}, \quad v, h \in \mathbb{R}^n;
\]

where \(b_i, c_j\) are bias coefficients, and \(w_{ij}\) represents the strength of interaction between the neighbour variables \(v_j\) and \(h_i\) where \(v_j\) is called a visible variable in a visible layer, and \(h_i\) is called a hidden variable in a hidden layer (see Fig. 2). The probability distribution \(P(v, h)\) defines a most probable configuration of the given variables. This formulation is named after an RBM.

To find the most probable configuration of the visible variable, one needs to integrate out (marginalize) hidden variables and then maximize its log-likelihood distribution. Moreover, we represent an input image as the visible layer, and its selected features are represented in the hidden layer (Fig. 2). In other words, we can encode an input image by a very small number of the hidden variables in the hidden layer. This encoding procedure is sometimes called dimensionality reduction or autoencoding of the input image.

B. A quantum layer as a training layer

A quantum circuit is an ensemble of quantum gates and quantum bits, and quantum gates (i.e., unitary operation) operate on quantum bits to perform computations (rotations). A collection of quantum gates with trainable parameters is called a Parametrized Quantum Circuit (PQC). Quantum gates are devised as a unitary operation \(\hat{U}(\beta)\), which is expressed as follows

\[
\hat{U}(\beta) = e^{-i\beta H},
\]

where \(\beta\) is a trainable parameter, \(\hat{H}\) represents a collection of 2 \times 2 matrices that are named after Pauli matrices, and the Pauli matrices rotate a quantum bit (qubit) to another quantum bit. Qubits are state vectors, and two state vectors or simply two state qubits are \(|0\rangle\) and \(|1\rangle\), which are bits in a quantum computer.

We are considering a PQC with 17 input qubits. Hence, we first need to take a dimensionality reduction for the Eurosat images since each image is a vector with the high spatial dimensionality of \(v \in \mathbb{R}^{64 \times 64 \times 3}\), and second, we encode the dimensionally-reduced images into qubits \(|q⟩ = |q_1⟩|q_2⟩\ldots|q_{17}⟩\), \(|q_j⟩ \in \{|0⟩, |1⟩\}\) named “data qubits”, and their labels \(l(v) \in \{-1, +1\}\) are in 17th qubit \(|q_f⟩ = |q_{17}⟩\) named “readout qubit” (see Fig. 3); this step is called quantum encoding [16], [17]. The readout qubit yields either “+1” or “-1” as output. Hence, it is natural to have the two-label Eurosat image data as input image.

II. HYBRID NETWORK

A. A classic layer for the dimensionality reduction of the Eurosat dataset

We have a hybrid classic-quantum layer, where the classic layer is composed of the VGG16 and the convolutional autoencoder. We use this classic layer for extracting physically

a real-world Sentinel-2 image of Berlin, Germany, as a test image; each image in this training dataset is a vector with a size of \(64 \times 64 \times 3\) elements, and the test image is a vector with a size of \(692 \times 633 \times 3\) elements. Therefore, as already mentioned above, there are several challenges when we feed these high-dimensional images to the input space of 16 qubits as well as programming the PQC.

To overcome the challenges above mentioned, we introduce a hybrid (classic-quantum) network which is a combination of a conventional computer and the PQC (Fig. 1). For this hybrid network, we leverage the classic deep learning architecture, a Very Deep Convolutional Network (VGG16) [15], and an autoencoder such as RBM to reduce the dimension of the Eurosat image to a vector with a size of \(4 \times 4 \times 1\) elements; in particular, the VGG16 network extracts the most meaningful features of the Eurosat images, and the autoencoder encodes these meaningful features to a vector with a size of \(4 \times 4 \times 1\) elements. We then feed these encoded features to the inputs of the PQC. Besides, for programming the PQC, we apply a conventional computer to differentiate the loss function, and to update the trainable parameters of the quantum gates in the PQC [2]. Thus, this study aims for the leveraging of some classic techniques and a conventional computer to support the PQC, and for outlining potential challenges when programming the PQC for a real-world Earth observation dataset.

This paper is structured as follows: In Section II-A, we introduce the dimensionality reduction of the Eurosat image dataset. Then we devise our Parametrized Quantum Circuit for the classification of the dimensionally-reduced images (Section II-B), and in Section III, we benchmark our Parametrized Quantum Circuit for the Eurosat dataset. Finally, we evaluate the developed classification method using the Parametrized Quantum Circuit for a remotely-sensed image of Berlin, Germany, acquired by Sentinel-2 (see Section IV) and draw some conclusions (Section V).
Quantum encoding, after the dimensionality reduction of the images, is then the representation of the classic data points \( \mathbf{v} \) as quantum states \( |q\rangle \). Moreover, we are leveraging the classic layer to extract the physically meaningful 16 features of the Eurosat images, and then we are encoding them in 16 qubits of the PQC (Fig. 3 Top and Middle).

The PQC architecture for the Eurosat image classification task is designed as an energy-based model [2], [18] such that

\[
\hat{H} = \sum_j (J_{ij}^x \hat{X}_i \hat{X}_j + J_{ij}^z \hat{Z}_i \hat{Z}_j),
\]

where Pauli matrices \( \hat{X}_i \) and \( \hat{Z}_i \) are representing readout qubit operators, \( \hat{X}_j \) and \( \hat{Z}_j \) are data qubit operators, and the strength parameters \( (J_{ij}^x, J_{ij}^z) \) are among the readout qubit and the data qubit operators.

We then write the unitary operation according to Eq. (2) as

\[
\hat{U}(\beta) = e^{-i\beta \hat{H}} = e^{-i\beta \sum_j (J_{ij}^x \hat{X}_i \hat{X}_j + J_{ij}^z \hat{Z}_i \hat{Z}_j)},
\]

By noting \( \theta_{ij}^x = \beta J_{ij}^x \) and \( \theta_{ij}^z = \beta J_{ij}^z \), we have

\[
\hat{U}(\theta_{ij}) = e^{-i \sum_j (\theta_{ij}^x \hat{X}_i \hat{X}_j + \theta_{ij}^z \hat{Z}_i \hat{Z}_j)},
\]

where \( (\theta_{ij}^x, \theta_{ij}^z) \) are our training parameters (Fig. 3 Bottom). After the unitary operation expressed by Eq. (5) is acted on \( |q_i\rangle \), we measure a readout qubit \( |q_j\rangle \); the measurement of the readout qubit gives an output, which results from

\[
\langle q_i, q_j | \hat{Y}_i \hat{Y}_j \hat{Y}_i \hat{Y}_j \rangle |q_i\rangle |q_j\rangle = \langle \tilde{Y}_i \rangle \langle \tilde{Y}_j \rangle \in [-1, +1].
\]

Accordingly, the loss function is then defined by

\[
\mathcal{L}(|\theta_{ij}|) = 1 - l(v) \langle q_i, q_j | \hat{Y}_i \hat{Y}_j \hat{Y}_i \hat{Y}_j \rangle |q_i\rangle |q_j\rangle,
\]

the parameters of which are updated and optimized by using a conventional computer.

In the next section, we introduce a way to reduce the spatial dimension of each image in the Eurosat dataset into \( 4 \times 4 \times 1 \) elements by preserving their feature information and encoding them into 16 qubits.

---

**Algorithm 1** A hybrid classifier: Classic-Quantum Layer

1. **INPUT:** Eurosat data as training data, and Sentinel-2 image of Berlin, Germany as test data.
2. **OUTPUT:** Generate two-classes.
3. **The dimensionality reduction:** Classic Layer (see Fig. 3): 
   - Prepare a VGG16 network with the autoencoder.
   - Encode the Eurosat data and the image of Berlin to \( 4 \times 4 \times 1 \) elements.
4. **Training:** Quantum Layer (see Fig. 3 Bottom):
   - Prepare a PQC layer designed as an energy-based model.
5. **Testing:**
   - Feed dimensionally-reduced Eurosat data to the PQC layer.
   - Feed the dimensionally-reduced image of Berlin to the PQC layer.
6. **STOP ALGORITHM.**

---

**III. Benchmarking the PQC for Earth Observation**

The Eurosat dataset is a novel dataset composed of 10 labels and 27,000 geo-referenced images with the RGB spectral bands of the Sentinel-2 satellite (Fig. 4) [14]. Each image within this Eurosat dataset has a size of \( 64 \times 64 \times 3 \) elements and corresponds to a single class. For the classification of this dataset in the PQC, we exploit the hybrid network, namely the classic and the PQC layer (see Fig. 3 and Algorithm 1). The input image to this hybrid network must be the two-label representation of the Eurosat image dataset following the output of the readout qubit in Eq. (6).

The classic layer encodes the two-label images with a size of \( 64 \times 64 \times 3 \) elements to ones with a size of \( 4 \times 4 \times 1 \) elements, and then it maps these encoded images into 16 input qubits by thresholding them with the value of \( \tau = 0.5 \); this classic layer is hugely motivated by the RBM autoencoder. The PQC layer is a training layer for the two-label image by means of tuning the parameters of the parameterized quantum gates.

**A. Our experiment for benchmarking the PQC**

We designed and implemented our PQC on a classic simulator using Tensorflow Quantum python kit. One of the important steps to program this PQC is to choose a machinery to feed and embed the classic data into qubits. We had the Eurosat images as our classic data and the classic layer as an autoencoder to feed them to the PQC. Hence, we had to evaluate the performance of the autoencoder for the dimensionality reduction of the Eurosat images. To evaluate its performance, we considered the downsampling technique as well.

For both dimensionality reduction techniques, we classified the dimensionally reduced images on both the PQC and the fully connected classic layer (FCCL) (Fig. 5). We performed this experiment for combinations of binary datasets of the Eurosat images, *Annual Crop and Residential, Forest and Highway, Forest and Industrial*, and *Herbaceous Vegetation and Residential.*
IV. VALIDATING THE PQC WITH A SENTINEL-2 IMAGE OF BERLIN, GERMANY

We validated the FCCL and the PQC including its autoencoding with a real-world Sentinel-2 image (Fig. 5); in particular, we considered a Sentinel-2 image of Berlin, Germany, which is not part of the Eurosat images. This Sentinel-2 image consists of multiple classes instead of two classes (Fig. 6 Left). Thus, we classified several scenes of Berlin for different pairs of class combinations (i.e., two-label examples). When we attempted to classify the two-label examples “Forest and Highway” and “Forest and Industrial”, the two classes were identified as a single class, namely “Forest”, both by the FCCL and the PQC; clearly, the selected Sentinel-2 image of Berlin does not contain the classes “Highway” and “Industrial”. Instead, for the two classes “Annual Crop and Residential” and “Herbaceous Vegetation and Residential” (Fig. 6 Right), the two-label example is classified as two classes as expected. We visualize these results in Fig. 7. Moreover, these visual results demonstrate that the PQC performs and classifies better for a complex remotely-sensed image than the FCCL.

V. CONCLUSION

We explored the possible use and challenges encountered with a PQC when handling Earth observation data. More importantly, we assessed the classification performance of a PQC for our Earth observation dataset. First and foremost, we propose a hybrid classic-quantum layer and an autoencoder for dimensionality reduction of Eurosat images. The dimensionality reduction process is even a vital part of classic deep learning methods to reduce the amount of computational effort and to speed up the training process. Second, we encoded the dataset into qubits by thresholding. However, the optimizer has to be chosen wisely to avoid vanishing gradients; we employed an Adam optimizer for training the parameters of the PQC. In addition, we attempted to perform a classification of the two-label NWPU-RESISC45 dataset [20]. Unfortunately, the spatial size of these images is too big for the input of the PQC; in particular, a reduced size with 16 elements by exploiting the autoencoder does not result in meaningful features, in contrast to the Eurosat images. As a first step towards assessing and programming the PQC in Earth observation, such big or high-dimensional images are out of scope currently.

We must note however that the proposed method should not be viewed as replacements of classical deep learning methods, but our message is that the classical deep learning methods coexist in unity with parametrized quantum circuits (as advocated in our hybrid quantum-classic network). More importantly, a PQC offers invaluable intuition for constructing a physics-aware (based) deep learning method.

Finally, in terms of future work, we will study the dimensionality reduction techniques for high-dimensional images such as NWPU-RESISC45 for a restricted number of inputs of the PQC, and we will then tackle multi-label classification on the PQC.
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