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Abstract

The field of system modeling and scenario analysis has a demand for high resolution data to drive
their models and validate their outputs, in some cases technology related data is not existent or
sparse because of novelty or small widespread. This is the case for emission mitigation strategies such
as Carbon Capture and Sequestration, which can play a role in emission reduction scenarios. Static
CO; capture potential analysis as well as project-related cost assessments have been thoroughly
reported in literature. These approaches have shortcomings. They assume constant boundary
conditions and usually focus on a single target year and region. Energy system model analysis
however require various geographical scopes and temporal horizons.

To address this need, a flexible model is developed to generate cost potential curves in a
Geographically distributed manner. In order to test the model, a literature research is done to
collect and harmonize input values such as cost and efficiency loss, these are then aggregated
and statistically analyzed to create error ranges of the model, given the diversity of the sources
the ranges are relatively wide. The geographical distribution is achieved using literature data
for industrial processes and open source energy production databases whose missing values are
completed using the available information within itself. To fill the gaps mainly in reported efficiency
values a computational regression model is built with moderately reliable results of 5% standard
error.

The cost potential distribution is calculated for the European union and their neighboring
countries, examples maps for Germany, Italy and the Netherlands are built from this, insights on
the spatial distribution of the sources are done. Curves for Germany are drawn showing a technical
potential exceeding 25 Mt/y only from industrial sources wit ha max price of 45 €/t and only on
demands of more than 70.7 Mt/y the fossil fuels become relevant with a potential of more than 200
Mt/y with a max price of 110 €/t.

Basic scenario developments are modeled for Germany and the EU27 countries using a naive
plant closing approach that builds on the GECO scenarios also considering the German coal phase
out, the industrial sector development is not modeled. There is a 310 Mt/y potential difference
between the Reference and 1.5°C scenarios for the EU27 countries and no difference for Germany
as the scenario emission goals are met by German coal phase-out by 2038.

A sensitivity analysis shows that higher efficiency losses imply a lower marginal cost of COg, the
same can be said for the Capacity factor effect, reducing the capture efficiency from 90 % to 50%
increases the cost from 80 €/t to 150 €/t and the potential is reduced from 1500Mt/y to 750 Mt/y .

To further validate the data, cross-validation of the amounts is done using Emission Reports
compiled in the PRIMAP project but the comparison potential is limited given the high dependency
of assumptions. Similarly with the aid of an alternative data source it was found that the whole
structure of the curve is sensitive to the input by changing the max potential from 1800 Mt/y to
1600 Mt/y and the median cost from 75 €/t to 50 €/t. With the available data it is concluded that
the production does not represent a bottleneck in the COs supply chain.
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Introduction

1.1 Problem

Reports F20 [2020] that the achievement of the 1.5°C global average temperature rise goal set by the
IPCC in 2018 is possible according to an advanced climate model published in the book Achieving
the Paris Climate Agreement Goals (APCAG). This model considers a complete replacement of
fossil fuels by renewable alternatives by 2050.

This model also considers a 6% share of synthetic fuels as part of the global final energy demand,
this accounts for an amount of 6328 PJ per year of fuels that have to be used to satisfy the demand
of the transportation sector in which electrification is expected to comprise up to a 50% share of it,
the rest from which will be satisfied using hydrogen and renewable fuels.

350,000

300,000

250,000
? RE District
— Hydrogen
B 200,000 . Geothermal
a
E 1 Biomass
g Direct E: 46% RE o
& 150,000 o solar Heat
@ IEIectqm;y_: Q4% RE
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©
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Figure 1.1: Energy supply scenarios for electricity, heat and mobility found in F20 [2020]

In order to be categorized as renewable, the production of synthetic fuels is highly dependent on
the usage of a source of carbon atoms that is equally renewable [Sterner, 2009], which usual form is
of a CO2 molecule. This raises the question of whether the availability of carbon from such sources
can be accounted to in a future where the usage of CO2 emitting fuels is expected to be drastically
reduced. Millinger et al. [2020] proposes a collection of scenarios in which the Excess Renewable
Electricity (ERE) is used to produce synthetic fuels, there it tackles the question picking a robust
set of assumptions using LCA based scenarios in which Carbon Capture and Utilization in the
production of fuels is assessed as part of the CO2 stream and considering the German power mix
goals.

Millinger et al. proposes in its model a global approach for the development of the availability
of carbon from captured sources, and it also considers a fixed price for the obtained carbon. At
the same time, the availability of ERE is highly geographically constrained [Scholz, 2012]. At
least during the energy transition, the cost and availability of carbon from captured sources are
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dependent on factors that are integral to the energy system. These facts pave the way to start
questioning if the cost assumptions of studies like the one from Millinger et al. still holds true after
taking the geographical distribution of the carbon sources into consideration. The first step to start
addressing this doubt is to find a way of conceptualize the geographical distribution of cost and
potential.

1.2 Background

Frohlich [2019] has done an analysis of the potential of CO2 from captured sources distribution for
the German territory to satisfy the demand from the transformation of ERE to gas or liquid fuel,the
methodology is similar to the one in this work but focused on the emission reduction potential.

The Carbon Capture and Utilization (CCU) technology CO2 reducing potential at a macro
scale is visited by Budinis et al. [2018], who makes a widely scoped analysis building differently
configured scenarios up to year 2100; it makes considerations of fossil fuel usage developments and
accomplishment of GHG reduction goals. It also has technology specific assumptions and builds up
on other widely cited studies like GCCS [2011], this makes it very useful to get a top level idea of
how the technology may develop; In terms of cost, it aggregates at a global level to reflect the total
investment is needed at that scale to achieve the scenarios it analyses.

At a plant scale there is abundant literature assessing the costs, each has a wide set of
assumptions that sets them apart from each other significantly, in the year 2005 the IPCC collected
the information of several of such studies to generate the chapters 3 and 9 of their Carbon Capture
and storage Report [IPCC, 2005], a very good collection of general sources for CCS studies to build
upon, said report was updated in 2015 by one of its original authors Rubin et al. [2015] assessing
the changes in assumptions that appeared in the time frame of 10 years. As an special mention, one
of such reports, the IEAGHG [2014] is one of the most extensive and openly available reports on
Coal plant CO2 capture performance. Rubin, in other work Rubin et al. [2013], proposed a general
methodology to asses carbon capture technologies cost estimates for power plant applications, here
he generates an extensive list of factors and terms that the different agencies utilize to generate
their reports. This in order to harmonize future publications, such harmonization is not exhaustive
but still able to make the results of said studies more easily comparable. This last paper is used as
guide to do the harmonization of values in this thesis.

The best example of the methodology is sought to develop in this study comes from Naims [2016]
where she makes a economic assessment of the potential supply and demand of CCS technologies,
she collects a series of technologies and builds potential curves which she later uses to analyses
different scenarios of demand from different industries in a global scale.

Von der Assen [2016] Does an analysis based on the emissions reported by the EEA [2019]. It
research energy demands of carbon capture in industrial and energy processes, develops a LCA
model to estimate a capture potential, calculates their GHG emission reduction and ranks their
usage on a theoretical future demand by their environmental impact potential.

The shortcoming this work intends to compensate for are the lack of a point specific bottom
up, source and technology sensitive estimation of the emission potential and capture cost of the
European continent. With the exception of Frohlich [2019], the analyses mentioned are either
based on total reported emissions and are aggregated at a very high level (European, World).
The approach in this thesis will bother less about emission reduction potential, as Frohlich and
Von der Assen do it already in a exhaustive way, and focus on the economical requirements, without
considering transport or any kind of tax or bonus.

1.3 Purpose

The mentioned studies are very helpful for doing general reports regarding the future of carbon
capture and utilization, is only when one has interest of analyzing the complexities of implementing
it into an actual spatially distributed system when the shortcoming start to show up, one of such
examples is the inclusion of this technology in a sector coupled model of the European energy
system [Brown T., 2018], such a model also requires flexible implementation of the geographical
distribution as they usually have various levels of aggregation; single node European level, countries,
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NUTS regions etc. Having a spatial and temporal resolution of cost implies a high number of
variables; such as fuel availability and prices, return of investment of the projects and technological
development of the capture technology are some among many others. At the date of the production
of this work, there are no published attempts to create supply cost curves for CO2 from carbon
capture sources in a geographically differentiated resolution. Because the existence of such curves
would be of relative value for scenario analysis, the steps for their production and the initial
attempts to do them will be addressed in this thesis.

The goal of this master thesis is first to develop and implement a methodology to produce a
geographically and temporally distributed dataset of cost and availability of carbon dioxide from
captured sources. Second, to exemplify its utilization by using it to produce an exemplary dataset
using publicly available European data of high CO2 producing industries and fossil fuel power
plants. And finally to use it to answer the following theoretical questions:

e What are the advantages and disadvantages of the different CO45 sources?

e Can a demand of 25 Mtco,/y by 2050 which corresponds to the highest demand in Millinger
et al. for Germany be met?

e If yes, under what cost can this demand be met?

e Economically, are fossil fuels a viable source of CO5?

1.4 Approach

The main characteristic of the methodology is that it’s data driven, its bottom up, and the values
are calculated as function of the industrial activity and not their reported emissions. It is highly
sensitive to the input data quality and the assumptions are kept at a minimum and only done when
it is absolutely necessary(Scenario analysis, for example). The idea is to make a data stream that
can be updated whenever new information is available or a different data source is to be included.
This is to allow the emergent inclusion of new sets of technological and economical assumptions.
This characteristic is preferred over a more fixed model given the rapid changing nature of the field
that is being worked with. Although the end product of this work is intended to include both power
and industrial sources, the basis for the cost calculations will be build around the power plant sector
because the area is already widely developed. This will be clarified in the theoretical framework and
material sections 3.1. This said, a major part of this thesis is dedicated to solving the challenges of
processing data from different sources and the production of a technically grounded homogenization.
Another important part is related to the selection of optimal input structures to which the data has
to be converted, analyzing the necessary fields and deciding what is relevant and what is not. Some
work is dedicated to the geographical distribution and algorithmic production of the cost potential
curves. And finally a rough implementation of scenario development is going to be addressed. An
example scenario study is presented to demonstrate the approach effectiveness and its uncertainties
as well to draw conclusions.



Technical Background

2.1 Carbon Capture Technologies

There is a number of ways to perform carbon capture based on different physical and chemical
properties of the CO2 molecule, to get general overview of some of these technologies, Figure 2.1
shows a classification in function of their active principles.

| I - I i - |
Absorption Adsorption Cryogenics Membranes . Microbial/Algal
P Systems

MEA Alumina Polyphenyleneoxide
Caustic Zeolite Polydimethylsiloxane
Other Activated C

Polypropelene

Selexol Pressure Swing
Rectisoal Temperature Swing _

Other Washing

Figure 2.1: Clasification of carbon capture technologies according to their active principles, IECM
[2019].

From a technical standpoint Carbon Capture, Utilization and Secuestration (CCUS) it’s already
in a commercial stage for Amine based chemical capture methods, their outputs are used in
Enhanced Oil Recovery, however there is still a lot of them in development stages that can play an
important role during the process of dacarbonising the industrial and energy sectors [Bui et al.,
2018].The stages of development of different carbon capture related technologies can be seen in
figure 2.2.

It can be noted that for power plants most of the capture technologies are in pilot or demon-
stration stages and only Post-combustion monoethanolamine (MEA) is at commercial stage,
unfortunately it has not gone beyond demonstration projects for industrial processes. From now, we
will concentrate in the MEA process for power plant gas streams, the understanding of this process
is important for the cost measurement section ( 3.2.3)and the generation of cost assumption values
for the power plant dataset. In order to get the technical background of the industrial process
assumptions one can visit the industrial processes section fo the methodology chapter ( 3.3.2).

Post-combustion monoethanolamine (MEA) is considered to be the current state of the art
process to remove COs from gas steams. It is represented in Figure 2.3 and consist on two main
operations, the absorption of carbon dioxide gas into a amine based sorbent and the stripping of
CO5 as a high concentration stream. [TECM, 2019]

The main source of cost of a amine based scrubber its the energy requirement of the sorbent
recovery, in fact the optimization of the energy flows is one of the main subjects of the research
and development efforts done around the technology [Lee et al., 2016]. Because of this, complexity
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Figure 2.2: Current development progress of carbon capture, storage and utilisation technologies in
terms of technology readiness level, Bui et al. [2018]
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Figure 2.3: Basic flowchart of CO4 removal using MEA absorpion, Roussanaly et al. [2013]

arises in the development of the plant configuration. The location of the CO2 removing module in
the process and the source of auxiliary energy to run it are very strong factors in the measurement
of its ecological and economical impact, this can be better appreciated in Mantripragada et al.
[2019] where models based on the two operating carbon capture power plants are compared yielding
significantly different results. The names of these projects are Boundary Dam, which is found in
Canada and it was retrofitted with an auxiliary gas power plant to provide energy for the capture
process; and Petra Nova, located in the US, it was retrofitted using the existing power units as
energy sources taking an efficiency penalty in the process. Both are amine based, although they
use different solvents. This does not only affect the overall performance but also the cost, as
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each configuration implies also a very different business model to be used. And although these
considerations have a significant weight in the final cost, they will be significantly simplified in this
work, this will be made clear in the measurements of cost section( 2.2).

We won'’t go into detail in other technologies but it is relevant to mention that membrane
technologies are depending on developments in material science and process engineering to become
commercially viable [Zhai, 2019]. As for other industries, the general process is similar and it is
adapted to each particular gas stream. The relevance of gas composition in the cost assumptions,
when the flue gas contains too much sulfur or any other acidic substance, the performance of the
absorption-stripping cycle for CO2 recovery will be greatly diminished by solvent degradation
[Zhou et al., 2013], because of this, there might be cases in which the addition of a Flue Gas
Desulphurization module has to be done, which in the case of retrofit projects implies an additional
cost of around 1000 €2019 per KW of energy for the captured carbon. [Dillon et al., 2013].

2.2 Measurements of Costs of CCUS

In Thermal power plant analysis, there is no standard way to report cost of carbon capture
technologies. There is various metrics that can be used depending on the boundary conditions of
the analysis to be done. For example the energy penalty, which measures the change of performance
of a reference energy plant with CCUS vs the same without the technology [Budinis et al., 2018],
this metric is very useful when assessing the technology in a way that can be technically comparable
to others. But to make a cost analysis in an economical frame work there has to be an inclusion of
other dimensions of the project like plant erection costs, operational expenditures, fuel prices, etc.
In order to do these inclusions there is a series of metrics based on the Levelized Cost of Electricity
(LCOE) that are used across several sources in the field dating back up to 2005[IPCC, 2005]. LCOE
is represented in Eq 2.1:

(TCC)(FCOF) + FOM
(CF)(8760)(P)

LCOE = +VOM + (HR)(FC) (2.1)

Where TCC is the total capital cost of the power plant project in monetary units (€), often
found in the literature with a basis per nominal capacity (€/MW); FCF is the fixed change factor
used to transform the capital cost into annuities [Rubin et al., 2013]; FOM is the Fixed Operation
and Maintenance (O&M) costs (€) often represented in the literature in a per nominal capacity
basis (€/MW*a); CF is the average capacity factor through the lifetime of the plant, it is multiplied
by 8760 to calculate the effective hours per year of the power plant, not so often one finds these
hours directly reported in the literature as Full Load Hours (FLH), concept mostly used referring
to renewables; P reports the net capacity of the power plant, or the effective capacity, it is related
to the actual electricity output of the plant, it should be differentiated from gross capacity which is
electricity production; VOM are all the O&M costs that vary in function of the generated energy(
€/MWh); HR is the Heat rate of the plant (MJ/MWHh), explained further in section 3.2 ; FC is the
fuel energy cost(€/MJ), the studies report this value based either on Low Heat Value (LHV) or High
Heat Value (HHV) basis, this has implications on the final cost as it is a function of the produced
heat as seen in equation 3.15. The LCOE or often just labeled as Cost of Electricity (COE), consist
of the net present cost of an energy unit generated by a power plant in a given timeframe, usually its
lifetime, but sometimes can be adjusted to be used in repowering or retrofitting projects|Witta Ebel,
2019], aspect which will be important later in this study. From here this metric can be calculated
to a series of reference and capture implemented plants to find the CO2 related metrics.

The first of these metrics is the cost of avoided CO2 which includes the whole CCUS chain,
inclusive transport and storage; it is wide in its scope and mostly apt for comparing different types
of projects like conventional power plants vs photovoltaic parks.

LCOEccys — LCOE, o
(tco,/MWhyep) — (tco,/MWhecus)

The subscript "ref" can be any reference scenario or project, not limited to the same power plant
with CCUS. (tCO2/MWh) refers to the amounts of CO2 in tons avoided per effective electricity

Cost of avoided COy = (2.2)
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generated. The second approach for measuring the cost of CO2 and the one preferred for this study
refers to the cost of CO2 captured 2.3.

LCOEccys — LCOE, o
tCOQ /Mthaptured

It is strictly on site as it ignores subsequent costs of transport and storage. The reason it is preferred
in this study is because such assumption allows more flexibility at the time of using the output
value as an input into other process analysis.

From Eq 2.1 we can discern how are the different components of the cost of electricity, and as
consequence the cost of CO2 captured, related. The first component is attributed to the capital
cost; in general it is the value attributed to the erection of a power plant, it can have different
values depending on the analysis level that is being done, this varies among studies and can be
expressed in its different layers as follows [Rubin et al., 2013]:

Cost of captured COy =

(2.3)

BEC : (Bare Erected Cost) It is the lowest layer and comprises of the equipment, the supporting
facilities and the labor including material and sales taxes.

EPC (Engineering Procurement and Construction cost) It is the BEC plus engineering services.
TPC (Total plant cost)It is all of the above with the contingencies of the process and project added.

TOC (Total overnight cost)This includes a series of costs together called Owner’s costs which are
for example: Land, feasibility studies, incentives and initial materials.

TCR (Total capital requirement)This includes cost escalation and interests during the construction
process.

For this thesis the assumptions to be done are on the level of TCR for the calculation of the LCOE in
the different power plant projects to be analyzed. The next factor is the Operation and Maintenance
(O&M) which has two main components, the Variable Operation and Maintenance (VOM) and
the Variable Operation and Maintenance (VOM). The former consist on those associated to the
production of electricity like the chemicals for flue gas cleaning and the later are the ones considered
fixed for the plant, like labor. There is several ways to calculate them but for the simplicity of the
estimations a percentage of the power plant erection costs will be utilized. And finally the last
component is the one associated to the cost of fuel, this is in some cases like in the use of MEA
the most influential factor in the cost of captured carbon as the process is energy intensive, this
implies a methodological challenge since energy carrier prices fluctuate across time, the effect of
these prices can be seen in the sensitivity analysis section 4.6.

2.3 Power Plant Technologies

The equations presented in the previous section are general for the power sector. In order to conduct
the analysis, the different authors in the literature researched for this thesis differentiate among
types of fuels and power plant technologies. This section is built in order to ensure the reader has a
basic understanding the importance of this differentiation for the development of the cost potential
curves.

2.3.1 Coal based power plants

Coal power represented in 2019 25.6% of the global primary energy consumption [Gaeldicke, 2019].
The dominant technology for the construction of new plants is Super Critical Pulverized Coal
(SCPC) which is also a mature technology meaning it has very low room for improvement having a
maximum efficiency of 46%(LHV) with the potential of reaching around 50% with the so called Ultra
Super Critical Pulverized Coal (USPC) technology[IEA, 2010]. The configuration of these power
plants consist on the feeding of a furnace with previously pulverized coal for direct combustion, the
supercritical, ultra-supercritical, sub-critical definition comes from the thermodynamic conditions
of the oxidized gas stream being above the water vapor critical pressure of around 220 bar [Sarkar,
2015].
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Another coal technology is the Integrated Gasification Coal Combustion (IGCC). This is a
developing technology consisting of the preheating of the coal in an inert atmosphere to release
the combustible gases (CO and Hs) to then use them in a gas and steam turbines combination in
a similar fashion to a natural gas combined cycle. Theoretically it can achieve higher efficiencies
than the PC but there is questions raised regarding the fact it is not completely avoiding GHG
emissions. [IEA, 2010]

The efficiency of the power plant is inversely proportional to the heat rate, CO2 concentration
in the flue gas is inversely proportional to the efficiency. On a larger scope there is effect of the
process steps like storage and transportation on the emissions of the power plant, a very important
matter addressed by LCA analyses. However, the majority of the emissions come from the fuel
burning in the flue gas stream, those are the ones that are to be considered in this work because
they are the only capturable emissions. This said, there is a further differentiation among coal
power plants that is to be addressed.

In relation to the type of fuel, coal power is divided into lignite and hard coal plants. The first
consisting on lower quality fuels with more water, less specific heat and higher emissions which in
place are associated with lower plant efficiency; lignite power plants are usually located next to the
fuel source to avoid transportation and make up for the low return value they have, one example is
Schwarze Pumpe operated by the LEAG group and found in Vattenfall, Germany. The second type
has usually higher efficiencies, uses relatively less purer coal forms and is not necessarily located
near the source of energy, an example of this type of power plant is the one operated by RWE and
located in Neurath, Germany.

2.3.2 Natural gas based power plants

Natural gas was in 2019 the 22% of the global primary energy consumption [Gaeldicke, 2019]. There
is two main technologies for natural gas power generation Open Cycle Gas Turbine (OCGT) and
Combined Cycle Gas Turbine (CCGT). The first consist on a single compressor-turbine connected
to a generator, the second has the same initial principle with the addition of a vapor based energy
recovery cycle. The efficiencies of the OCGT are around 35% while for the CCGT can theoretically
reach the 60% mark. While the coal is expected to be reduce in most scenarios in the short term,
gas is often considered as a growing alternative given its lower specific emissions. OCGT is not
considered as a candidate for carbon capture in the literature while the considerations of CCGT
often lean towards the construction of new plants, not retrofitting existing ones.



Methodology

3.1 Materials

To achieve the objectives of this thesis a complementary tool was developed to systematically
transform data, do calculations and generate outputs. This tool is primarily programmed in python
3.8 using a collection of resources that will be listed in the following sections.

3.1.1 Software

The code used in this work is completely written in python 3.8. There is various grounds to pick
said language. The first being that there is a very rich collection of open source work on energy
system analysis available in python, one outstanding example is PyPSA [Brown T., 2018] which is
already referenced in several papers and used to build complex models. Another ground is the fact
that python is very easy to write on and be read by other people, the simplicity of the language
makes up for things like lower efficiency than other options. And lastly, given its popularity there
is a wide collection of packages that can ease the execution of complex task like building regression
models. Other software used in this work is:

o QGIS, Despite most of the geographical output is being done in python, QGIS is going to
be used as a support tool for representation of input and intermediate geographical data.

o Git is the state of the art software for version control, it is used to manage the development.

e MS Excel, Some of the source material is in an excel format, so this software is necessary
to adapt these, the code books for the input are also built as excel files for accessibility.

e Pycharm as main IDE software used to write the code.

3.1.2 Packages

There is a number of third party python packages used in this work, the ones that are standard for
python development like numpy are not listed here, instead we list the tools of specific intend:

e Pandas, a data library to perform database like operations. This is the main tool for the
systematical calculation of values.

e Geopandas, a library built around pandas with geographical operations implemented, itself
contains representation libraries like cartopy. This is used mainly for geographical aggregation.

e Scikit-learn, a machine learning library used in this work for creating regression models
e matplotlib, and a higher level package, seaborn, for the construction of plots.

e powerplantmatching, API to obtain the power plant matching dataset, more on this in
the database section.

e missingno, library to visualize the completeness of data.
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3.1.3 Datasets

Open source data is used in this thesis but it is not bound exclusively to these data sources; the
method is generic and as long as the data source contains the input specified in the Data Flow
section, it should work, in order to validate this assumption an internal database will be used.For
the geographical distribution of data the official European Union data for the NUTS regions from
2016 is used. EUROSTAT [2020].

For cost and investment developments a series of indexes were used. The first of them is
the CEPCI, sourced from the official website reports of the Chemical Engineering Magazine
[ChemicalEngineeringOnline, 2019] for the values after 2016, and from Turton [2018] for the values
before, this is a general indicator for the prices development of the chemical industry. For the
price development of the operational and plant capital costs the UOCI/UCCI from the THS [2020a]
is used, the values however are not in a table form, they are openly as graphics in the company
website, they are tabulated from there. The graphics are shown in Figures 3.1a and 3.1b.

Upstream Capital Cost Index Upstream operating costs index
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Figure 3.1: Energy sector capital and operating cost indexes from the THS [2020a,b]

For the transformations of fuel costs, commodity price indexes were obtained from the World
Bank Group [2020] for coal costs and the Henry Hub index [EIA, 2020a] for natural gas. An
exchange rate for Euro vs Dollar transformations was extracted from Macrotrends [2020]. The
details of the use of these indexes will be shown in the Harmonization section, all the index values
used can be seen in table 3.4

Thanks to a collection of private and open source institutions, there is a rich collection of data
related to power plants and industrial activity. The information ranges from basic like geographical
location to detailed analysis and annual emission reports. The openmod [2020] initiative, for
example, runs a wiki page that collects models electricity markets, demand and networks across
different geographical and temporal scopes; data of energy demand, production and available
technologies . All of this information is open to the public and have some sort of open license.
Among their sources there is also tools that harmonize different sources to generate one that is
richer and more complete, one of the most significant to this work is the Power Plant Matching
(PPM) F. Gotzens and Hofmann [2019]. The advantages and disadvantages of different datasets
are outlined in Table 3.1. Other sources exist but are not listed as they are all mostly already
processed and contained in either Open Power System Data (OPSD) [Jens Weibezahn, 2018] or
PPM.

For further comparison the sources, a package for visualization of data is used [Bilogur, 2018].
In Figures 3.2b, 3.2a and 3.2c we can appreciate in color black the data that is available and
in white the data that is not, each column represents a column in the source and the rightmost
column summarizes the general shape of the data completeness, the number at the bottom left is
the size of the dataset. In order to be made comparable, both datasets were filtered to include only
the information regarding conventional power plants. It is important to remark how the dataset
geographical information of the OPSD is represented mostly in addresses while in the PPM they are
all already parsed into geographical points. The reason why PPM seems to be a smaller data set
for almost the same region is because it aggregates energy units while OPSD has them separated.
The efficiency data available from OPSD is only for the German network.
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Dataset

Advantages

Disadvantages

Open Power System Data
[Jens Weibezahn, 2018]

Industry About
[industryabout, 2019]

Power Plant Matching
[F. Gotzens and Hofmann,
2019

It has an extensive coverage
of individual power units.

It is the one with the better
commissioning year complete-
ness.

It contains some points with
efficiency data.

Data is almost completely pro-
cessed.

It has an extensive coverage
of number of units, capacities
and technologies.

It contains information from
countries .across the world

It has a wide coverage in the
European union

It is very well processed, espe-
cially on the geographical side.
As it has almost 100 % of the
points

Its geographical details like
longitude and latitude are lim-
ited to an extent.

It’s limited to the European
Union.

One major weakness is that
the classification of plants ac-
cording to their energy source
is not very specific in some
cases.

The data has to be heavily
processed in order to be used
in any kind of model, needs
the development of a web pars-
ing tool.

Some of the sources are not
updated.

Although it’s supposed to re-
port efficiency, at the time of
writing this work the feature
was not working.

It is also limited to the Euro-
pean union.

Table 3.1: Advantages and Disadvantages of using different power plant data sets.

3.1.4 Literature

To do significant cost estimations an harmonization of scientific and industrial values is to be done,
the details of this methodic will be explained in the next section, for now is important to know
that a large number of literature sources for carbon capture cost values. These sources and their
extracted values are listed in the appendix 6

3.2 Reference Harmonization

There are two different approaches to input the cost assumptions to the model. The first of it is
taking reference values from existing data collections built for the goal of doing such kind of analyses.
The second being producing a set of assumptions aggregating statistically a series of researched of
literature values. By doing either of those approaches there is a need of an harmonization of values
to make them comparable among each other. The harmonization consist mainly in making sure the
units used are the same and the cost values are in the same reference year. The general process of
harmonization is represented in figure 3.3.

For the aggregation, a manual extraction of the data values was done, the general structure,
data types and explanation of each input row can be found in appendix 6

3.2.1 Unit Harmonization

The harmonization of units is needed given the wide range of reference reporting formats. Each one
of the sources that are being worked with has, depending on their objectives, a different structure
of their reported values; some only report final LCOE and their compositions, some do the cost
in a yearly basis and some as a whole for the project. There are also differences between the
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measurement units, for example, American studies tend to report in imperial units and some studies
change the order of magnitude to achieve better clarity. Other ground for this need is that some
studies don’t report some values, but these can be obtained by using the given values, an example
from this is calculating the specific fuel emissions; some reports only report on the emissions of the
power plant itself, but they also report heat rates or efficiency so a transformation can be done
very easily.

FEach numeric value associated with a dimension with units or series of them was transformed
into a set of general units, which are represented in table 3.2.

Value Units

Heat kJ GJ
Electricity kWh

Mass kgCO2 tonCO4

Table 3.2: Reference units

In general, mass units will be represented in Kg or tons depending of the context, heat will be
represented in multiples of Joule and electricity Kilowatt-hour/Megawatt hour out of convention.
These are going to be used consistently and if the input is in Imperial units, the necessary
transformations will be done.

Cost values are reported in different formats, Capital cost is often represented as capital required
per unit of nominal capacity (€/MW) but there is cases where only the total cost is given, Because
of this a transformation is done to have values in the first form. Similarly, Fixed Operational and
Maintenance(FOM) values are often represented as a total for the project, but it is not rare to find
yearly representations or even per nominal capacity, Variable Operational and Maintenance(VOM)
values are presented more consistently as costs per energy unit, given the high variability among the
FOM representations, the harmonization is done by adding together VOM and FOM, sometimes
FOM has to be transformed from the reported units into the same of VOM. In this part of the
homogenization however, there is no currency value transformation, the homogenization is done
in a generic currency unit (CURR). The value transformation happens in the cost harmonization
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module of the process.

There is no clear convention on how to represent the effectiveness of the heat conversion. Some
studies report heat rates(HR) and some others Efficiencies. These are easily interchangeable by
matching the energy units of the electricity generated with the necessary heat. Heat Rate is KJ
of heat per kWh of electricity so to transform the value to efficiency one muss simply invert and
multiply by 3600 seconds that correspond to an hour. To get the Heat rate from the Efficiency one
should just do the opposite (Equation 3.1).

3600
1

HR (3.1)

There is also differences among the heat value used, some of the studies report on High calorific
value and others in Low calorific values; given that the price of the Fuels is consistent with this
rates in each study there is no need of homogenization in that ground.

Despite doing the calculation themselves, some of the studies do not report directly the Fuel
Emission Factors (EF). These are associated with the type of fuel used and the calorific value
basis. However, there is a very simple work around this. Most studies report on the plant specific
emissions (SE) and heat rates (HR) or efficiencies. Using these values we can calculate the utilized
fuel specific emission factors (Equation 3.2).

SE

EF = —
HR

(3.2)

The fixed cost factor is an adjustment done to the capital cost to account the effect of inflation
in the cost of the project across the length of it. It is a function of the inflation rate (r) and the
length of the project life in years (T) (Equation 3.3) [Rubin et al., 2013].

rx(1+7r)T

FOF=1""T1)
¢ 14+nrnT-1

(3.3)

Some Studies report fuel cost of the fuels as per mass or volume unit. In these cases it is
necessary to transform the values in to energy related costs. To do so, the Heat Value basis should
be known. This is either High Heat Value or Low Heat Value. Most studies report this basis. To
convert the Cost from one basis to another the following calculation has to be done(Equation 3.4).

FCMass

FCHeut = HV

(3.4)

3.2.2 Cost Harmonization

In order to make the comparison of the costs significant a series of prices and cost conversions has
to be done. These conversions are related to the type of cost, namely if it is a capital investment, if
it is related to operation of the assets or if it is related to a commodity. These different costs have
different developments that can be tracked using indicators that are reported periodically. There is
another transformation to be done which is the currency exchange, it takes place at various steps
of the process to ensure consistency. The indicators used are obtained from the sources listed in
the datasets section, they and the component they are related to can be seen in table 3.3.

In order to have a consistent effect of the indicators, before the transformations, all the values
are homogenized into USD at their given years. This is mostly because the indicators are developed
taking in account the american market and take into account inflation of the USD. Once they are
all in USD, the general formula to transform a value is shown in Equation 3.5 .

Inew
View = Vies * (3.5)
Iref

The cost development indexes have reported values in a yearly basis that can and should be taken
as they are. For the fuel development indexes that it is not the case, the reports go all the way
down to daily granularity, so they should be aggregated to calculate an annual average. Same for
the currency exchange rates. The development of the used index can be seen in figure 3.4 and



3.2. REFERENCE HARMONIZATION

15

Indicator Source Cost Component
Upstream Operational Cost IHS Markit Costs associated to

Index (UOCI) Operation and Maintenance
Upstream Capital Cost Index IHS Markit Capital costs

(UCCI)

Henry Hub Index

Coal Commodity Prices

Historical Euro-USD
Exchange Rate

Chemical Engineering Plant
Cost Index (CEPCI)

U.S. Energy Information Ad-
ministration (EIA)

The World Bank Organization

Macrotrends

Chemical Engineering
Magazine

Natural Gas Prices

Coal Prices

Development of the Exchange
rates

Optional replacement for IHS
indexes in the differential cap-
ital cost of carbon capture.

Table 3.3: Assigned uses of the indicators

table 3.4. These values are used based on a reference Year corresponding to the earliest date of the
literature, the values were converted to 2019 due to data availability for 2020 not being complete
for all the sources. After doing this harmonization, the output values are used to calculate newly

the cost of carbon capture.

Year UOCI UCCI CEPCI Coal EUR-USD Natural Gas

2002 1.00 1.00 1.00 1.00 1.00 1.00

2005 1.50 1.07 1.18 1.88 1.32 2.62

2008 1.80 2.10 1.32 2.84 1.47 1.17

2009 1.70 1.90 1.39 3.91 1.40 1.30

2010 1.60 1.90 1.45 5.02 1.56 2.63

2011 1.90 2.19 143 3.34 1.40 1.11

2013 1.85 2.00 1.48 4.80 1.47 1.19

2017 1.65 1.62 1.43 3.50 1.19 0.89

2019 1.70 1.72 1.53 3.08 1.20 0.76

Table 3.4: Index values with 2002 reference

§ UOCI
« UCcI
= 47
% —— CEPCI
ki ) —— COALIDX
é — —— EURUSD
= NGIDX

T T T T T T T T
2002 2004 2006 2008 2010 2012 2014 2016 2018

YEAR

Figure 3.4: Relative development after 2002 of cost indexes
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3.2.3 Calculation of cost of carbon capture for individual plants

The calculation of the harmonized cost of carbon capture is done based on Equations 2.1 and 2.3,
Considering the TCC and FOM reported per net capacity units (TCCP and FOMP) the COE for
the reference case can be written as Equation 3.6.

(TCCPye)(FCF) + (FOMPrey)

COE,cy = (CF)(3766) +VOM,er+ (HRyey)(FC) (3.6)
Same for the captured case, Equation 3.7.
COE,, = LCCLFCF) + (FOMPee) v 0r o (R, )(FC) (3.7)

(CF)(8766)

We can also consider the capture case as a function of the base case and the additional values
from adding CC. Equation 3.8.

Oicc = Oires + 060 ,0; € {TCCP, FOMP,VOM, HR} (3.8)

With 3.8 we can rewrite 3.7 as 3.9
(CF)(8766) (3.9)
+VOM,ey +0VOM + (HR.. + 0HR)(FC)

COE,.. =

With 3.9 we calculate the numerator of 2.3 yielding 3.10 which represents the differential cost
of electricity purely in terms of the added carbon capture module.

(0TCCP)(FCF) + (SFOMP)
(CF)(8766)

COEqys = +6VOM + (SHR)(FC) (3.10)

The denominator of 2.3 cn be simplified in a similar fashion with equations 3.11 and 3.12 and
3.10 yielding 3.13

tcoy /MW hemittea = HR % EF (3.11)
tCOz /Mthaptured =n* (tCOg /MWhemitted) (312)

TCCP)(FCF FOMP

OTCCPIFCE) + BFOMP) | 5,00 4 (5HR)(FC)
Cost of captured COy = (CF)(8766) (3.13)
P 2= (HRyef + 0HR) % EF % eapture '
Using the assumption of unified values of VOM and FOM, 3.14.
JFOMP

0OM = ————+0VOM .14
OM = emses VO (3:14)

We can yield equation 3.15 which will be used to calculate the harmonized and end model cost
of carbon capture.

(6TCCP)(FCF)
(CF)(8766)
(HRref + 5HR) * BF * Tlcapture

+d0M + (6HR)(FC)
Cost of captured COy =

(3.15)

3.2.4 Assumptions for the harmonization of values

For the creation of a cost of carbon capture distribution using equation 2.3 the following technical
and economical assumptions were taken for each of the points in the analyzed sources:

e The costs correspond to the state of the art method of carbon capture, which, in the case of
the used literature corresponds to a variation of the MEA process.
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e The reference currency for all the cost values is 2019€. The order of the indexes for the
transformation are those mentioned in table 3.4 and their values are those in table 3.3

e The efficiencies(heat rates) of the power plants, the costs and emission factors of the fuels were
not modified in regard to their heat value basis. The ground is that it is expected that they
are consistent within each study and doing transformatios in such regards would imply having
to create a particular set of assumptions for each of the studies which can bring unnecessary
uncertainty that may skew the comparation among values. The option to harmonize the fuel
costs is however implemented in the code with transformations of High calorific values to Low
calorific values based on reference fuels but not considered in this thesis.

e The life of the plants, as well as the return rate are harmonized to 25 years and 10% respectively
(as it was the most common value pair used) and they are used to calculate the FCF using
3.3. An option for not doing so is implemented however.

o Given the capture efficiency from the studies is consistently around the value of 90% only with
very few exceptions (see appendix 6) this value is used, this parameter affects significantly
the output, so it is analyzed during the sensitivity analysis 4.6.

3.2.5 Statistical aggregation of harmonized literature values

To do an statistical aggregation of the data obtained two main groups will be identified, for each
one of the variables related to the addition of a carbon capture module a series of analysis will be
done based on the potential characteristics of the power plant that are available from the data
sources. From this analysis the aggregation will be done in the form of a single average with
standard deviation calculated from the values or a linear regression whenever a trend is found.

Some of the sources worked at explicitly report for Retrofit of power plants, since retrofitting
will be the main focus of this study, ruling out that we can do an aggregation based on all the
values obtained or just the ones that represent retrofit studies, which are way less, is important.
In order to consider them independently or not we have to test if they could belong to the mix
of all the values. For doing so, we perform a Kolmogorov-Smirnov test on the distributions with
the following hypotheses. This test the goodness of fit of two distributions as a whole and it is
used to find out if the two samples are likely from the same distribution or not [SPR, 2008]. The
hypotheses used are the following;:

Hj : "The 2 independent samples are drawn from the same continuous distribution"  (3.16)
H; : "The no retrofit sample has a lower cumulative distribution than the retrofit " (3.17)

After this test, depending on the result, values will be analyzed for their mean, median, standard
deviation and other distribution properties. If a regression trend against the power plant related
variables is found a line will be fit and used as an assumption in the analysis.

3.3 Geographical Distribution of Potential and Cost

For the creation of a geographical distribution of potential cost of carbon capture for a determined
process there are two main parts that have to come together. First a geographically distributed
indicator of the activity of a process and secondly a function that calculates emissions as function
of this activity (Equation 3.18) and another that calculates the cost of capturing these emissions.

eg.s = flag.s) (3.18)
Cg,s = fleg,s) (3.19)
where:
g : geographical point

s : source type
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e : emission rate
a : activity rate
¢ : cost of carbon capture

For the case of conventional power plant technologies these two last functions are combined in
3.15, in this case the cost is also affected by the activity itself given the energy for the process is
obtained from the same power plant, this is not necessarily the case for other industrial processes
or for power plant configurations that use external sources of energy.

3.3.1 Conventional power plants distribution

To apply equation 3.15 to every power plant some values have to be generalized and others have to
be assigned depending on the characteristics of the point, this process is dependent on the data
source used. It was earlier mentioned that there were various options from data sources to pick.
and after doing a comparison using figure 3.2 and a reading of the documentation it was decided
that the power plant matching (PPM) dataset was to be used.

The PPM dataset has the following columns that are relevant to this work: Capacity, Location,
Type of Fuel, Type of power technology, Year of Commission, year of last retrofit and labels to
associate to other data sources. Most of them have no missing values so we are good to take them
to the next step. Besides this, there is technical information that it is still needed before adding
the cost parameters; a value for heat rate, fuel heat value and emission factors are needed. To
deal with the fuel part an harmonization for each type of fuel can be done, this will be detailed in
the assumptions part of this section, for the efficiency there is two approaches that can be taken,
the first being taking a set of assumptions from another source and the second a novel method
developed for this thesis explained in the next subsection.

With the technical information assigned the values from adding carbon capture can be matched,
for doing so there is two possible approaches: One is to use values from reference data sources like
Agency [2016] and Klaus Gorner [2016]. The second is done by using the statistical aggregation of
the values obtained from the harmonization section. Once matched with values the calculations are
done using 3.15. The steps described in this section for the production of an unified geographical
data are shown in Figure 3.5.

3.3.2 Industrial processes

For the geographical distribution and activity values of industrial processes, from which in the case
of this thesis only Cement and Steel production will be considered, the industryabout [2019] data
compiled by Hu [2019] will be used. The cement plant calculations will be done based on values and
equations reported by Gardarsdottir et al. [2019]. In the case of steel, the cost and assumptions
will be taken from Kuramochi et al. [2012]. The cost from both sources will be transformed using
the indexes reported in the harmonization section.

To calculate the cost of CO5 from the production process specific emission an capture rates
have to be calculated. These are obtained using equations 3.20 where the specific emissions are
added to the indirect emissions associated with energy production of the process and 3.21 where
energy emissions are calculated as a function of emission factor and required power.

€clk,eq = Eclk T €el,clk (3.20)
Cel,clk = €el * Pei,cik (3.21)

The cement data has production values of tons of cement production per year, however emissions
are associated to clinker production, the clinker/cement ratio varies across product specifications,
for simplification, the average value reported by Hu [2019] will be used. Based on the clinker
production a total emission is calculated based on values reported in Gardarsdottir et al. [2019].
Using this value and an efficiency value we can obtain the captured carbon. With the captured
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Figure 3.5: General process of the creation of a geographical distribution of cost of carbon capture

values and the cost reported by Gardarsdottir et al. [2019], the cost of carbon capture can be
reported as in equation 3.22 where COC means Cost of Clinker.

OOCcapture — COCref

1 * €clk,eq

Cost of captured COy Cement = (3.22)

In the case of Iron and steel plants, the costs and capture values were taken directly from
Kuramochi et al. [2012]. All the reported values were reported as function of the plant production(p),
the values of captured COs are calculated with 3.23. The cost values are scaled through an scaling
index with equation 3.24. The cost of carbon capture in a particular plant is calculated with 3.25
and to transform it to a ratio of captured carbon equation 3.26 is used.

COQcaptured,steel = Dsteel * Csteel (323)
_ Psteel sf
COStproduction,specific - - (324)
Dsteel,ref
COStCOgcapture = OOStproduction,specific,capture - COStproduction,specific,reference (325)

COStCOg capture

Cost of captured COy Steel = (3.26)

COQ captured,steel

The values for cement cost are collected in table 3.5 and the ones for steel are found in 3.6
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Name Value Units
Clinker emission factor 0.5 kgco, / KeClinker
Clinker cement ratio 0.5  kgClinker / K&Cement

Cost of clinker reference plant 62.6 2014€/tclinker
Cost of clinker Capture plant 107.4  2014€/tClinker

Specific power, reference 15.88 MW /Mtciinker
Specific power, capture 29.5  MW/Mtciinker
Electricity emission factor 850 Kg/ MWh

Table 3.5: Assumption collection for Cement power plants [Gardarsdottir et al., 2019]

Name Value Units

Specific capture, Blast furnace 890 kgco, / tpig Iron
Cost of production with capture 420 2007€ /tron
Pig Iron to Steel Ratio 1

Cost of production, reference 300 2007€ /tron
Scaling factor -0.2

Reference scale 4 Mt/y

Table 3.6: Assumption collection for Steel power plants, [Kuramochi et al., 2012]

3.3.3 Strategies for the completion of efficiency data

Given the relevance of plant efficiency for the calculation of emissions and cost having values for
efficiency is of great importance. Power plant projects are extremely diverse as they are built
to fit the particular needs and characteristics of the region they are built in. This means that,
assigning an efficiency value is not a simple task. To perform this compensation one can use different
approaches, the simplest of them is a naive estimation using literature values for average efficiencies,
the second is to associate it to other plant properties such as erection year, capacity and main fuel.
From this second approach there is also the possibility to find values in the literature.

For this work we exercise a methodology that uses available information to complete the missing
values using open data. One problem with this approach is that, currently, the data sources have
limited availability of efficiency information as only the OPSD dataset for Germany has such
characteristic with around 115 reported values. The amount and distribution are rich enough to
be used as a source for an estimation to feed the other data points. Using this information we
can develop a regression model that can be trained using the existing data and then apply it to
estimate the missing efficiency values.

There is in the state of the art, many ways of completing missing data from a dataset. Some
examples are: Probabilistic classification like Naive Bayes, linear regression, support vector ma-
chines(SVM) and decision trees. The tool to be used depends strongly on the type of dependent
and independent variables to be analyzed. By looking at the selection of variables used they can be
divided in numerical and categorical (Table 3.7). Given the fact that there is this mixture, using a

Categorical variables Numerical variables

Nominal capacity
Type of fuel Year of plant comission
Year of last retrofit

Table 3.7: Variables for regression of efficiency

regression can be tricky and may lead to misleading results. The dependent variable is continuous,
so using a probabilistic approach is not considered. Ruling out a support vector machine is harder
but justified by the fact that categorical and numerical independent variables are being used. This
lets us boil down to using a decision tree structure, however a single tree, despite the small amount
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of independent variables is prone to error because the degree of effect for each variable is unknown.
This problem can be worked around very easily by having an ensemble of trees that have different
input independent variable vectors, that go through the process of being built and updated based
on a loss function; the model composed of the ensemble of trees is called a Random Forest [Breiman,
2001].

The input of the trees has to be conditioned to get a better result. First, the categorical variables
must be encoded, and because they are a small amount the best way to go is one-hot vector encoding
[Geron, 2017]; That means to turn the columns of categories into series of columns associated with
each characteristic and values of 0 if the data point does not have the characteristic and 1 if it
does. For the numerical values, one option is to scale the values using a minmax normalization;
turning the maximum number into 1 and the minimum to 0, but this is not necessary for the tree
algorithms given their comparative nature, however, the scaling is done to open the possibility of
using the same data input to perform a different kind of regression if it is necessary. When the
training data is transformed, also the data to be predicted has to be transformed so that adds
computations to be done, but given the scale of the data sets that is not currently an issue.

A last feature conversion is being done. It is related to the year and retrofit variable. In the
data sets, these variables are being reported in the form of years. In the case of the retrofit variable
its availability is intermittent, naturally, as not every plant has been retrofitted. But it creates a
complex relationship with the effect of age in the efficiency. It is to be expected that the retrofitted
plants have been updated used technology of the time they were retrofitted, so the relationship
between the year they were built and the efficiency is expected to be less strong, but at the same
time it is not expected that the correlation is as strong as if the plant was completely build that year,
because the retrofitted plant may have old units still operating or parts that are deteriorated but
are not worth being replaced yet. In order to take in account this complexity, a feature engineering
is done: First, if the power plant has a retrofit year, this year will replace the commissioning year
variable to take in account the latest year they are related to in a technological sense; second, the
retrofit variable will be turned into a binary variable, so the decision trees can assign some weight
to the effect of having the plants retrofitted and not.

In the prediction step, similar transformations have to be done, with some modifications. If the
commissioning year information is not available in a data point, the average year is being used as a
dummy. In the case of the capacity, in these datasets all the points have a value so this kind of
transformation is not being done.

For comparison of the performance of this approach, a linear regression with the comissioning
year and a single fixed value assumption dataset are created. These will be tested with random
selections from the source points to asses the error.

3.3.4 Geographical aggregation

In general the geographical aggregation consist in taking a resolution, namely NUTS level; load the
polygons at this resolution and then find all the points in the dataset that are found within each one
of these polygons. Next, values are aggregated by summing them and the cost values by averaging
them. From the polygon then a centroid is calculated and this is assigned as the new geographical
representation of the point. The aggregated values can then be relabeled to a lower NUTS level
to generate curves using these new points. In a practical sense, having this characteristic helps a
potential user of the data to have choices in which resolution of data to use.

3.3.5 Assumptions for inclusion of Biomass and Biogas

The power plant matching contains data on bioenergy power plants but it does not specify the type
of fuel used. To have a general idea of the distribution of the bioenergy sourced Captured COq
these values are matched just as its done with the fossil fuels but with costs and emission values
sourced from Mollersten et al. [2003] where black liquor from pulp mills is considered as energy
source. It is to be noted that analyzing the complexity of biomass and biogas cost and potential
can be an independent project by itself as it can be seen in Zhang et al. [2020].
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3.3.6 Assumptions for the geographical distribution of cost
For the power plant value cost calculation the following assumptions are considered:

e The life time of the powerplants with retrofitted carbon capture is homogenized to 25 years
and their return rate is fixed to 10% per year.

e The capture efficiency is assumed to be 90%.
e The capacity factors of the plants are generalized in table 3.8.

e For fuels, the values assumed are shown in table 3.9.

Energy source Capacity Factor

Lignite 50%
Hard Coal 50%
Natural Gas 50%
Bioenergy 30%

Table 3.8: Capacity factors assumed for the different energy production processes [Morales Pedraza,
2019]

Type Name HHV LHV Cost EF
GJ/ton(m?) GJ/ton(m?3) 2019USD/ton(m?®) Kgco,/GJ

Hard Coal linois 25.35 24.12 34.47 94
6

Lignite Powder 11.86 10.07 10.43 110
River
Basin

Natural Gas 40 36 84.3 56

Bioenergy Black 21 19.3 63 71
Liquor

Table 3.9: Fuel value assumptions, [EIA, 2020c], [EIA, 2020b], [Mollersten et al., 2003]

As boundary condition of this thesis a state of the art approach to capture technologies will
be considered, this means that only well documented technologies are to be considered in the
potentials; this is however not hard coded and can be easily expanded to include more technologies.

3.4 Cost Potential Curves

A cost potential curve for a determined area is created using the formula established by Naims [2016].
Which sorts the values from the lowest available cost to the highest in the collection (Equation
3.27). In the case of this thesis, however, the sorted indexes will correspond to a geographical point
for a determined technology which could either be aggregated or not, this instead of the totals for
the carbon producing processes.

p(q) = piVq €] q1-1; 4] (3.27)
For the space U as the union of all the quantity intervals sorted :
Ui (gi-1;q7) (3.28)

i : Rank of the CO4 emitting source geographical point.

n : Number of ranked sources
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pi : Captured cost €/tCOx.
¢; : Total emissions, Mt/y.

The process of producing a curve will be done for every geographical region given as input, and
will be performed for all the points within the given region. After all the curves are produced,
the values will be displayed in a single graph. The general process for the curve production is
represented in figure 3.6
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Figure 3.6: General process of the production of cost potential curves

3.4.1 Scenario Development

The analysis of detailed scenario development is not within the scope of this work. Despite that, a
rudimentary estimation based on energy system and environmental emission scenarios is going to
be applied for demonstration porpoises.

The Global Energy and Climate Outlook (GECO) 2019 edition [Keramidas K., 2021] analyses
development pathways of the global energy system. It considers macroeconomic and technological
assumptions that represent the set of decisions that would have to be taken in order to achieve the
2°C temperature rise above preindustrial levels goal. This is compared with a reference scenario and
a more ambitious 1.5°C scenario. These scenarios consider decarbonisation of the energy system as
one of the key elements of the transition process. They can give an insight of the future availability
of CO2.

Another reason to chose the GECO scenarios is that they have 5 year intervals which helps to
have a discrete time distribution that makes sense in terms of power plant operation.

The sheer amount of factors (which could be technological, political, economical etc.) that
could affect the cost of carbon capture technologies makes it almost pointless to try to predict
the absolute cost at future developments. It is possible, instead, to have a relative calculation as
function of the Potentials which can be more easily modeled. Under this assumption, all the reports
on cost in future scenarios should be considered relative to the current year (2020) values.

To estimate potential, there is two main approaches that were considered. The first of them
and the one represented in the scenario results consists in having a projected amount of energy
production in a goal year. With given value an algorithm is built that "closes" the power plants
based on their age(i) and capacity(j), closing always first the oldest and smaller. The process is
represented in eq 3.29, here H represents the open power plant park and T is the total capacity at
the given scenario year.

f(H 1) = { _ read (3.29)
iy, T), Ly ={h € Hij/g(H;j)} HT>=37]
H, j,n =mini if|Hp | =1
9(Hi ;) = ’ o W (3.30)
Hym,n=mini,m=minj if|H,;| >1
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The second approach consist in creating nodes using the geographical aggregation tool and
change these nodes capacities until they meet the total energy requirements of the scenario. The
only component of the scenarios which was hard coded in every case was the "kohleausstieg" which is
supposed to happen by 2038 in Germany [Bundesministerium der Justiz und fiir Verbraucherschutz,
2020].



Results

4.1 Reference Harmonization

The general distribution of the harmonized cost of carbon capture from different the sources can
be appreciated in figure 4.3. It can be noticed at first glance that the variation is already very
high, in order to make major conclusions one has to look at the different characteristics of the
studies and how the variables affect the final cost. An overview of the cost distribution for the
different technology groups can be viewed in figure 4.1 where ultra super critical and supercritical
pulverized coal boilers are bundled into the label SCPC, subcritical and fluidized bed are bundled
into SUBC and natural gas combined cycle is labeled as NGCC.
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Figure 4.1: Cost distribution for the different power technology groups, the colors represent if the
study is done considering the retrofitting of an existing plant or not.

To asses the effect of the variables a regression analysis was done, a general overview of the
absolute correlations between the variables can be observed in the correlation matrix (Figure 1)
found in the appendix 6 where the expected relationships like the effect of Heat rate on the emissions
and captured amounts of CO5 can be seen. This representation ignores all of the categorical variables,
it is however a good start to find places where the variables may be related. A further analysis was
done and it was found that the effect of power plant capacity on the marginal cost is negligible,
the case is the same for efficiency and publication year. There was however an interesting finding
where the effect of the efficiency of the base plant was strongly correlated with that of the capture
plant, meaning that the better the power plant efficiency the less harsh is the penalty of adding
capture modules.

Despite the difference among power plant technologies being significantly higher for coals, the
classification is not useful in relation to the datasets available for this study, because of this it
was opted instead to differentiate among fuel types. The value distribution among fuel types can
be seen in figure 4.2. This classification is easier to map for individual power plants when their
technological information is not available. However cost values are not to be used directly, instead
we use their components, this is done to consider the effect of the emitted carbon amounts on

25
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the general cost. But before doing the reference value generalization of the cost components they
should be statistically analyzed.
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Figure 4.2: Harmonized values of cost of carbon capture for different fuel categorizations

4.1.1 Key findings of harmonization

We can already rule out most of the costs of the reference plant and focus on the differential
effects of adding Carbon capture

There is not a strong case to differentiate among power plant Net capacities for calculating
costs

Fuel types are a very important factor for the cost calculation so differentiation of these values
is important.

Efficiency has a very slight effect, this effect can be accounted easily as the LCOE calculation
already includes this value.

The considered data shows a tendency for the values of capex to increase over time and
operational values to decrease.

The only outstanding region is China as it shows to have lower costs in general. This is
because of the differences on costing frameworks of the country. [Hu and Zhai, 2017]
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Figure 4.3: Harmonized cost of carbon capture from different sources
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4.1.2 Aggregation of Harmonized values

To use the data from the harmonization tool to calculate emissions of power plants the values
were aggregated, but before, a series of validations had to be performed using the methodology
mentioned in the corresponding section (3.2.5). The implementation of the Kolomogorov-Smirnov
test can be seen in the following code.

from scipy.stats import ks_2samp

retro_true = df_capex[(df_capex.retrofit == True) & (df_capex.fuel_type ==
"coal")] ["delta_capex"].dropna() .values

retro_false = df_capex[(df_capex.retrofit == False)& (df_capex.fuel_type ==
"coal")] ["delta_capex"] .dropna() .values

ks_test = ks_2samp(retro_true, retro_false, alternative = "lower")

p = 0.05

print("The ks statistic is {3}, the p-value is: {}".format (*ks_test))

if ks_test[1] < p:

print ("HO is rejected, the samples are likely to come from different populations")

else:

print("HO is accepted, the samples are likely to come from the population")

The output for the coal delta capex values are the following:

"The ks statistic is 0.5125, the p-value is: 0.026723848234145718
HO is rejected, the samples are likely to come from different populations"

This means that the capital cost component of our retrofit data can not be clustered together with
the non retrofit data to get an averaged value. The final distribution can be seen in figure 4.4a.
By analyzing each of the points of the distribution it was found out that the retrofit values in the
interquartil range were all having similar technical assumptions, namely they all considered the
additional coupling of a Flue Gas Desulphurization and Selective catalytic reduction [CO2CRC,
2017], [Dillon et al., 2013]. Lower values, are from the same studies but without sulfur treatment.
Higher values are from Veatch [2012] which reports higher costs in general, from circulating fluidized
bed [Dillon et al., 2013] plants which has a different configuration than the usual SCPC and the
advanced solvent configuration from [CO2CRC, 2017] which is different enough to keep out. The
mean values and the intervals were calculated assuming a t-student distribution with a confidence
interval of 95%, this is because the sample size of reports is smaller than 30 making the use of
statistical scores like z not applicable.

-

o |
T T Ll T T T 1 II II T T
1000 2000 3000 4000 500 1000 1500 2000 2500
Delta CAPEX [2019€ /KW] Delta CAPEX [2019€/KW]

(a) Distribution of delta CAPEX of adding carbon (b) Distribution of delta CAPEX of adding carbon
capture to a coal power plant project. capture to a natural gas power plant project.

Figure 4.4: CAPEX distribution values, the outer blue lines are the one standard deviation limits,
the middle red line is the meand and the green line is the median

There is no explicit report of retrofit projects for CCS on Natural gas plants, because of this, the
reference values to be taken are going to be aggregated from all the data points. The distribution
can be found in figure 4.4b. From this distribution only the values in the interquartil range will be
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Fuel Value Name Lower Limit Upper Limit Reference Value Units

Natural Gas delta capex 431.723 1504.038 967.881 2019€/KW
delta om 0.004 0.010 0.007 2019€/KWh
delta heatrate 675.315 2166.751 1421.033 KW/KWh

Coal delta capex 1943.219 3433.327 2688.273 2019€/KW
delta om 0.006 0.013 0.009 2019€/KWh

Table 4.1: Assumption map for power plant cost data obtained from the source harmonization.

considered for the aggregation.
For the operational and maintenance values a similar approach will be used:

"The ks statistic is 0.45454545454545453, the p-value is: 0.09206684492725692
HO is accepted, the samples are likely to come from the same population"

In this case, the retrofit values for coal are likely to be of the same population of the non retrofit
values so we can aggregate them together. The distribution can be seen in figure 4.5a. Same
procedure is done for natural gas seen in figure 4.5b. The collection of the assumptions extracted
from this analysis can be seen in table 4.1
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Figure 4.5: Distribution values, the blue lines are the one standard deviation limits, the red line is
the mean and the green line is the median.

For the heat rate values a similar method as for the cost values was followed for natural gas.
For coals given the correlation found between the efficiency and the efficiency penalty, a linear
regression represented by equation 4.1 will be used for the calculations. The parameters of the
regression can be seen in table 4.2 and the plot in figure 4.6.

SHR =c% HRyef +b {HRpef|MinHR <= HR,.; <= MazHR} (4.1)

Fuel Slope(c) Intercept(b) Min HR Max HR Intercept error Slope error
coal 1.418061 -9696.578989 7912 14400 2050 0.20444

Table 4.2: Regrssion parameters for the calculation of delta heat rate.
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Figure 4.6: Heat rate gain regression

4.2 Strategies for the completion of efficiency data

The approaches of proxy efficiency were executed for fifty different random combinations of train-test
pairs to measure how uncertain each approximation is, for comparison a random value between the
maximum and minimum of each fuel efficiency is given. The average standard error is shown in
table 4.3 and the plots of the different runs can be seen in figure 4.7. It can be observed that both
regression approaches are similar in almost all three cases,but it is slightly better for natural gases.
This behavior in natural gases is used to justify the usage of the Random Forest proxy method.

Fuel Method Standard error (Efficiency points)
Hard Coal Random Forest 2.3%
Linear Regression 2.2%
Naive Approach 4.6%
Random Values 3.7%
Lignite Random Forest 1.5%
Linear Regression 1.6%
Naive Approach 4.1%
Random Values 3.2%
Natural Gas Random Forest 6.2%
Linear Regression 7.2%
Naive Approach 12.8%
Random Values 9.3%

Table 4.3: Standard errors of .

4.2.1 Random forest regression

The dataset resulting from the random forest regression is shown in figures 4.8a, 4.9 4.8b. There
the stars represent the real data and the dots represent the approximations of the algorithm, this
data can now be used to match cost values in the next step.

The power plant efficiency along the temporal axis has a constant bottom behavior followed by
a linear increase of different slopes for each fuel type with gas having the most pronounced slope,
this slope could be probably related to the higher incidence of combined cycle power plants in later
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Figure 4.7: Distribution of error of the efficiency regression methods

years. From the capacity axis we see a interesting shape that out of experience from the author is
assumed to be a logarithmic increase, this for natural gas and slightly for hard coal; lignite has no
such behavior having an apparent 0 slope.

Looking at the fuel raw distribution we can see that natural gas has the higher spread, this is

probably because the different parameters used in the regression have a stronger effect.
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Figure 4.8: Distribution of reported and random forest predicted efficiency values.
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Figure 4.9: Distribution of reported and random forest predicted efficiency values, effect of
commission year

4.3 Geographical distribution of potential and cost

To explore the geographical distribution a scattered Pie chart representation was chosen. The size
of the pies is to give a general idea of the magnitude of the potential amount, it does not translate
directly into actual predicted amounts; to do quantitative analysis of these use of the curves is
recommended. The composition of the chart reflects the source of the captured COs. From this
view the highest potentials can be attributed to Germany, Poland, Italy and Spain. In Germany
and Poland, the largest source corresponds to Coal sources. In France, Spain and Italy industrial
processes have a relatively higher share. Only in Finland the role of Bioenergy is significantly higher
than the other sources. This overview of the European territory can be found in figure 4.10.

The finer details can be better appreciated looking at particular countries. To get a better view,
in figures 4.11, 4.13 and 4.12 we can see the distribution for Germany, Italy and Netherlands. In
figure 4.11 some locations like the German Rheinisches Revier among other high energy producing
and industrial areas start to show up. One can also notice how Netherlands in figure 4.13 has
low potential for industrial processes and the fossil sources are sparse but well spread across the
country. Italy ( 4.12) a well distributed potential for all sources, Natural Gas sources are specially
abundant.

The distribution of different sources can be viewed individually for comparison in figures 4.14
through 4.17. One can see that in general the natural gas sources are well spread across the country,
and the areas surrounding the most important industrial areas have the highest potential ( 4.14),
the cost is generally below 75 € per ton in most of these areas.

In 4.15 it can be seen that the potential for coal has higher concentration points, this is probably
due to the higher specific emission an the fact that Lingite is obtained directly from the mining
sites instead of being transported, the cost tends to be lower in the highest concentration points an
higher in the points away from these areas.

Comparatively, industrial sources 4.16 show a moderate potential in comparison to both fossil
sources with significantly lower cost than natural gas. The distribution is even but more sparse, costs
are significantly lower as well. These sources have the most desirable pair of cost and distribution.
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Figure 4.11: Germany view of the potential and cost of carbon capture, the values are €/tCOx

Bioenergy 4.17 shows the lowest potential but also the lowest prices of all the energy sources,
not surprisingly, there is reasons so much work is being done on improving BECCS. Not very strong
conclusions can be drawn from the current work as the data sources are very sparse.



4.3. GEOGRAPHICAL DISTRIBUTION OF POTENTIAL AND COST 34

Sources
IronSteel
Cement
Natural Gas
Hard Coal
Lignite
Bioenergy

WOOOFT

g

Figure 4.12: Ttaly view of the potential and cost of carbon capture, the values are €/tCOq
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Figure 4.13: Netherlands view of the potential and cost of carbon capture, the values are €/tCOx
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Figure 4.14: Left: German natural gas power plant cost distribution for captured CO2 in 2019€ /t.
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Figure 4.15: Left: German coal power plant cost distribution for captured CO2 in 2019€/t. Right:
Potential distribution in Mt/y. In this case, there is a formation of focal points in major mining

territories
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Figure 4.16: Left: German industrial process cost distribution for captured CO2 in 2019€/t. Right:
Potential distribution in Mt/y. industry is sparser than natural gas plants yet has lower costs.
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Figure 4.17: Left: German Bioenergy plant cost distribution for captured CO2 in 2019€/t. Right:
Potential distribution in Mt/y. The data used for the production of these distributions does not
allow strong conclusions
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4.4 Cost Potential Curves

To be better able to appreciate the potential and cost distribution of a particular region, the cost
curve visualization is more helpful. We can visualize in figure 4.18 the general distribution of
potential and cost across Europe. And in figure 4.19 the values for example countries can be seen.
It can be appreciated that the values are in the order of hundreds of megatons for the European
countries, this with the current park of energy and industrial producers. The cost range spans from
15 € per ton of CO2 corresponding to the lower industrial potential costs up to 120 € per ton.
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Figure 4.18: Cost potential curve for the countries in EU27, the cost is in €/tCO2 and the potential
in Mt/y

Figure 4.20a shows the curve for Germany here a distribution of the different sources can be
seen. The highest costs are found to be Natural Gas and Hard Coals, while the lowest costs are the
industrial processes and bio energy sources. These last 2 have also the lowest potential, yet it is
still significantly high, specially for industrial processes, this can be seen in figure 4.20b.

A summary of the potential and cost can be seen in table 4.4:

It should be noticed that the potential cost for capture of hard coal sources seems to be higher
than gas.The reasoning behind this is that the average capital costs obtained from the estimation
where reasonably low and the fuel cost relatively low for natural gas plants. The values used are

Sum of potential Mean cost Sum of potential Mean cost
Mt/y 2019€/t Mt/y 2019€/t

Source Source
Bioenergy 44 38.66 Bioenergy 3.7 38.66
Cement 334 43.41 Cement 30 45.23
Hard Coal 482 84.29 Hard Coal 114 84.19
IronSteel 189 38.89 IronSteel 37 32.61
Lignite 277 62.77 Lignite 113 63.43
Natural Gas 353 74.20 Natural Gas 50 70.96

Table 4.4: Summary of cost potential; Left: Europe. Right:

Germany.
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Figure 4.19: Cost potential curve for example countries, the cost is in €/tCO2 and the potential in
Mt/y
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Figure 4.20: (a.) Cost potential curve for Germany for all the different sources. (b.) Cost potential
curve for Germany for lower potential sources.

based on the North American Market, these might not hold true for Europe.
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4.5 Scenario Development

Until now the visualizations provided are for the existing emission sources.Based on Keramidas K.
[2021] an overview of the development of different scenarios is done. Figures 4.21 a and b show the
cost potential curves of the 2050 Reference business as usual and 1.5C scenarios respectively. In
both scenarios coal has stopped being a carbon source, the amounts from natural gas are around 4
times bigger in the reference scenario.

Cost and potential of captured CO2 Cost and potential of captured CO2

0 @
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Figure 4.21: (a.)Germany reference scenario at 2050, Curve.(b.) Germany 1.5°C scenario at 2050,
Curve

In the geographical scope, seen in figures 4.22 left and right. It can be observed that for Germany
the geographical distribution is not strongly afflicted in the more ambitious decarbonization scenarios,
the industrial hot spots stay almost the same. The cost distribution is equally unaffected. This
can be attributed to the Kohleaustieg ([Bundesministerium der Justiz und fiir Verbraucherschutz,
2020]) .

Figure 4.22: (left) Captured CO2 cost distribution of Germany at 2050 in the reference scenario,
[2019€/t].(right) Captured CO2 potential distribution of Germany at 250 in the reference scenario,

[Mt/y].

In the European context, the pie chart distribution is used to denote the effects on the potential.
This can be seen in figures 4.24 and 4.25. In the 1.5C there is less potential and fossil fuels are
only used in some cases; Italy and Netherlands have the largest share of Hard coal whereas Spain
France and Germany of Natural Gas. In the reference scenario Natural Gas plays stronger role and
Lignite is used significantly more in Easter European countries.
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Figure 4.23: (left) Captured CO2 cost distribution of Germany at 2050 in the 1.5C scenario,
[2019€/t].(right) Captured CO2 potential distribution of Germany at 250 in the 1.5C scenario,

[Mt/y].
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Figure 4.24: European potential reference scenario at 2050.

A more objective quantitative analysis of the scenario development can be done using the curves,
figures 4.26a and 4.26a represent the curve development for the 27 countries in the European union
and figures 4.27b and 4.27a just for Germany. It can be seen that in both pairs the lower potential
component stays constant, this is because only the power plant park development is considered
in the scenarios; this bottom part corresponds to the industrial processes. From looking at the
European distribution, the constant part of t he curve corresponding to the industrial technologies
starts around 300 Mt/y and has a max cost of 40 €/t. If we observe the case of Germany, the
industrial sources point corresponds to an amount higher than 50 Mt/y with a max cost of 40 €/t.
In the European context, the max amount at the reference scenario is 820 Mt/y while for the 1.5°C
is less than 510 Mt/y; a significant difference yet both of the amounts are way higher than the
potential demand of 25 Mt/y. Looking at the distribution of the German scenarios inferences on
the role of Natural gas can be done; if the demand goes beyond 90 Mt/y there would be need of
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Figure 4.25: European potential 1.5°C scenario at 2050.
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Figure 4.26: Cost potential curve for the countries in EU27 at years 2020 and 2050

alternative sources in the 1.5°C scenario. Figure 4.21 shows this.
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Figure 4.27: Cost potential curve for the countries in Germany at years 2020 and 2050
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4.6 Sensitivity Analysis

An analysis of the effect of the input values given to the curve production pipeline was done by
executing the framework varying the input parameters independently. In the equation 3.15 all
the values play a very specific role, and we divide in three types for the matter of analyzing the
sensitivity of the framework. The first of them contains all the values that are kept constant based
on scope definition; these are the fixed cost factor and the hours in a year. The second group consist
on fuel and plant specific parameters which are bound to the input source they come from, these
are the fuel cost, the emission factor and the heat rate; all of these values vary inherently in the
estimation process. The last group and the one where this analysis is done to is the one associated
to the assumptions obtained from doing the literature review, the variation of these values can be
seen at the beginning of this section (4) and they consist of the investment costs and the efficiency
loses; additionally despite being consistently more or less 90% across studies the effect of capture
efficiency was addressed in different levels.
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(a) Effect of capacity factor. Lower values are 30% for (b) Effect of capture efficiency. All the levels are
all sources besides Bio which is 10%. Upper are 70% technically feasible but at different investment costs,
and 50%. the sources used have a value of 90% as reference.

Figure 4.29: Effect of variables in the cost potential curves, values are in table 4.1

The way these numbers were varied based on the reference values their ranges can be found int
table 4.1. For capacity factors, a grid based on the values of table 3.8 plus minus 0.2 is considered
to account for possible operational changes. Capture efficiency will be explored as a grid from 100%
capture rate to a value close enough to 0 to see the magnitude of the effect. All of this can be
observed in figure 4.29.

The effect of investment has the strongest effect on the cost uncertainty putting the values
below 500 Mt/y already above the 100 € mark for the upper limit, the spread increases with the
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captured potential.

Having a more favorable energy penalty causes an increment of cost, this can be easily explained
by looking at the base equation as, although the energy penalty has some effect on fuel cost it has a
greater effect on the produced amount, making the value of the denominator increment at a higher
rate than the former; this effect on the amount can be seen in the lower part of the graph. This
should not mean by any means that having worse efficiency is more economically viable, this is
just a caveat of looking at COs4 strictly as a commodity. If for example, a source of energy that is
not the own power plant is used this graph could easily have an inverted shape, addressing this is
beyond the scope of this work.

Capacity factor has a very similar effect as of the heat rate penalty, this is because it affects the
emissions and energy production in relation to a fixed project investment.

Having a worse capture efficiency drastically increases the cost at the lowest efficiencies. The
effects are small at the highest ones. In actual projects this may allow a small window for tuning
the quality of the project with its cost.

4.6.1 Data input sensitivity

To demonstrate the robustness of the process and validate it. The utilization of an alternative
data source is used to build the cost potential curves. This data is an internal DLR collection. It
has a very fine granularity of the properties of the power plants, it also has its own method to
approximate efficiency, this can be used to validate the proxy method used in this work.

Figure shows the potentials based on the power plant matching data set at the left and the
internal one at the right.
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Figure 4.30: (left) PPM European cost potential Curve. (right) Internal dataset cost potential
curve

In the power plant matching data there is less lignite plants than in the internal one, plants
are in general less energy efficient for the internal data, this can be seen from the lower costs, this
difference is specially relevant when looking at the effect on hard coal power plants where the cost
shifts to higher relative values. The total amounts are higher for the power plant matching data. It
was found out that the ground of this difference was the usage of German data as the only source
of training data for the regression. This can be better appreciated by looking at figures 7?7 and 77
where it can be noted that the difference is less pronounced as in the European curve.
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Figure 4.31: (left) PPM German cost potential Curve. (right) Internal dataset cost potential curve

Germany Europe
Source PPM Internal PPM Internal
Hard Coal 0.41 0.39 0.41 0.40
Lignite 0.38 0.37 0.38 0.37
Natural Gas 0.46 0.50 0.48 0.51

Table 4.5: Average efficiencies of the different datasets

4.7 Emission validation

A frame of reference is needed to give the results a better grounded sense. For doing so a comparison
with other data sources that refer to essentially the same entity is done. There is various projects
that collect, standardize and report emission data obtained from annual reports. An example
of such is the EDGAR [Crippa and Janssens-Maenhout, 2020]. The project PRIMAP from the
Postdam Institute for climate impact research already does the work of compiling, cross-validating
and reporting the data of this and many other projects [Giitschow et al., 2019]. PRIMAP reports
their values using the IPCC emission control notation. The interes lays on the energy sector, the
fields associated with it are the following;:

e IPC1 Energy

o IPCI1A Fuel Combustion Activities (We would have to do a substraction of the non desired
fields)

o IPCI1B Fugitive Emissions from Fuels (I think we an dismiss these as we are concerned only
by the main emissions)

o IPC1B1 Solid Fuels

o IPC1B2 Oil and Natural Gas

e IPC1B3 Other Emissions from Energy Production

o IPCIC Carbon Dioxide Transport and Storage (currently no data available)

The industrial emission codes, represent the emissions of more industries than the ones that are
considered in the scope of this thesis.

From the energy codes, the only related to our research are the Fuel combustion activities,
because the capture would always happen at the Fluegas bus. The IPC1B codes represent Fugitive

emissions, these cannot be captured so they are kept out of the scope. For the remaining values the
dataset reports two scenarios:
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e HISTCR: In this scenario country-reported data (CRF, BUR, UNFCCC) is prioritized over
thirdparty data (CDIAC, FAO, Andrew, EDGAR, BP).

o HISTTP: In this scenario third-party data (CDIAC, FAO, Andrew, EDGAR, BP) is prioritized
over country-reported data (CRF, BUR, UNFCCC)

We can visualize them in figure 4.32
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Figure 4.32: CO2 from combustion activities across the last century. HISTCR is red and HISTTP
is blue.

The scenarios are pretty consistent with each other but their spans are to wide, for comparison
it is smart only to take the most recent years as reference. We cut down the data to include only
the years after 2010, this is seen in figure 4.33
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Figure 4.33: CO2 from combustion activities for years after 2010. HISTCR is red and HISTTP is
blue.

The values here are more consistent wth each other, by averaging them we roughly measure the
working value for CO2 emissions is 740 MtCO2 / y. Our measured captured amounts for Germany
fossil fuel mix is 474 Mt/y. The difference is high but still within the same order of magnitude, this
hints that they at least hold some connection. The differences come from various factors in the
associated to the assumptions and calculations. First of all, the reported value in the distributions
is captured potential, not actual emissions, so by default given the fact that we are considering
at maximum 90% efficiency of the capture process, the amounts will be lower. Additionally, the
capacity factors assumed for the calculations are probably very different from the actual activity of
the power plants through the years in which these values were reported. There is also the effect
of the emission factor of the fuel that was used in the power plant, every fuel is different in their
carbon content and in this study the value is very generalized for each type of fuel. Some of the fuels
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reported in Power plant matching were excluded due to scope, these are all kind of oils and cokes,
in the PRIMAP emission report they could be included in the total sum. There is also the factor of
reliability of the input data, there is no assurance that all the power plants that were considered in
PRIMAP were considered in the PPM dataset, or any other data source; this is a factor that can’t
be completely measured because the input source that we use is based only in openly available
data whle the energy sector has a diverse range of private and public administrations whose data
may not be always available, yet they may report to the GHG monitoring institutions on which the
emission values are based on.

One last thing that can be a very important factor in adding uncertainty to these amounts is the
carbon capture module configuration. In this case we are assuming one in which the energy for the
process is obtained from the same power plant, this plays a huge role because the required energy
is "Added" to the retrofitted plant, which causes higher "specific emissions" before capture. The
different values of carbon dioxide as well as the representation of potential sources of irregularity
can be seen in figure 4.34
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Figure 4.34: CO2 amounts based on the different points of the calculation reference and the values
reported by PRIMAP, the stripped squares do not represent actual values.



Discussion

With the curves produced in the last step the questions set at the beginning can be answered,
for doing so we will keep our scope on Germany. To compare the different sources of carbon a
common ground has to be set. This will be done by listing characteristics that are preferred on
a COy source. First spatial availability is listed, ERE profiles are out of the scope of this study,
with that as an incognita this criteria is valued on the basis on how well distributed is the data
across the territory,three levels are established: concentrated for sources that tend to bundle in
small geographical locations, distributed for sources that span across a wide territory and sparse
for sources that are distributed across large territories with small quantities. The second criteria is
the temporal availability, this will be assessed in a binary way on whenever the presence at 2050 in
the reference and 1.5°C scenarios is still above 25 Mt/y. The third criteria is cost, which will take
three levels shown in the map legends; the range of 0 to 20 will be labeled as best, 21 to 40 will be
good and 41-60 as acceptable. Table 5.1 shows the tabulation of these criteria for each source

Source Criteria Level
Natural Gas Spatial Distributed
Temporal Yes
Price Acceptable
Hard Coal Spatial Concentrated
Temporal No
Price Acceptable
Lignite Spatial Concentrated
Temporal No
Price Acceptable
Bioenergy Spatial Distributed
Temporal Yes
Price Good
Cement, Spatial Distributed
Temporal Yes
Price Best
Iron and Steel Spatial Sparse
Temporal Yes
Price Best

Table 5.1: Assessment criteria tabulation

Criteria are given values to perform an objective evaluation.Spatial availability, the most desirable
distribution is "Distributed" so it is assigned the highest value, a 2, the second one is Concentrated
which is assigned a value of 1 and the least desirable is sparse, assigned a 0. Temporal availability
in this case is binary so it is assigned a 2 when it 2050 is reached significantly and a 0 when not.
As for the price, there are 3 levels, and will be assigned the number 0 to 2 accordingly. Performing
a summation of the assigned values yields the scores seen in figure 5.2.

Using this simplified criteria outputs a pattern that was found earlier in Naims [2016]. Cement
sits as the best option, Bioenergy as a very viable one, finding consistent with what was found
in (Méllersten et al. [2003]), but given the sparse data that was used in this work, these are only
initial indicators of the potential. Natural gas power appears as a third close contender, its viability
is mostly related to the fact that it won’t be dropped as easily from the energy market as the
coals.Iron and steel are relatively strong, one problem is that there is decarbonisation pathways for
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Table 5.2: Assessment scores, Bioenergy values are indicative.

the steel process which could make them even less viable as carbon sources [Toktarova et al., 2020]
The coals have weaknesses, such as being constrained to small territories and being expensive to
capture.

Regardless of the scenario, at least for Germany, the production of 25 MtCo2/y can be achieved
from a technical potential perspective and it does not represent a bottleneck in the bigger scheme
of a low relative GHG emissions COs supply chain. The only differences among scenarios is the
role of fossil fuels at higher demands; if these demands are going to exist or not is beyond the scope
of this work, Naims [2016] estimates a global demand of up to 10000 Mt/y at a long term but the
share of German demand can’t be estimated from this number.

The question of the economical viability of fossil fuels, can be answered using the information
generated in this study. Coal based energy production, despite having high usages in the current
year 2021, is going to be dropped from the energy mix, so the only way in which CCS retrofitting
can be marginally viable is by building the retrofits now so the projects have at least 17 years to
payoff, each subsequent year will make these projects less viable. Natural gas power has better
potential, but it is among all the other fuels one of the most expensive. However, cost estimates for
retrofitted coal power plants lie in the range of 70-100 €/t, almost double the amount of the other
alternatives in this study. Since the cost of consecutive end-user products such as synthetic fuels
currently has to compete in a free market with fossil alternatives, this would require stark increases
in the CO2 price that seem currently implausible.

From the sensitivity analysis it was found out that the parameters related to the activity of
the processes have a strong influence in the potential and the cost that can shift the viability of
implementing carbon capture in them. This uncertainty can hardly be addressed in a generalized
manner as each project has different particularities related to their location, age and necessities of
their surrounding industrial environment. Another important limitation in this work is the scope
of industrial processes, there is opportunity to address the role of industries like Ammonia and
Ethanol production [Naims, 2016]. Some other scope limitations is also the exclusion of the role of
the power market to address the profitability of a retrofit project in a higher economic scope and
although this work tries to step into the economic modeling field by employing indexes and basic
costing functions there is a big window of opportunity on considering factors like grid stability and
reserve capacities

There is a wide selection of paths on which this study can be expanded upon, if the interest for
doing so arises. The role of Combined Heat and Power provision can be of importance given the
strong dependency of fossil fuels they have in the European context. There is also a rich variety of
potential business models that can stir the cost in a significant way, configurations with secondary
more modern energy sources for example.

On the development side, the code is highly modular, quality that can be used for continuous
improvement. This would allow the inclusion of higher resolution in the cost composition like
separating the fixed and variable operational costs or adding including new technologies like the
ones mentioned earlier. The architecture and efficiency have however a lot of room of improvement
but it is flexible enough to have further means of cross validation by including new data sources.



Conclusions

For the production of this work a wide variety of activities had to be performed. An exhaustive
literature review of carbon capture technologies, usage of captured carbon and methodologies for
the measurement of the cost of carbon capture. A wide exploration for possible data sets and index
development sources was done, this was hand to hand with the need of data cleaning and analysis.In
order to make the results reproducible, the methods applied in the thesis are transparently published
online in an open source repository.

The identified strengths of this framework is flexibility as, although it is not directly used to
draw conclusions, more than one data source is used to produce the outputs with very good success,
the modularity allows to modify the steps if one has a different scope or point of reference and the
plotting is done in a straight forward and comprehensible way.

There is a lot of opportunity of improvement of the framework. The possibility of integrating
Industrial source development scenarios was explored and ruled viable, it was kept out of the scope
of this work because of time constraints. Also the inclusion of more industrial sources and a better
granularity of the bioenergy sector can be achieved with available information. As a note, the
bioenergy sector complexity may motivate a separate framework, or a variation of the one used in
this work dedicated to BECCS.

Despite the qualitative nature of the criteria to answer the questions stated at the beginning,
the answers are in line with those found for other scopes in the literature reviewed such as Frohlich
[2019] and Naims [2016]. One of the major conclusions is that, fossil fuels are far from a viable
option for being a captured CO2 source given the fact that the demand levels stated in this work
for Germany can be met by other sources. This is not the end of the story for the usage of coal as
a source of energy, the Integrated Gasification Combined Cycle was kept out of the scope because
it is a relatively new technology, there has to be analysis in that regard to completely rule out the
clean potential of coals.

The bottom line from the author is that the conclusions drawn from this work are based on
static data, but the energy system is evolving relatively fast in the current times (2021). This
means that the viability can’t be completely assure from the data here alone, it has to be analyzed
in a more complex system of dimensions where factors like market, environmental impact, energy
demand are considered. This was within the objectives from the start of this work, the output here
can be used along other tools to draw more concise conclusions and it is what is expected from
whoever uses the information and data here provided.

The software framework produced during the writing of this thesis is openly published in the
DLR VE repository.
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https://gitlab.com/dlr-ve/autumn
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