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Abstract

The feasibility of multistatic SAR mission concepts largely relies on the ability to achieve the matching of the carrier phase of the different elements of the constellations to a few degrees. This paper analyses the accuracy of phase synchronization schemes based on precise orbit determination (POD) and GNSS raw data, in which the GNSS receiver and the radar payload share the same oscillator. Performance expressions are contrasted with results from the simulations. The results suggest the proposed approach is capable of delivering reliable estimates of carrier frequency and phase errors in the absence of strong baseline velocity deviations.

1 Introduction

In bistatic and multistatic space radar systems the transmitter and the receiver are spatially separated, which is typically associated with reduced development costs, risks, and enhanced performance. In particular, multistatic constellations allow for lower revisit times and better reconfigurability and scalability. A high revisit time is necessary for applications such as traffic monitoring, risk and disaster management, and security, and such distributed systems could offer a better solution for those applications [1].

In these systems, however, different oscillators are used for modulation and demodulation, and the low-frequency phase errors of the oscillator are not canceled as in monostatic systems [2]. This residual phase may cause defocusing, position errors, and phase errors in the computed images [2], which may compromise the use of the systems for interferometric and tomographic applications.

The generation of high-resolution digital elevation models (DEM) requires the knowledge of relative phases within a few degrees to avoid low-frequency modulation of the DEM in azimuth [3]. In the TanDEM-X mission, synchronization with this level of accuracy was achieved by exchanging radar pulses between the satellites through a direct microwave link [4]. The direct link involved dedicated transmit and receive hardware and a total of six dedicated antennas covering the full solid angle [5].

Besides the need for additional hardware, the incorporation of such direct links may be problematic due to differences in the development schedules of different elements of the constellation, as is the case of companion SAR missions [6]. An alternative solution that does not involves this exchange of pulse could significantly simplify the development of multistatic constellations.

In [7] a full system architecture (MirrorSAR) is envisaged to avoid the demodulation of the radar signals using a different oscillator. The approach consists of having the receivers act like transponders, i.e., re-routing the radar echoes to another element of the constellation (e.g., the transmitter) having access to the oscillator used in the modulation. Although a MirrorSAR architecture requires a direct link between the satellites, not necessarily in the microwaves range, it still keeps the potential for relevant spacecraft simplification by an appropriate design of baselines and the possible removal of complete hardware blocks for demodulation, data storage, downlink, or digital control in the receivers.

Another possibility to could be the estimation of the synchronization phase based on the evaluation of the received data (e.g., autosync). Although demonstrated in spaceborne environments [8], [9], it provides estimates with varying quality as a function of the backscattering of the scene, which can only be arguably acceptable as a baseline solution for interferometric SAR missions.

The need to accurately estimated the phase drift of the oscillator is also very important for navigation using a global navigation satellite system (GNSS). This drift affects directly the pseudorange measurements between the GNSS satellite and the GNSS receiver and must be estimated along with the position and velocity in a filter. Exploiting the ability of orbit determination algorithms to provide information on the relative phase drifts between the oscillators of any two elements of a multistatic constellation sounds like a feasible way of approaching the problem.

The capability of high accuracy relative position and timing using GNSS was demonstrated in previous satellite missions. GRACE mission achieved an accuracy of 1 mm compared to a K-Band Ranging System [10]. TanDEM-X achieved an accuracy of the order of 1-2 mm through a posteriori calibration of the calculated baseline using the processed radar data [11]. Both missions used geodetic grade GPS receivers, capable of receiving two frequencies for correcting the effects of the ionosphere. PRISMA mission demonstrated the capability of achieving sub-decimeter relative positioning precision using a low-cost single-frequency GPS receiver [12].
The proposed solution consists of using a common oscillator for the radar payload and the GNSS receiver, so we can use GNSS data and results from the precise orbit determination to infer the phase noise component in the radar signal. This solution is detailed in the second section. The third section presents a brief error analysis of the proposed solution. A simulation created for evaluating numerically the proposed solution and its results are shown in the fourth section.

2 Proposed solution

Figure 1 shows the block diagram of the GNSS-based solution for the considered problem. The same Ultra Stable Oscillator (USO) is used for generating the radar signal and the reference signal in the GNSS receiver. The natural frequency of the master oscillator is up-converted accordingly for both radar and GNSS receivers.

In the following equations in this section, we denote the upper index (i) relating to the GNSS satellite i, the lower indexes (u) and (v) as relating to the receivers in the satellites u and v, and the lower index followed by a comma, as in (i)uv,k, as related to the navigation carrier frequency k. Furthermore, we denote the difference between quantities as (i)uv = (i)v - (i)u.

Under the assumption of linearity, the phases of the radar reference signal (i)uv,0 and of the GNSS receiver (i)uv,k are related as follows

\[
\psi_{iuv,0} = \frac{f_0}{f_k} \cdot \psi_{iuv,k}(t) = \frac{\lambda_k}{\lambda_0} \cdot \psi_{iuv,k}(t), \tag{1}
\]

where \(f_0\) is the carrier frequency of the radar, \(f_k\) is the carrier frequency of the navigation signal k, \(\lambda_0\) is the carrier wavelength of the radar, and \(\lambda_k\) is the wavelength of the navigation signal k. Eq. (1) suggests that any phase drift in the output of the master oscillator will be replicated in all reference signals derived from it, scaled by the respective up-scaling or down-scaling factors. This assumption remains valid as long as the bandwidth of the reference signals is much smaller than the distance between the harmonics generated in the up-conversion [13].

Let us assume each radar unit u and v incorporates its own GNSS receiver triggered by the radar oscillator as described in Fig. 1. A biased measurement of the distance between the GNSS receiver and the GNSS satellite can be derived from the code delay \(P_{iuv}^{(i)}\) or the carrier phase measurement \(L_{iuv}^{(i)}\). The former measurement, based on the detection of the peak, is unambiguous but associated with lesser accuracy. The latter one, based on the measurement of the phase of the peak, is ambiguous but more accurate. Assuming that we can estimate the ambiguity term, a pseudorange can be calculated from the carrier phase measurement as shown in Eq. (2) since it provides a much higher accuracy assuming that the ambiguity term can be accurately determined.

Assuming that the spacecrafts are close enough so that the ionospheric delay is the same for them, and thus cancel out when taking the difference between the pseudorange measurements, the relationship between the differences of the pseudoranges \(P_{iuv,k}^{(i)}\) and the clock biases expressed in time \(\delta t_{iuv}\) is given by [14]

\[
P_{iuv,k}^{(i)} = \rho_{iuv}^{(i)} + c \cdot \delta t_{iuv} + \epsilon, \tag{3}
\]

where \(\rho_{iuv}^{(i)}\) is the difference between the distances from receivers v and u to the i-th navigation satellite, respectively, \(c\) is the velocity of propagation of the navigation signals, and \(\epsilon\) is the measurement error, which includes systematic and noise-like contributions as, for example, thermal noise in the receivers and the ambiguity estimation errors. Isolating the clock bias term we can identify the relationship between the navigation data and the clock synchronisation solution as follows

\[
c \cdot \delta t_{iuv} = \frac{\lambda_0}{2\pi} \cdot \psi_{iuv,0} = P_{iuv,k}^{(i)} - \rho_{iuv}^{(i)} - \epsilon, \tag{4}
\]

An estimator of the clock synchronisation solution using a weighted average over all navigation satellites in sight (i.e., N) and all the \(n_{iuv}^{(i)}\) received GNSS frequencies can be straightforwardly derived as

\[
\tilde{\psi}_{iuv,0} = \frac{2\pi}{\lambda_0} \sum_{i=1}^{N} \sum_{k=1}^{n_{iuv}^{(i)}} \alpha_i \cdot \frac{P_{iuv,k}^{(i)} - \tilde{\rho}_{iuv}^{(i)}}{n_{iuv}^{(i)}}, \tag{5}
\]

where \(\tilde{\rho}_{iuv}^{(i)}\) is the estimated value of \(\rho_{iuv}^{(i)}\) as provided by POD (e.g., through direct estimation or interpolation), and \(\alpha_i\) are the weights for the signal from each navigation satellite according to its quality (e.g., signal-to-noise ratio). Eq. (5) provides an unbiased estimation under the assumption that \(\epsilon\) is a zero-mean process, and no relevant biases are introduced in the baseline determination process. As hinted earlier, the term in the summation contains systematic error components that may bias the resulting estimates if not properly removed.

Assuming that the measurements are statistically independent Gaussian processes, the value of \(\alpha_i\) which minimizes the variance of the estimator is given by

\[
\alpha_i = \frac{\sigma_i^{-2}}{\sum_{k=1}^{n_{iuv}^{(i)}} \sigma_k^{-2}} \tag{6}
\]

where the \(\sigma_i\) correspond to the standard deviation of the measurement related to GNSS satellite i (e.g., of the residuals of the POD). Sensible assumptions for the derivation of the estimator performance are i) the measurements were calibrated, eliminating major systematic components and ii) the measurement is dominated by thermal noise in the receiver. Under these circumstances, the \(\sigma_i\) can be expressed as a function of the carrier-to-noise ratio \((c/n_0)_i\) as follows

\[
\sigma_i \approx \sqrt{\frac{B_{\text{L}-\text{CA}}}{(c/n_0)_i}}, \tag{7}
\]
where $B_L-CA$ is the so-called tracking bandwidth of the GNSS receiver for a Phase Lock Loop discriminator [15]. Substituting (7) into (6) we get

$$\alpha_i \approx \frac{(c/n_0)_i}{\sum_{k=1}^{N} (c/n_0)_k} ,$$

where the $(c/n_0)$ values provided by the GNSS receiver can be used.

Note that the phase noise affecting the radar measurements is the phase differences between the transmitter and receiver oscillators evaluated at times delayed by $\tau$ the two-way travel time of the radar signals. This lag, in the order of milliseconds, is well beyond the inverse of the bandwidth of the oscillators phase noise, which allows us to approximate

$$\psi_v(t-\tau) - \psi_u(t) \approx \psi_v(t) - \psi_u(t) .$$

Assuming Eq. (9) is valid, the solution of the oscillator phase noise provided by the navigation solution can be effectively used for the calibration of the phase reference of the radar data.

### 3 Error analysis

The previous section provides a simplified model for the estimation of the oscillator synchronization phase based on the exploitation of GNSS data. As already hinted, a more realistic approach needs to incorporate several systematic components that contribute to the error in the pseudoranges. A more accurate description of the difference between the carrier phase measurements of receivers $u$ and $v$ is given by [14]

$$L_{uv,k}(t) = \rho^{(i)}_{uv}(t) + c \cdot \delta t_{uv}(t) - \left( \frac{\lambda_k}{\lambda_1} \right)^2 \cdot f_{s0}(t) - \lambda_k \cdot A_{uv,k}^{(i)} + M_{uv,k}^{(i)}(t) + \epsilon_{uv,k}^{(i)}(t) ,$$

in which $A_{uv}^{(i)}$ is the difference between the ambiguities, $M_{uv,k}^{(i)}(t)$ describes other systematic error components including multipath, cross-talk, tracking channel bias and phase wind-up, and $\epsilon_{uv,k}^{(i)}(t)$ is a thermal noise process. Eq. (10) is valid under the assumption that the measurement times between the two satellites are sampled at approximately the same epoch and the positioning and timing errors due to temporal misalignment are negligible compared to the other error sources. A similar condition is required for precise baseline determination.

A further elaboration of the system model suggests that the incorporation of independent phase noise realizations occurring in the up-conversion stages of the radar and navigation receiver electronics, which may be in principle different for each navigation frequency. Under these circum-
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**Figure 1** Proposed hardware configuration for radar phase synchronization based on GNSS, also used as basis for the analysis. In this figure, $\tau^{(i)}$ are the delays from GNSS satellite to the SAR satellites. The terms $A_{uv}^{(i)}$ accounts for the ambiguity of the carrier phase measurements.

---
The noise figure used in the simulations is in line with the Phoenix GNSS receiver from GSOC/DLR [16]. The error figures are in the sub-decimeter level, in line with the results from PRISMA mission, which used a single-frequency GNSS receiver.

The phase difference between the clocks is estimated using equation (5). In case the receiver was capable of receiving two frequencies, the final results would improve by a factor of \( \sqrt{2} \) due to the availability of a second independent measurement, in addition to the improved accuracy due to a more accurate orbit determination.

Table 1 shows the simulation parameters and baseline errors concerning the specific cases shown in the next section. The baseline errors are expressed in Hill’s frame.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNSS data sampling rate</td>
<td>1 MHz</td>
</tr>
<tr>
<td>GNSS signal frequency</td>
<td>1575.42 MHz</td>
</tr>
<tr>
<td>Radar payload frequency</td>
<td>9656 MHz</td>
</tr>
<tr>
<td>Pseudorange standard deviation</td>
<td>0.0005 m</td>
</tr>
<tr>
<td>GNSS position bias</td>
<td>2 m</td>
</tr>
<tr>
<td>Ionospheric range error</td>
<td>10 m</td>
</tr>
<tr>
<td>Radial baseline error</td>
<td>8.248 mm</td>
</tr>
<tr>
<td>Along-track baseline error</td>
<td>1.177 mm</td>
</tr>
<tr>
<td>Across-track baseline error</td>
<td>0.767 mm</td>
</tr>
<tr>
<td>Radial baseline velocity error</td>
<td>0.0057 mm/s</td>
</tr>
<tr>
<td>Along-track baseline velocity error</td>
<td>-0.0077 mm/s</td>
</tr>
<tr>
<td>Across-track baseline velocity error</td>
<td>-0.0027 mm/s</td>
</tr>
</tbody>
</table>

The noise figure from the carrier phase measurements is used. The implicit assumption is that the integer ambiguity factor is known from the precise orbit determination process. The noise figures of the code delay measurements are much higher and are expected to worsen between one and two orders of magnitude the accuracy of the estimates. Below the results of the phase estimation for two cases: one in which the baseline velocity error is zero and the other where there is some considerable baseline velocity error. For both cases, the baseline errors are the ones reported in table 1.

Figure 3 shows the results of the simulation for the case
Figure 2 Simulation framework used to test the proposed POD-based phase synchronization.

Figure 3 Simulated phase drift data and estimation results from multiple GNSS data. Case with error only in the baseline vector.

Figure 4 Simulated phase drift data and estimation results from multiple GNSS data. Case with initial errors in the baseline and baseline velocity vectors.

without a baseline velocity error. We can see that the suggested approach provides a good estimate with a standard deviation of less than two degrees. The constant bias of around 34 degrees corresponds to the bias in the baseline estimates. Although the error was introduced only in the initial baseline, it remains approximately constant during the simulation time span. Such constant bias in the phase noise can be typically estimated with very high accuracy by an appropriate evaluation of the radar data.

Figures 4 and 5 show the results for the simulation including a baseline velocity error. Figure 5 demonstrates that an error in the baseline velocity is interpreted as a clock frequency offset by the estimation algorithm. Such an error can heavily degrade the accuracy of the radar images, introducing geolocation errors and interferometric phase ramps [17]. The proposed solution, therefore, depends on a very accurate estimation of the relative baseline velocity. In case the error in the estimation of relative baseline velocity is not negligible, an approach based on the SAR data processing such as the ones described in [18] could be used to potentially eliminate the phase ramp.

Note that there are other error components not considered in the estimation that are expected to affect the final accuracy result. In particular, the multipath effects could degrade considerably the precision and accuracy of the solution. The unmodeled sources which do not remain constant during the time span of the radar integration time must be carefully examined. In case the error remains constant, it will cause a constant phase shift which may be compensated by appropriate processing.
5 Conclusions

In conclusion, the technique here presented offers an alternative low-cost simple solution for the phase synchronization in bistatic or multistatic constellations. It also indicates that a sufficiently good performance could be obtained from a low-cost GNSS receiver. The solution relies on very precise relative navigation data. It assumes that the precision is in the sub-decimeter level in relative precision and negligible in relative velocity. For further evaluation of the idea, a more detailed error analysis is necessary, including a solution for compensating those which introduce fast varying biases in the raw measurements.
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