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Abstract— Radio frequency interference (RFI) is becoming a
major concern for future synthetic aperture radar (SAR) missions
due to the increased user demand for frequency occupation in a
number of applications. Each occurrence of interference intro-
duces artifacts in the radar imagery, biasing the measurements
and leading to erroneous results. In addition to conventional
techniques, the use of multichannel SAR for RFI mitigation
has been proposed, because its digital beamforming (DBF)
capability allows for a spatial filtering of the received signals.
Thereby, it becomes possible to remove RFI that arrives from
a different direction than the SAR signal. Past publications on
the topic presented highly flexible spatial filtering techniques.
Those methods require either additional on-board processing or
a substantial increase in the downlink capacity. This article shows
that by slightly reducing the flexibility of the spatial filtering, DBF
can be utilized for RFI mitigation without either drawbacks:
the processing is performed on-ground after downlinking the
data and the data volume remains manageable. This is achieved
with auxiliary beams. Their concept and limitations are discussed
in detail in this article and are supported with simulated RFI
mitigation results. Furthermore, it is shown that the information
collected with an auxiliary beam can also be used to filter the
RFI signal when it is spatially nonorthogonal to the SAR signal.

Index Terms— Digital beamforming (DBF), radio frequency
interference (RFI), synthetic aperture radar (SAR).

I. INTRODUCTION

RADIO frequency interference (RFI) refers to signals
transmitted by electromagnetic sources external to a syn-

thetic aperture radar (SAR) [1], [2] system. These disturbance
signals overlap with the desired radar echoes at the receiving
antenna; an unavoidable side effect caused by the finite nature
of the frequency spectrum [3]. Consequently, the growing
demand for wireless services has increased mutual interfer-
ence over time: the European Space Agency (ESA) reported
only ten RFI cases [4] within the 20-year operation of
European Remote Sensing (ERS) -1/2 (1991–2011), while the
Sentinel-1 mission, launched in 2014, is constantly affected
by interference in urban areas [5]. In addition, a study by
MacDonald Dettwiler Associates found an average backscatter
increase of 3 dB from 1996 to 2012 over Ottawa, Canada,
likely caused by RFI [4]. Many other SAR systems have
reported interferences across the P-, L-, and C-bands [6]–[11].
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This trend is expected to continue [12], [13], because fre-
quency bands assigned to spaceborne SAR are shared with
other services [14].

Once RFI contaminates SAR data, it biases the measured
amplitudes, corrupts polarimetric signatures, and decorrelates
interferometric images [6], [7]. This effect is clearly visible in
the cases of strong RFI, in which case contaminated data can
be discarded at the expense of coverage. However, weak RFI
is hard to spot and, if undetected, impacts the integrity of the
derived science products. Unfortunately, a precise prediction
of RFI occurrence and characteristics is impossible, as the
properties vary locally and temporally. This variation can take
place within minutes or over a span of years. The interference
environment can change substantially between the conceptual
design of an SAR and its operational phase. Effective RFI
mitigation is therefore critical for the successful operation of
an SAR mission.

Conventional RFI mitigation techniques can be grouped
into three categories [15]: notching methods [7], [16]–[19],
subtraction methods [20], [21], and filter methods [22]–[25].
The notching methods flag RFI-corrupted samples and remove
them. For example, pulsed interference is easily notched in the
time domain, whereas narrowband RFI is eliminated in the fre-
quency domain. This is accomplished at a low computational
cost; however, the SAR signal in these corrupted samples is
lost as well. Consequences include gaps in the image, degraded
resolution, and increased sidelobes [16]. The subtraction meth-
ods model the RFI based on a priori information [15], [20],
[21]. A coherent subtraction of the estimated interference
corrects the data without distorting the SAR signal, though the
quality of the results depends on the accuracy of the estimation
model. This is problematic, as attaining accurate a priori
information is challenging due to the large spatial and temporal
variability of RFI, as mentioned earlier. The final category con-
sists of filtering methods and is divided into statistical filters
and spatial filters. Statistical filters can predict the uncorrupted
image if SAR and RFI signal possess different properties.
Examples include the least mean square (LMS) filter applied
in [22] and [23], independent component analysis [26], and
blind source separation [27]. Nevertheless, the performance of
these statistical filters relies on a careful selection of algorithm
parameters, which depend on the SAR-to-RFI level and the
RFI properties. This makes them unsuitable for SAR missions
that acquire large amounts of data each day.

The method presented in this article is a spatial filter and
thus performs independent of the interferer statistics and the
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SAR-to-RFI ratio. A well-known spatial filter is the sidelobe
canceller (SLC) [28]–[30], which uses an additional antenna
to record an interferer in the SAR antenna’s sidelobe with a
high gain. The information that is gathered with the additional
antenna is coherently subtracted from the data and the RFI is
thus spatially filtered. This works well if the RFI direction is
known. The SLC has been investigated in the context of SAR
in [31], [32], and [33]. For example, in [34], a phased array is
used to adapt the SLC direction of every few pulses. However,
this approach suffers from the following disadvantages.

1) An additional antenna is needed for every interferer
(note that even one additional antenna significantly
increases the cost and complexity of an SAR system).

2) Only out-of-swath interference can be filtered. As SAR
systems pursue larger swaths, this severely limits the
filtering capabilities of the SLC.

3) The estimation of the interferer direction requires skip-
ping SAR pulses. This is problematic for the advanced
staggered SAR mode. In addition, such an Angle
of Arrival (AoA) estimation cannot adjust to quickly
changing interferer environments.

In a previous article [35], we had proposed spatial filter-
ing with digital beamforming (DBF) [36] and overcame the
drawbacks of the SLC. New, advanced SAR systems, such as
DLR’s Tandem-L [37], NASA-ISRO Synthetic Aperture Radar
(NISAR) [38], Advanced Land Observing Satellite-4 (ALOS-
4) [39], Radar Observing System for Europe-L-Band (ROSE-
L) [40], and Sentinel-1NG [41], incorporate a multichannel
architecture that enables DBF [42]. One advantage of DBF
is the forming of the antenna pattern in postprocessing [43].
This comes at the cost of an increased system complexity;
however, this complexity is already available in future systems
for achieving a high azimuth resolution and a large swath
width at the same time [e.g., Scan-on-Receive (SCORE) [44]],
and the same technology can be used for RFI mitigation. With
DBF-based spatial filtering, there is the following.

1) No need for additional antennas.
2) In-swath interference can partially be filtered.
3) The antenna pattern can be adopted range-dependently

(e.g., an optimized antenna pattern for each pixel).
4) The AoA of the RFI can be estimated from the data in

postprocessing.

At the same time, the high flexibility of multichannel sys-
tems has the disadvantage of an increased data volume, as the
RFI removal cannot be performed by means of an on-board
processing with today’s field programmable gate array (FPGA)
technology. Employing DBF-based spatial filtering thus puts
high demands on the downlink or the on-board processing
capabilities of future SAR systems. Therefore, this work pro-
poses a novel method based on auxiliary beams, which allows
for an on-ground RFI mitigation by significantly reducing the
downlinked data volume. Note that this article assumes that all
RFI sources are point sources and thus excludes the reflections
of spaceborne RFI from the Earth’s surface.

This article is organized as follows. Sections II-A and II-B
introduce the concept of DBF-based auxiliary beams and
explain how they can help with the RFI mitigation. The

Fig. 1. Instantaneous SAR signal (green) and RFI signal (red) arrive at
the antenna at the same time. The plot shows a fixed point in time and
the different frequency components of the SAR signal arrive from slightly
different elevation angles due to the pulse extent on the ground [45]. Although
the signals overlap in frequency, multichannel systems can distinguish between
both signals, if they arrive from different Doppler or elevation angles.

downlinked RFI information is then used in Section II-C
to correct the SAR data. This is followed by a theoretical
examination of the amount of RFI information lost due to
spatial overlap between in-swath interferers and SAR signal
(Section III). Next, Section IV presents a novel method for
modeling this lost RFI information based on the information
collected with an auxiliary beam. The theoretical part of this
article is then closed with a discussion on the maximum
number of interferers that can be removed (Section V) and
a variety of different auxiliary beam implementations are
presented in Section VI. Afterward, a DBF system is simulated
(Section VII) and RFI mitigation performance results are
presented in Sections VII-C and VII-D. This article ends with
a conclusion in Section VIII.

II. SPATIAL FILTERING USING AUXILIARY BEAMS

A. General Concept
The filtering space (the signal representation in which RFI

orthogonal to the signal can be removed) in a conventional
SAR system is limited to the frequency domain. Here, it is
only possible to filter RFI from the receive window, if the SAR
bandwidth is oversampled and the recorded RFI frequency
falls outside of the signal bandwidth.

Multichannel SAR systems open up additional filtering
space due to their ability to separate signals arriving from
different angular directions as illustrated in Fig. 1 for a single
echo window. The figure shows a green SAR signal and a
red RFI signal, which overlap in frequency. Note that the
SAR signal is distributed and spans multiple Doppler angles,
while the Doppler modulation of the RFI point source is
negligible within a single echo window. While a conventional
SAR system cannot distinguish between the signals, a mul-
tichannel SAR system can filter out certain spatial directions
(corresponding to the elevation and Doppler angles) other than
the SAR signal direction.
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Fig. 2. DBF system records the data from each antenna subelement
individually. The weighting and summation of the data streams control the
antenna pattern shape after the data acquisition.

Unlike conventional systems, this allows for an RFI miti-
gation independent of interferer characteristics. Furthermore,
the main drivers for the spatial filter performance are not
scene-varying algorithm parameters but fixed system parame-
ters: primarily, the antenna area and the number of channels.

In the multichannel SAR, the antenna is subdivided into
elements (each element may, for example, correspond to a
subarray) such that the data stream from each element is
digitized by its own analog-to-digital converter (ADC), pro-
ducing N data streams xn(τ ) with n = 1, . . . , N (Fig. 2). The
multiplication of the data streams by the beamforming weights
wn and the subsequent summation is called DBF

sDBF(τ ) =
N∑

n=1

wn xn(τ ). (1)

Depending on the chosen beamforming weights, the main
beam of the antenna is steered into different directions. How-
ever, unlike a phased array, it is possible to synthesize multiple
beams simultaneously. Specifically, the antenna pattern nulls
can be carefully placed a posteriori after data acquisition. This
makes DBF a powerful tool.

While a conventional SAR system requires a sufficiently
small receive antenna to cover the entire swath with a wide
beam [yellow box in Fig. 3(a)], the DBF-based SCORE [44],
[46] employs a tall antenna with a moving narrow beam [blue
polygon in Fig. 3(a)]. This narrow beam steers toward the
expected radar return [green curve in Fig. 3(a)], thus achieving
a higher signal-to-noise ratio (SNR). This AoA change of the
radar return is inherent to the side-looking imaging geometry
and can also be used for an improved spatial RFI filtering.
From Fig. 3(a), it is evident that an in-swath interferer (red
line) is only within the SCORE beam for a fraction of the
receive window echo time. This is in direct contrast to a
conventional SAR system that observes the same RFI through
the main lobe (yellow box) during the entire receive window
and thus cannot spatially filter the interferer.

The DBF-based RFI mitigation we proposed in [35] makes
use of this predetermined change of the SAR signal direction
over time. However, this requires either adaptive DBF process-
ing on-board or downlinking of all channels to the ground.

Fig. 3. (a) SAR signal direction within the receive window (green curve).
The yellow box represents the necessary beamwidth of a conventional SAR
and the blue polygon represents the narrower beam with DBF. A partial spatial
filtering of the in-swath RFI (red line) is possible with the narrower beam.
(b) Fixed SAR radiation pattern Cs (green curve) in the moving SCORE
beam, modulated RFI radiation pattern Crfi(τ ) (red curve) in SCORE beam,
and fixed RFI radiation pattern Caux in auxiliary beam (purple curve).

Both the options are not feasible with the next generation of
SAR systems due to the too large data volume that would
need to be processed or transmitted. Therefore, this article
proposes a new method that uses DBF to form multiple
antenna beams simultaneously. This is possible by applying
different weights to the digitized data stream of each antenna
element after the data are recorded on-board. Hence, while
the SCORE beam moves along the ground and captures the
SAR signal, a DBF system can point additional beams—called
auxiliary beams—toward RFI sources. As will be detailed in
the following sections, these auxiliary beams can be employed
at a low computational cost, because their digital weights
can be computed a priori for the mitigation of known RFI
directions or the cancellation of interference within the first
SCORE sidelobes. An on-the-fly estimation of the interferer
directions also allows for the recording of unknown RFI
sources, whereas unknown but very strong interferers can be
recorded without the knowledge of their position. The RFI
information measured with auxiliary beams is then transmitted
to the ground, where it can be used for RFI mitigation in post-
processing. While the downlinked data volume depends on the
number of interferers and their bandwidth, it is significantly
reduced compared with downlinking all digital channels.
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B. Signal Model and Operation

The measured SCORE beam signal is given by

sDBF(τ ) = GCss(τ )+ GCrfi(τ )r(τ ) (2)

where G is the antenna gain, and the desired radar return
s(τ ) is weighted by the SCORE radiation pattern Cs and the
unwanted RFI signal r(τ ) is weighted by Crfi(τ ). Note that
Cs is more or less constant and close to one, because the
SCORE beam changes the direction over time and always
collects the radar return with the peak gain. On the other hand,
the RFI radiation pattern varies because of the aforementioned
sweeping of the SCORE beam. The recorded signal power
after beamforming is illustrated in Fig. 3(b), assuming s(τ ) =
r(τ ) = 1 before beamforming.

Simultaneous to the SCORE beam, a so-called auxiliary
beam is formed that points at the interferer and notches the
SAR signal (a notching of the SAR signal is only possible with
DBF, because the notch position changes with fast time τ )

saux(τ ) = GCauxr(τ )+ GMz(τ )s(τ ). (3)

The interferer radiation pattern Caux in the auxiliary beam
is constant, because the auxiliary beam points to a fixed
direction. On the other hand, the SAR signal is modulated
with a small function Mz(τ ), because the notch toward the
SAR signal is only ideal for the center frequency of the radar
pulse, and the suppression degrades at the frequency edges of
the spectrum. (The edges of the instantaneous SAR signal will
arrive from slightly different directions due to the pulse extent.
This is discussed in detail in [45].) However, the amount of this
degradation can be reduced with a dispersive beamforming,
and a residual modulation is acceptable as long as |Mz(τ ) <
Caux|. This condition is fulfilled everywhere except inside an
estimation gap, which arises for the period when the RFI and
SCORE signals overlap spatially [interruption of purple line
in Fig. 3(b), corresponding to the red line of Fig. 3(a) entering
the blue polygon].

The RFI is removed from the data (except for within the
estimation gap) by scaling and coherently subtracting the
auxiliary beam as shown in Fig. 4. This complex scaling
coefficient k(τ ) is obtained by requiring that the scaling
equalizes the RFI components of (2) and (3) according to

k(τ )GCauxr(τ ) = GCrfi(τ )r(τ ) (4)

and yields

k(τ ) = Crfi(τ )

Caux
. (5)

The corrected signal sc(τ ) is thus obtained by scaling (3) with
(5) and subtracting the result from (2)

sc(τ ) = Gs(τ )

[
Cs − Mz(τ )Crfi(τ )

Caux

]
. (6)

The introduced error term when Mz(τ ) �= 0 remains negligible
as long as the auxiliary beam and the SCORE beam point
in different directions, because, in this case, Crfi(τ )/Caux is
sufficiently small. An overlap of both the beams occurs only in
the estimation gap, where the RFI cannot be spatially filtered

Fig. 4. Interferer information collected with the auxiliary beam is coherently
subtracted from the SAR data after applying an appropriate scaling.

Fig. 5. LMS filter estimates the complex scaling coefficient k(τ, t) on small
segments along slow time.

(a novel approach for correcting RFI in the estimation gap is
discussed in Section IV).

The RFI measured with the auxiliary beam can be down-
linked to the ground, where k(τ ) is derived from the data (see
Section II-C) for an optimal RFI mitigation.

C. Estimation of the Scaling Coefficient
Once the SAR data and the auxiliary beam information are

downlinked, the RFI mitigation is applied on ground. This
basically consists of an estimation of the complex scaling
coefficient k(τ ) from (5), for example, by means of an LMS
optimization.

The recorded SAR signal sDBF(τ, t) is represented by a
2-D matrix with the dimensions τ (fast time) and t (slow
time). Identically, the recorded RFI information saux(τ, t)
corresponds to a 2-D matrix. Hence, there exists an optimum,
complex scaling coefficient k(τ, t) for each point in these
matrices. k(τ, t) can be estimated by realizing that the SCORE
beam performs a repetitive scanning, which repeats for each
receive window (azimuth position). The scaling is therefore
assumed constant in slow time

k(τ, ti ) ≈ k
(
τ, t j

)
(7)

for every i and j . This assumption is valid for a planar antenna.
For a reflector antenna, an estimation of the relative azimuth
pattern could be incorporated [47].

This allows to apply the estimation as an LMS filter with
windows in the slow-time dimension (azimuth), as shown in
Fig. 5, on small segments of the matrices. Another option
is to apply the filter with a moving window. The optimum
complex scaling coefficient of each window is estimated with
the well-known LMS solution [48], [49], which minimizes the
power in the filtered data

k(τ ) = [saux(τ, t)saux(τ, t)H
]−1

saux(τ, t)sDBF(τ, t)H (8)
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Fig. 6. Antenna cannot differentiate between RFI and SAR signals in the
angular area �θ . The time duration dspa of this overlap is determined by how
fast the SAR signal sweeps through this angular area.

in which case saux(τ, t)saux(τ, t)H is a scalar and inverse exists.
Note that τ is the parameter and the resulting vectors are
column vectors.

This can be efficiently computed on the entire data via

k =
[

1

diag
(
sauxsH

aux

) ⊗ diag
(
sauxsH

DBF

)]
(9)

where ⊗ represents an elementwise multiplication.

III. ESTIMATION GAP FOR IN-SWATH RFI

As mentioned in Section II, an estimation gap remains in
the auxiliary beam information if the RFI is emitted from
within the swath. The size of this gap can be controlled in
the system design, and the individual contributions to this gap
are discussed in this section. The gap arises during the spatial
overlap of the RFI and the SCORE signals and its slant-range
extent dgap is given by

dgap = dspa + dtop + datt + dsub (10)

where the largest component, dspa, is due to the antenna’s
ability to spatially separate two signals. dspa can be controlled
during the system design as discussed in Section III-A. dtop

is introduced by uncertainties in the imaged terrain height
(Section III-B, typically below 1.5 km); datt is a result of
attitude uncertainties (Section III-C); and dsub is due to the
pulse duration of the transmitted radar chirp, which is in
the order of 10–30 km if no dispersive processing is applied
(Section III-D).

A. Impact of the Spatial Resolution
The main driver of the estimation gap length is dspa (Fig. 6)

during which the antenna cannot separate between RFI and
SAR signals. dspa is determined by two criteria.

1) The antenna’s ability to spatially distinguish signals
separated by the angular interval �θ .

2) How fast the SAR signal sweeps across this angular
area �θ .

Consequently, the estimation gap component due to the spatial
resolution is

dspa = c0�τ

2�ϑl
�θ (11)

with the inverse of the SAR signal sweep velocity �τ/�ϑl.
This section first discusses �θ and then derives dspa using the
SAR signal sweep velocity.

In a conventional SAR, �θ is often approximated by the
3-dB-beamwidth [50]

�θconv = λ

ha
γ (12)

where λ is the wavelength, ha is the antenna height, and
γ equals 1.0 for planar antennas and 1.4–1.5 for reflector
antennas. However, a DBF system allows for the innovative
notching of the instantaneous SAR signal direction inside the
auxiliary beam. This notch aids the separation at the cost of an
interferer gain drop [Caux drops in (3)], as the SCORE beam
sweeps over the interferer position, which is shown in Fig. 7(a)
(purple curve). This means that the spatial resolution improves
with the SNR in the auxiliary beam SNRaux. Therefore, it is
possible to improve the spatial resolution if either.

1) The measured RFI is strong and remains above the noise
floor even if Caux drops.

2) The measured RFI is bandpass-filtered to improve
the SNR. This allows measuring weak RFI despite a
reduced Caux.

Note that the second option requires the RFI bandwidth to
be smaller than the SAR bandwidth.

We therefore define the angular resolution of the DBF
system as

�θDBF = ζ�θconv (13)

where ζ < 1 is a resolution factor that accounts for the
benefit of the innovative notching of the SAR signal inside
the auxiliary beam. Note that improving SNRaux allows for a
smaller ζ .

The influence of the angular resolution on the estimation
gap length is then calculated by inserting �θDBF into (11).
The sweeping velocity is computed via [45]

�ϑl

�τ
= c0

2rO

(
rO cos θl√

r2
E−r2

O sin2 θl

− 1

)
sin θl

. (14)

Hence, the estimation gap length due to the antenna is

dspa = rOζ�θconv

⎛
⎝ rO cos θl√

r2
E − r2

O sin2 θl

− 1

⎞
⎠ sin θl. (15)

Fig. 7(b) shows dspat versus ha/λ for: 1) a system with
H = 745 km at θl = 35.13◦ (solid lines); 2) a system with
H = 745 km at θl = 23.98◦ (dashed lines); and 3) a system
with H = 545 km at θl = 35.13◦ (dotted lines). It is evident
that dspa is largest in far range and increases with altitude
because of the slower SCORE beam velocity.

B. Impact of Topography

Measuring the RFI requires a sufficient suppression of
the SAR signal in the auxiliary beam. This suppression is
inherently achieved if the RFI and SAR separation is larger
than the spatial resolution discussed in Section III-A. However,
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Fig. 7. (a) RFI gain in the auxiliary beam (purple) drops while the RFI signal and the SAR signal overlap spatially. (b) Estimation gap increases due to the
antenna’s angular resolution for H = 745 km at θl = 35.13◦ (solid lines), H = 745 km at θl = 23.98◦ (dashed lines), and H = 545 km at θl = 35.13◦ (dotted
lines). (c) Estimation gap increases due to topographic uncertainty δh. ζ refers to the resolution factor of a DBF system defined in (13).

Fig. 8. Orbit and slant-range geometry for a spherical Earth.

an uncertainty in topography shifts the resulting estimation
gap, which is crucial, because applying the RFI correction
inside the estimation gap corrupts the SAR signal. The effec-
tive estimation gap is thus increased by the uncertainty in the
topography.

The relationship between slant range ρ and look angle θl

can be derived from Fig. 8 according to

ρ = rO cos θl −
√
(rE + h)2 − r2

O sin2 θl (16)

with the Earth radius rE, the topographic height h, the satellite
altitude H , and rO = rE + H . From (16), it is evident that
the slant range at the look angle θl, and thus the two-way
travel time 2ρ/c0, depends on the topography. Introducing an
uncertainty in the terrain knowledge, δh results in a slant-range
error δρ. Computing the slant range with the modified height
using (16) and subtracting the nominal height yield the range
delay error

dtop = 2

∣∣∣∣δρ
∣∣∣∣ = 2

∣∣∣∣
√
(rE + h + δh)2 − r2

O sin2 θl

−
√
(rE + h)2 − r2

O sin2 θl

∣∣∣∣.
The notch inside the auxiliary beam (toward the radar return)
can be widened to accommodate this uncertainty, effectively
increasing the estimation gap.

dtop is plotted in Fig. 7(c) for a system with H = 745 km
and h = 0 km. For topographic uncertainties of δh ± 100 m,
dtop is at least one order of magnitude smaller than dspa.

C. Impact of Satellite Attitude
Another contribution to the estimation gap is uncertainties

in the satellite pointing due to attitude errors. Using (16) as a
function of θl, the effect of the attitude error in elevation δθ
can be computed as

datt = 2|ρ(θl + δθ)− ρ(θl)|. (17)

For a reflector-based system like Tandem-L, δθ is in the order
of 0.04◦. A system with such an error operated at H = 745 km
and for h = 0 km is affected by datt = 0.6 km and datt =
1.3 km at θl = 24.3◦ and θl = 38◦, respectively. For a planar-
based system, δθ is in the order of 0.01◦ and the impact of
datt stays below 1 km.

D. Impact of the Pulse Duration
The RFI source on the ground is illuminated by the radar

pulse during τp seconds, i.e., the radar pulse duration. During
this time, the measurement of the RFI signal through the
auxiliary beam is deteriorated and cannot be fully resolved by
spatial filtering. The corresponding gap extent can be reduced
with a subband-dependent notching of the auxiliary beam
(dispersive beamforming). Consequently, RFI which is only
occupying one subband is illuminated by the radar pulse for
the reduced duration

dsub = c0τp Bsub

2Bs
(18)

with the radar bandwidth Bs and the subband bandwidth Bsub.
For commonly used pulse durations, only few subbands are
necessary to keep dsub at least one order of magnitude smaller
than dspa.

IV. ESTIMATION GAP RECONSTRUCTION

FOR IN-SWATH RFI
This section shows that the RFI inside the estimation gap,

where spatial filtering is not possible, can be removed with
auxiliary beams under the right conditions. The estimation gap
is filled by means of an interpolation or modeling (Fig. 9)
in postprocessing on the ground: the auxiliary beams collect
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Fig. 9. Information collected with the auxiliary beam (red) is used to model the signal inside the estimation gap.

Fig. 10. Illustration of (19). Autoregressive modeling estimates the next
sample yn by weighting and summation of the previous samples (green boxes).

information about the RFI on both the sides of the estimation
gap, which is used to predict the RFI signal inside the estima-
tion gap. Hence, no a priori external information is needed.
This article demonstrates this technique with an autoregressive
model [51], [52], which is commonly applied in the restoration
of digital audio signals [53], [54] and works well if the signals
are stationary for the duration of the estimation gap. [Note that
the estimation gap length depends on the antenna height and
the RFI-to-noise ratio (RNR).]

The signal reconstruction can be achieved if a relation
between the missing sample yn and its preceding values yn−i

can be formed so that

yn = −
m∑

i=1

ai yn−i (19)

which weighs each known sample with a coefficient ai and
recovers yn by means of a summation of the weighted outputs,
as illustrated with the block diagram in Fig. 10. Several autore-
gressive methods exist that estimate the weighting coefficients
by optimizing

min

(
yn +

m∑
i=1

ai yn−i

)2

. (20)

A stable method that minimizes the error of both the forward
and backward estimations (inversion of the sample order) is the
recursive Burg’s method [55]–[58] and is used in this article.
A detailed description of the method and its derivation, as well
as the implementation, can be found in [59].

Using an autoregressive model enables the reconstruction of
RFI signals that are stationary over the time duration of the
estimation gap.1 This is, for example, the case for most radio
amateur signals in the P-band [60].

1Section III-A showed that the estimation gap is in the order of a few tens
of microseconds for systems with multiple channels in elevation and defined
by the imaging geometry and the system design.

If the RFI signal is not stationary over the estimation gap
duration but consists of a repetitive signal (e.g., radar pulses),
the gap can be filled with the recognized pattern, while more
complex models could be employed for transmitters with
known encoding schemes.

V. FILTERING MULTIPLE INTERFERERS

This section explores the usage of auxiliary beams in
environments with multiple interferers with regard to the
technical limitations of the RFI mitigation and the imple-
mentation feasibility in current SAR systems. In general, it is
possible to synthesize an arbitrary number of auxiliary beams
simultaneously. Two RFI sources can be removed from the
data if they are either transmitting at different frequencies or
are located in nonoverlapping auxiliary beams (note that the
auxiliary beam footprint in azimuth could also be reduced with
azimuth beamforming). If multiple narrow auxiliary beams are
used for this purpose, the AoA of each interferer needs to be
known beforehand or estimated on-board. This is illustrated
in Fig. 11, in which all interferers can be filtered, except
for the two interferers in the bottom right footprint (due
to overlap in space and frequency). The equations of such
an overlapping scenario are derived in the following. Let
these two problematic interferers be located at θ1 and θ2,
with |θ1 − θ2| < �θDBF. Consequently, the collected RFI
information is a superposition of both the signals r1(τ ) and
r2(τ ) according to

saux(τ ) = r1(τ )GCaux(θ1)+ r2(τ )GCaux(θ2). (21)

Due to the small spatial distance between both the RFI signals,
Caux(θ1) and Caux(θ2) are similar but not identical: each of the
two signals has a different ideal scaling coefficient, which is
in the following refered to as k1 and k2. However, it is not
possible to scale the components of (21) individually. An on-
ground estimation of the scaling coefficient will result in an
effective scaling factor keff , which is then applied to (21), and
the result is subtracted from the SAR data. This means that a
residual RFI remains in the corrected SAR signal

sc(τ ) = GCss(τ )+ r1(τ )GCrfi(τ, θ1)

[
1 − keff

k1

]

+r2(τ )GCrfi(τ, θ2)

[
1 − keff

k2

]
.

The RFI mitigation only reduces the original RFI components
in the image for |[1 − (keff/k2)]| < 1, which depends on
the signal characteristics. A reliable use of auxiliary beams
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Fig. 11. Multiple interferers (diamonds) within the auxiliary beam footprint
are resolved if they transmit at different frequencies (illustrated by different
colors). Closely spaced interferers at the same frequency cannot be resolved
and are treated as one RFI source, degrading the RFI mitigation performance.

requires accounting for the necessary spatial resolution to
resolve the expected RFI environment.

In addition, it is noted that even if each interferer is
illuminated with its own auxiliary beam, RFI information can
leak between the beams through the sidelobes. This leakage
is especially prominent for a large number of interferers
and a large range of RFI powers. Nevertheless, this effect
can be reduced with additional notches at the expense of
beamforming complexity.

Another important factor is that increasing the number of
auxiliary beams also effects the data rate and transmitted data
volume. The data volume reduction F of the auxiliary beam
method compared with the transmission of all digital channels
to the ground is

F = m Brfi

(N − S)Bs
(22)

where m is the number of interfering sources, Bs is the SAR
bandwidth, Brfi is the interferer bandwidth, N is the number of
channels, and S is the number of SCORE beams transmitted to
the ground. Equation 22 is valid, because it suffices to set the
auxiliary beam bandwidth equal to Brfi. Consequently, the data
volume reduction factor depends on the expected interferer
environment. For example, a system with 16 channels, which
is exposed to four interferers transmitting with 10% of the
SAR bandwidth each, will achieve F = 0.025. The on-ground
processing with auxiliary beams reduces the transmitted data
for the RFI mitigation by a factor of 40.

Downlinking all digital channels might be favorable for F
close to 1, as this allows for more processing flexibility on
ground.

VI. AUXILIARY BEAMFORMING OPTIONS

This section introduces multiple options for forming aux-
iliary beams. Each method has different advantages in terms
of computational complexity and required a priori knowledge
of the interference environment. The presented methods can
measure interference inside and outside the swath.

A. Wide Beam

The easiest auxiliary beam implementation is a wide beam
as shown in red in Fig. 12(a). A simultaneous notch toward
the green SCORE beam suppresses the SAR signal. This
notch is moving with the SCORE beam but its weights are
precomputed in the same manner, as the SCORE weights are
precalculated ahead of the acquisition. No AoA estimation
of the interferer direction is performed, though this comes
at the cost of a reduced RFI radiation pattern Caux. The
reduced SNR affects the size of the estimation gap as discussed
in Section III-A.

B. Narrow Beam
Another option is to form a narrow auxiliary beam toward

the direction of the interferer as shown in Fig. 12(b). Note that
the SCORE beam direction is notched. The beam is narrower
and has a higher radiation pattern Caux and thus SNR, which
reduces the RFI estimation gap. However, a mispointing of
the beam results in a loss of the RFI information, and there-
fore, it is necessary to perform an on-board AoA estimation.
Another option is to only use the narrow beam for interferers
with a known and fixed location.

C. Interleaved Beam
The interleaved beam has a high RFI radiation pattern and

yet does not require an on-board AoA estimation. This is
achieved by merging two auxiliary beams that are time-shifted
copies of the SCORE beam as shown in Fig. 12(c). The first
beam is preceding the SCORE beam, and the second beam
is following the SCORE beam with a time delay. In other
words, both the beams point at the instantaneous direction
of the SCORE beam’s first sidelobes while notching the
direction of the instantaneous SAR signal. The combination
of both the auxiliary beams allows for recording the RFI
in the first SCORE sidelobes with a high-radiation pattern.
This is advantageous if the RFI direction is unknown and RFI
in the higher-order sidelobes is sufficiently suppressed (e.g.,
reflector antenna). The auxiliary beam weights can easily be
computed on-ground before the acquisition. Both the beams
can be combined before transmitting the information to the
ground.

This article focuses on beam options for a system with
multiple elevation channels. However, auxiliary beams are also
applicable to systems with multiple azimuth channels or with a
combination of azimuth and elevation channels. The interested
reader is referred to [61].

VII. SIMULATION OF A DBF SYSTEM

WITH AUXILIARY BEAMS

The rest of this article presents simulation results for a DBF
system with auxiliary beams in elevation. The system employs
a planar antenna and the system parameters are summarized in
Table I. This section summarizes the simulation chain and the
error model that is common to all RFI mitigation results. The
presented system performance parameters SNR, RFI-to-signal
ratio (RSR), and RNR are defined as

SNR = P̄Signal

P̄Noise
(23)
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Fig. 12. Auxiliary beam implementations (red). The SAR signal is collected with the green beam and the auxiliary beam is notched toward the direction of
the instantaneous radar return. (a) Wide beam with low SNR. (b) Narrow beam with high SNR. (c) Interleaved beam measures the first sidelobes and provides
a high SNR.

TABLE I

SAR SYSTEM AND SIMULATION PARAMETERS

with the average signal power after beamforming P̄Signal and
the average noise power after beamforming P̄Noise

RSR = P̄RFI

P̄Signal
(24)

with the average RFI power after beamforming P̄RFI, and

RNR = P̄RFI

P̄Noise
. (25)

This allows relating the power in the beamformed planar
system data to the power at a single reflector antenna feed.

A. RFI Simulator

This section describes the simulation chain for the per-
formance evaluation as illustrated in Fig. 13. As an ini-
tial step, multichannel SAR raw data are simulated for the
designed DBF system. The SAR data are modeled with
a complex-Gaussian circular backscatter, which is a valid
assumption for an extended target [50]. Hereby, each data
channel is simulated in the following way.

1) A complex Gaussian noise vector is simulated and serves
as a backscatter vector b.

2) A vector of look angles θl that corresponds to distributed
points on the ground is computed.

Fig. 13. Simulation chain for the performance evaluation.

3) The backscatter of channel n is computed by multiplying
b by eiπ(n−1) sin θl , which corresponds to the phase delay
due to the half-lambda spacing between channels.2

4) The backscatter of each channel is convoluted with the
transmitted radar chirp.

Note that constant factors in the radar equation are ignored,
as the simulation of the beamforming only requires to account
for the relative channel differences. Next, the system applies
DBF to its channels and this beamformed SAR signal serves
as an ideal reference signal.

Then, error sources are simulated. These errors include
system noise (modeled as additive white Gaussian noise) and,

2The SCORE operation that is already planned for future SAR systems
requires scanning to the edges of the imaged swath without grating lobes.
Concepts that are currently considered for these systems require a scanning
of up to φ0 = 15◦ away from the antenna boresight. Thus, the adjacent channel
spacing in wavelengths (d/λ) needs to be [62] (d/λ) < (1/1 + | sinψ0|) =
0.79. This also guarantees that auxiliary beams can be used for in-swath
interference without the occurrence of grating lobes. Note that such a spacing
still results in grating lobes when auxiliary beams are scanned outside
the imaged swath. In this case, this technique remains applicable if the
instantaneous SAR signal and interference are not visible in the grating lobes
and main beam simultaneously. The cost for an operation without grating
lobes outside of the imaged swath is a half-lambda spacing as it is simulated
in this article.
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Fig. 14. Multiplicative error model: the SAR signal (black vector) is affected
by a multiplicative amplitude error (blue dashed vector) and a multiplicative
phase error (red).

optionally, the simulated and beamformed RFI signals (the
properties of the RFI signal vary between the simulation
scenarios and are discussed in the corresponding sections).
A corrupted SAR signal is created by summing the error
sources to the ideal reference signal. The corrupted signal is
then passed to the output to analyze the degradation before
filtering. The RFI signal measured by the system’s auxiliary
beams is simulated, and the RFI mitigation proposed in this
article is applied to the data. In the end, this output signal is
divided by the ideal signal so that the error model presented
in Section VII-B can be used. Note that, for the purpose of
generality, this article simulates a continuous-wave (CW) and
binary frequency shift keying (BFSK) interferer to investigate
the performance of the autoregressive modeling for RFI that
is changing with various speeds w.r.t. the estimation gap
duration.

B. Error Model

While RFI is an additive error, this article uses the mul-
tiplicative error model illustrated in Fig. 14. The advantage
of this error model is that the multiplicative amplitude error
|�e| (blue dashed) directly describes the effect on the measured
amplitude (black), while the multiplicative phase error arg (�e)
directly describes the effect on the measured phase (red).
Both the errors are decoupled. Note that this is not the
case for an additive error model. In the additive model,
there is an interrelation between phase and amplitude errors:
for example, a given phase error has a stronger impact
for greater RFI amplitudes and both the errors cannot be
analyzed separately. Hence, this work uses a multiplicative
model

�m(τ, t)=�s(τ, t)�e(τ, t)= [A0+ A(τ, t)] · �s(τ, t) · e j�0 · e j�(τ,t)

(26)

where A0 and �0 are constant amplitude and phase offsets
and A(τ, t) and �(τ, t) are time-varying errors. A(τ, t) and
�(τ, t) are expressed with their respective standard devia-
tions σA and σ�. The model is applied to unfocused raw
data.

In Sections VII-C–VII-E, multiple SAR pulses are simu-
lated, and the error model is applied to each pulse individually.
A final 3-sigma error for each parameter is then computed
based on the mean μ and variances σ 2 of the model parameters
in the total image. This results in the 3-sigma offset errors for

the amplitude and phase

μA0 + 3σA0 (27)

and

μ�0 + 3σ�0 . (28)

The 3-sigma standard deviation (std. dev.) errors for the
amplitude and phase are

μA(τ,t) + 3σA(τ,t) (29)

and

μ�(τ,t) + 3σ�(τ,t) (30)

respectively.

C. Simulation Results for Out-of-Swath RFI
This section investigates the effectiveness of auxiliary

beams for out-of-swath interference. An interferer is placed
outside of the system’s swath at θl = −20◦. The emitted
RFI signal is a continuous wave transmitting at a baseband
frequency of 40 MHz. A total of 500 SAR pulses are simulated
and the interferer experiences an interpulse phase offset that
corresponds to a time shift of 1/pulse repetition frequency
(PRF), which accounts for the fact that RFI and SAR systems
are not synchronized. Because the auxiliary beam concept is a
spatial filter, the system is expected to fully mitigate the RFI
in this scenario.

The previously defined 3-sigma std. dev. error, in the
absence of noise (which can be fully contributed to the
RFI), is plotted in Fig. 15(a) before (blue) and after (orange)
the auxiliary beam filter is applied. Without RFI mitigation,
the error begins to move toward unacceptable values as the
RSR approaches around −20 dB. The system achieves a full
removal of the RFI signal with the proposed auxiliary beam
method, returning the residual errors to nearly zero even for
high RSR. For low RSR (smaller than −40 dB), however,
a degradation of the performance is visible. The reason is
that, in the absence of noise and interference, 3 results in the
auxiliary beam signal

saux(τ )

∣∣∣∣
r(τ )=0

= GMz(τ )s(τ ). (31)

Because Mz(τ ) attenuates and modulates the SAR signal
(as the notch is only ideal for the center frequency of the
SAR return), a small residual SAR signal remains, which is
correlated with the SAR signal in the SCORE beam. The LMS
filter tries to remove the correlated component and therefore
degrades the signal. As shown in Fig. 15, this effect vanishes in
the presence of noise (low SNR), but it could also be avoided
with a threshold for the scaling coefficient k.

Next, system noise (additive white Gaussian noise) is added
to the SAR and RFI data. All four error parameters from
Section VII-B are plotted in Fig. 15(b) through Fig. 15(f).
Note that the 3-sigma error increase refers to the error
increase compared with the error introduced by noise only.
When the RFI is above the noise floor (RNR > 0 dB),
and thus detectable, the LMS output error remains at zero
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Fig. 15. 3-sigma error versus RNR in the presence of a CW interferer (40-MHz baseband, θl = −20◦) that is located out of swath. The SNR is in reference
to the SAR signal. (a) Phase standard deviation in the absence of noise. (b) Phase standard deviation increase compared with noise only. (c) Amplitude offset
increase compared with noise only. (d) Phase offset increase compared with noise only. (e) Amplitude standard deviation increase compared with noise only.
(f) Absolute amplitude standard deviation error.

(no standard deviation increase above the normal noise floor)
for all parameters regardless of SNR. The RFI mitigation
with auxiliary beams is successful. If the interferer is below
the noise floor (RNR < 0 dB), the filtering introduces a
degradation as discussed before. It can be observed that the
degradation (when the method is applied in the absence of
detectable RFI) increases with the SNR but is negligible for
SNR = 0 dB. This is the case because the notched but
correlated SAR signal has no effect for SNR = 0 dB. For
large SNR values, the behavior approaches the noiseless case
in Fig. 15(a).

Nevertheless, the system could avoid the performance
degradation with a simple thresholding of k.

1) Effect of LMS Filter Length on Mitigation Performance:
The estimation of k with an LMS filter requires the selection of
a filter length. The concept for this estimation was introduced
in Section II-C and assumed that k is approximately constant
in azimuth, an assumption that only holds for a few hundred
pulses and depends on the beamwidth in azimuth. Table II
summarizes the maximum residual error for RNR > 0 dB
in dependence of the LMS filter length. An increase in
the error with decreasing filter length is evident, because
the filter becomes more susceptible to noise. Hence, while
shorter filters are desirable for an assumption of a constant
k, the minimum length needs to account for the impact of
noise. In addition to this, the filter length will also need to

TABLE II

MAXIMUM RESIDUAL ERROR INCREASE AFTER RFI MITIGATION FOR

RNR > 0 dB. THE VALUES IN PARENTHESES ARE FOR SNR > 20 DB

TABLE III

MAXIMUM RESIDUAL ERROR INCREASE AFTER RFI MITIGATION FOR

RNR <0 dB. THE VALUES IN PARENTHESES ARE FOR SNR > 20 DB

be set angle dependently for a reflector antenna, when the
relative antenna pattern change within the filter cannot be
neglected.

Next, Table III summarizes the maximum error degradation
for RNR < 0 dB. Again, the error increases for shorter filter
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Fig. 16. Phase standard deviation error for an in-swath interferer (θl = 40◦ and baseband frequency fRFI = 25 MHz) at RSR = 64 dB (the RSR level is
chosen to better demonstrate the shown effect). The auxiliary beam is formed as (a) wide beam, (b) wide beam with frequency bandpass for noise reduction,
and (c) narrow beam with frequency bandpass filter.

lengths. While the amplitude offset increase for SNR > 20 dB
is small for a reduction from 500 pulses to 300 pulses
(0.39–0.6 dB), the error increases significantly for 100 pulses
(1.6 dB). Errors of this magnitude affect the radiometric
budget. The other error parameters show a good performance.
This means a short filter window can only be implemented if
the system applies a thresholding of k.

D. Simulation Results for In-Swath RFI

Section VII-C demonstrated the out-of-swath interference
mitigation performance of the simulated system, which
uses auxiliary beams. This section places an interferer
inside the system’s swath at θl = 35.13◦ (40◦ incidence
angle) and investigates the impact on the mitigation
performance.

Fig. 16 shows the residual phase standard deviation error
due to the in-swath interferer (RSR = 64 dB) for a CW
RFI signal transmitted at a baseband frequency of fRFI =
25 MHz. The system uses a wide auxiliary beam in the
first plot [Fig. 16(a)]. The interference is removed from the
data as long as the instantaneous radar return and the RFI
signal are spatially separated; otherwise, a residual error occurs
when the auxiliary beam and the SCORE beam overlap and
thus the error peaks for an incidence angle of θi = 40◦.
However, the error is already noticeable at θi = 34◦. The
SNR in the wide auxiliary beam is N times lower than
in the SCORE beam, and thus this approach is limited for
measuring weak RFI (Section III-A, the spatial resolution
in a DBF system improves with the SNR). Therefore, the
performance degradation is worse at SNR = 0 dB than
at SNR = 40 dB.

This effect is reduced by bandpass-filtering the wide auxil-
iary beam in the frequency domain and results are shown in
Fig. 16(b). As discussed in Section III-A, the bandpass reduces
the noise power in the auxiliary beam and thus achieves a
better spatial resolution by means of a smaller resolution factor
ζ (13). The performance degradation for SNR = 0 dB does
not appear until θi = 39◦, because less RFI information is lost
in the auxiliary beam.

Switching the system from a wide auxiliary beam to a
focused auxiliary beam further lowers ζ and the size of

the expected estimation gap. This is shown in Fig. 16(c)
(with bandpass). The peak of the residual error is narrow
for all plotted SNR levels, which is favorable for a removal
of in-swath interference by modeling the estimation gap
as was discussed in Section IV and will be simulated in
Section VII-E.

E. Simulation of the Estimation Gap Reconstruction
As seen in Section VII-D, a main limitation of DBF-based

RFI mitigation methods is that they are incapable of filtering
in-swath interferers3 while the SCORE beam is looking into
the direction of RFI. This section reconstructs the lost RFI
signal with an autoregressive model (Burg’s method), which
allows for a removal of the residual error peak. The result of
this approach depends on the length of the estimation gap tgap

as well as on the stationarity of the interference over this time
period.

Two different types of RFI signals are considered. First,
the impact of a CW signal at a baseband frequency of
fRFI = 25 MHz is studied in VII-E1. Next, the impact of
a random BFSK signal is analyzed in VII-E2. The residual
3-sigma phase standard deviation errors after gap reconstruc-
tion with different window sizes are presented. Note that
results for the remaining error parameters (phase offset, ampli-
tude offset, and amplitude standard deviation) can be found
in [61].

1) CW-Signal: The residual phase standard deviation error
results for the CW interferer are shown in Fig. 17 for SNR =
40 dB. Fig. 17(a) shows the residual error that remains after
LMS and bandpass filtering (before the estimation gap is
reconstructed). The results are plotted versus fast time (τ = 0
corresponds to the SCORE beam pointing directly at the
interferer) and the corrupted gap is visible for RNR values
above 14 dB. As the RNR increases, the leakage effect of
the fast Fourier transform (FFT) requires the use of a wider
bandpass filter, which results in a larger resolution factor ζ and
a widening of the estimation gap. The same effect is visible
for SNR = 0 dB in Fig. 18(a). Here, the widening of the

3Conventional RFI mitigation methods are able to remove neither in-swath
interference nor out-of-swath interference without introducing significant
drawbacks.
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Fig. 17. Phase standard deviation error versus fast time (centered on the interferer position) dependent on RNR (SNR = 40 dB). (a) No autoregressive model
(LMS and bandpass only). (b) Autoregressive model applied over 80 μs window. (c) Autoregressive model applied over 20 μs window. (d) Autoregressive
model applied over 10 μs window.

Fig. 18. Phase standard deviation error versus fast time (centered on interferer position) dependent on RNR (SNR = 0 dB). (a) No autoregressive model
(LMS and bandpass only). (b) Autoregressive model applied over 80 μs window. (c) Autoregressive model applied over 20 μs window. (d) Autoregressive
model applied over 10 μs window.

estimation gap for larger RNR is more pronounced, because
the performance at low SNR is more sensitive to changes of ζ
and thus the degradation already starts at an RNR of −14 dB.

Next, the estimation gap is reconstructed in an 80 μs
estimation window centered on the interferer position (τ = 0).
The residual error after the gap reconstruction is shown in
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Figs. 17(b) and 18(b) for SNR = 40 dB and SNR = 0 dB,
respectively. In both the cases, the first RNR value with
residual errors is 40 dB larger than without the gap modeling
and hence 40-dB stronger RFI can be fully removed. This
comes at the cost of a sudden degradation for larger RNR
values. When the gap reconstruction fails, the entire 80 μs
in the estimation window are lost. The performance at large
RNR is worse than without gap modeling and can be explained
by the leakage effect of the FFT. Because the bandpass filter
widens with RNR, the stationarity duration of the signal is
reduced. Shorter estimation windows are necessary to remove
stronger RFI. This is in agreement with the results simulated
for SNR = 40 dB using estimation windows of 20 and 10 μs
in Fig. 17(c) and (d), respectively. The shorter the estimation
window, the wider the acceptable bandpass filter and thus the
greater the acceptable RNR values. For SNR = 40 dB, the
RNR values of larger than 80 dB could theoretically be filtered,
although such large values will exceed the common dynamic
range of SAR systems and thus saturate the receiver—resulting
in an irreversible loss of the data.

The results for SNR = 0 dB are shown in
Fig. 18(c) and (d). Here, it is evident that the smallest esti-
mation window size is limited by the noise scaling constraint:
there is no improvement between the 20- and 10-μs estimation
windows. The smaller estimation window actually performs
worse once the estimation window is smaller than the actual
estimation gap. Nevertheless, even a low SNR allows the
removal of RNR up to 50 dB.

It is worth noting that this gap reconstruction is not per-
formed on-board itself. Instead, it is performed on ground
and the estimation window length can be optimized after data
acquisition.

Fig. 19(a) represents the results of Figs. 17 and 18 in
1-D plots. The plots show the 3-sigma phase standard devi-
ation increase computed over an 80 μs window centered
on the interferer position (τ = 0) versus RNR. For high
SNR (Fig. 19), a reduction of the estimation window length
moves the critical RNR from the previously mentioned 14 dB
(without gap modeling) to a value of about 80 dB. For low
SNR [Fig. 19(b)], an improvement is only visible for shrinking
the estimation window to 20 μs. The degradation of the
reconstruction for smaller estimation windows is visible in
the 1-D plot. The gap modeling sufficiently suppresses RFI
in the system up to a critical RNR of about 50 dB.

2) Random BFSK-Signal: In this section, the emitted RFI
signal is a random communication signal encoded with a
BFSK modulation with symbol length SL . A random dis-
crete vector v with uniformly distributed ones and zeros is
simulated. The vector is then modulated onto the frequencies
f1 and f2. The resulting RFI signal shifts between both the
frequencies and is given by

r(τ, t) = e j2π fRFI(τ,t)(t+τ+toffset(p)) (32)

with the imaginary unit j and

fRFI(τ, t) =

⎧⎪⎪⎨
⎪⎪⎩

f1: v

(
� t + τ + toffset(p)

SL

⌉) = 0

f2: v

(
� t + τ + toffset(p)

SL

⌉) = 1.
(33)

Fig. 19. 3-sigma phase std. dev. increase computed in 80 μs window centered
on the CW interferer position for (a) SNR = 40 dB and (b) SNR = 0 dB.

The start position of a symbol within each receive window p is
varied with a random offset toffset(p). The carrier frequencies
are set to f1 = 25 MHz and f2 = 27 MHz in baseband.
Even though a realistic spacing is expected to be smaller than
2 MHz, this large spacing is selected to reduce the similarity
between symbols. The resulting RFI signal is random in the
azimuth direction and thus will demonstrate the capabilities
of a system using the proposed RFI mitigation method. The
symbol length SL is set to 150, 80, and 40 μs, resulting
in three separate simulation scenarios. As the symbol length
is shortened, the stationarity of the RFI signal is decreased
(increased RFI bandwidth) and this is expected to impact
the gap modeling performance with the autoregressive model.
Therefore, the longest selected symbol length (SL = 150 μs)
should result in the best reconstruction.

The 3-sigma phase standard deviation increase computed
over a 80 μs window centered on the BFSK interferer position
is shown in Fig. 20.

For SL = 150 μs and SNR = 40 dB, the error increase stays
below 10◦ for the RNR values of up to 55 dB. For SNR =
0 dB, the error increase stays below 10◦ for the RNR values of
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Fig. 20. 3-sigma phase std. dev. increase computed in 80 μs window centered on the BFSK interferer position. (a) SL = 150 μs; SNR = 40 dB.
(b) SL = 80 μs; SNR = 40 dB. (c) SL = 40 μs; SNR = 40 dB. (d) SL = 150 μs; SNR = 0 dB. (e) SL = 80 μs; SNR = 0 dB. (f) SL = 40 μs, SNR = 0 dB.

up to 40 dB. This is about twice the phase standard deviation
error caused by a continuous interferer at these RNR and SNR
levels. Similar values can be seen for SL = 80 μs, though a
worsening of the performance for larger estimation windows is
noticeable. However, for SL = 40 μs, the performance drops.
The RNR thresholds are lowered to 8 and −2 dB for SNR =
40 dB and SNR = 0 dB, respectively. While the gap modeling
does improve the signal, it is not able to fully recover the
image quality.

VIII. CONCLUSION AND OUTLOOK

The new baseline for SAR-based Earth observation is mul-
tichannel radars capable of DBF, which can spatially filter
interference independent of the RFI signal properties. In this
article, we proposed a novel DBF-based method that moves
the RFI mitigation to the on-ground processing chain without
the need to downlink all channels. The reduction of the data
volume is achieved by means of a spatial prefiltering on-board
with auxiliary beams. These auxiliary beams are synthesized
simultaneously with the SCORE beam, use the same antenna,
and point toward the RFI sources. In this way, information
on the RFI is collected while simultaneously suppressing
the instantaneous SAR echo signal with a time-dependent
antenna pattern notch. The RFI information is downlinked and
coherently subtracted from the data. For this purpose, different
implementations of the auxiliary beam were proposed along
with an LMS filter that optimizes the subtraction.

As with all spatial filtering methods, the mitigation only
works while the RFI and SAR signals can be separated.
A theoretical examination, supplemented by the simulation of
a DBF system using the proposed method, showed that the
amount of lost RFI information—due to the spatial overlap—
is controlled by system design parameters, such as antenna size
and the number of receive channels, but can also be reduced
by oversampling and bandpass filtering the auxiliary beams.

In addition, this article presented a new approach to recover
the lost RFI information solely by modeling the interference
based on the information available in the auxiliary beams. The
performance of this innovative reconstruction was simulated
using an autoregressive model and showed that this method
can fully remove in-swath interferers, as well, provided the
interference is stationary for the duration of the lost RFI
signal.

Future studies could improve the reconstruction by apply-
ing more sophisticated models to the auxiliary beam data.
Such models could, for example, use pattern recognition for
periodical RFI signals or decode the received symbols in
order to predict the symbols lost inside of the estimation gap.
In addition, the on-ground scaling coefficient estimation could
be enhanced with a priori knowledge of the antenna pattern
and interferer position.
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