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Abstract—Change detection by comparing two bitemporal images is one of the most fundamental challenges for dynamic monitoring of the Earth surface. In this article, we propose a metric learning-based generative adversarial network (GAN) (MeGAN) to automatically explore seasonal invariant features for pseudochange suppressing and real change detection. To achieve this purpose, a seasonal invariant term is introduced to maximally suppress pseudochanges, whereas the MeGAN explores the transition patterns between adjacent images in a self-learning fashion. Different from the previous works on bitemporal imagery change detection, the proposed MeGAN have the following contributions: 1) it automatically explores change patterns from the complex bitemporal background without human intervention and 2) it aims to maximally exclude pseudochanges from the seasonal transition term and map out real changes efficiently. To our best knowledge, this is the first time we incorporate the seasonal transition term and GAN for change detection between bitemporal images. At last, to demonstrate the robustness of the proposed method, we included two data sets which are the Google Earth data and the Landsat data, for bitemporal change detection and evaluation. The experimental results indicated that the proposed method is able to perform change detection with precision can be as high as 81% and 88% for the Google Earth and Landsat data set, respectively.

Index Terms—Bitemporal images, change detection, metric learning, metric learning-based generative adversarial network (GAN) (MeGAN), pseudochanges.

I. INTRODUCTION

D YNAMICALLY monitoring the Earth surface’s evolving process is fundamental to understanding human roles that impact environmental transformation. With the rapid development of remote-sensing industry, it is now possible to acquire real-time satellite images to detect environmental changes at fine observation scales, for example, the Landsat and Sentinel mission. Change detection aims to identify changes taking place on the same geographical area by analyzing images that are captured at different times [1]–[3]. It has been widely used in urban planning, disaster management, and land-use monitoring. However, change detection is a challenging task due to the heterogeneous nature of remote-sensing images (which contain random noises and pseudochanges), and it needs effective strategies to detect real changes from complex background.

Recent works have been intensely studying change detection in remote-sensing images, and thus many methods are proposed to better identify changes between image pairs. Among them, the algebra-based approach is one of the most popular change detection strategies, such as the image ratio, image differencing, and change vector analysis (CVA) [4], [5]. However, the algebra-based strategy directly feeds with reflectance values which amplify the random noises introduced by atmospheric conditions. Moreover, the threshold selection is a huge challenge to identify change areas [6], [7]. To facilitate change detection, the unsupervised strategy is proposed by integrating expectation-maximization (EM) algorithm for the threshold selection [8]. However, it is still difficult to select reasonable thresholds to include all changed areas while excluding unwanted ones. Consequently, the transformation-based change detection methods introduce transformed feature representations [such as principal component analysis (PCA) and cap transformation] to highlight changed areas, while suppressing and reducing unchanged information between the bands. Although the transformed strategy exploits invariant components that are able to separate changed pixels from unchanged ones, it is difficult to label the information about the changing area in the transformed feature space. Complementarily, the classification-based change-detection strategy directly translates image pixels into land cover classes regardless of random noises for change identification. For instance, the supervised nonparametric methods have been proposed to detect land cover
In this article, we propose an efficient change detection method for bitemporal imagery comparison. To achieve the purpose of robust change identification, the metric learning-based GAN (MeGAN) model is introduced to exploit invariant feature representations from the limited number of training samples. Moreover, complex transition patterns between bitemporal images can be captured by the proposed change detection method, and thus it is able to identify target areas from pseudochange background. The contributions of this work are: 1) we propose the MeGAN for bitemporal image changes detection, which is able to automatically learn transition patterns in the spectro-spatio-temporal domain without human intervention and 2) to maximally suppress the pseudochange phenomenon, the seasonal transition term is considered to identify changed areas in bitemporal images.

The remainder of this article is organized as follows. The general review on change detection is listed in Section I. Then, Section II provides detailed information about the MeGAN algorithm as well as the seasonal transition formulation. Section III is designed to introduce experimental data sets, network setup, and experimental results. Final conclusions are given in Section IV.

II. METHODOLOGY

The framework of metric-learning-based GAN mainly contains the following steps: 1) bitemporal images alone with seasonal transition term are fed into the generator to predict potential change areas; 2) then, the change (both reference and predicted) maps are fed into the discriminator for fake/real discrimination, and simultaneously the MeGAN is being optimized with the metric-learning penalty; and 3) lastly, the optimized MeGAN is applied to detect real changes from the bitemporal images, as shown in Fig. 1. For the first step, the seasonal transition term is calculated by the ratio of vegetation-sensitive bands between bitemporal bands, while the generator formulates the transition pattern by considering spatial and seasonal changes. Then, the discriminator is deployed to make a determination on the true or fake samples with the metric-learning term based on matching image features and, lastly, change map predictions on bitemporal images can be obtained using the well-trained MeGAN.

A. Formulation of Regular GAN

The primary objective of GAN is based on game theory that consists of two individual counterparts which are a generator \( G(z) \) and a discriminator \( D(x) \). The goal of the generator is to learn a generative distribution \( p_z \) as similar as possible to the real data distribution \( p_d(x) \). The discriminator aims to distinguish the samples whether they are from the generator \( p_z \)
or from the real data distribution \( p_d(x) \). During the training process, the generator \( G(z) \) optimizes the parameters in the generative simulator and tries to fool the discriminator, and the discriminator \( D(x) \) tries to upgrade the performance to make better discrimination on real or fake samples. To better formulate the minimax problem, the objective function of regular GAN is represented as

\[
\min_G \max_D V(D, G) = E_{x \sim p_d(x)}[\log D(x)] + E_{z \sim p_z(z)}[\log(1 - D(G(z)))].
\] (1)

To optimize this loss function, the stochastic gradient descent (SGD) approach is widely applied by sampling a minibatch of fakes from \( p_z(z) \) and a minibatch of real samples from \( p_d(x) \). The selected adversarial samples are used to minimize \( V(D, G) \) with respect to parameters of \( G \) by assuming a constant \( D \), and then maximize \( V(D, G) \) with respect to parameters of \( D \) by assuming a constant \( G \). The training process is to be finished when the loss function converges.

The goal of regular GAN is to train a generator to learn the real data distribution of \( p_d \) by transforming the input signal \( z \). For the well-trained GAN, it is possible to utilize the generator to transform the input data to the target distribution. For this purpose, we have

\[
p(z) = G(z) \approx p(d).
\] (2)

Although the concept of regular GAN is easy to deploy, it is difficult to optimize the loss function \( V(D, G) \) during the training process, especially when feeding contradictory training samples (seasonal differences). Therefore, it almost becomes impossible for the generator to capture the distribution pattern of real data.

**B. Metric Learning-Based GAN**

To increase the stability of regular GAN during the training process, the metric learning is incorporated with GAN (MeGAN) to enhance the performance of the GAN. Metric-learning aims to find a distance between data points in the same class that are smaller than those of different classes. Different from the regular GAN, the discriminator inside of MeGAN outputs a vector rather than a single scalar. Therefore, we denote the discriminator of MeGAN as \( D(x) \). Let \( X = [x_1, x_2, \ldots, x_N] \in R^m \) be the metric of \( N \) sample pairs, where \( X_i = [x_i, x_i'] \in R^m \) consists of a pair of training samples. Here, in the MeGAN, \( x_i \) are from the real samples, whereas \( x_i' \) are from the fake samples from the generator. To measure the distances between data pairs, the Minkowski distances induced by \( \ell_p \) norms are often used.

\[
d_p(X, X') = \|X - X'\|_p = \left( \sum_{i=1}^d |x_i - x_i'|^p \right)^{1/p}
\] (3)

for \( p \geq 1 \). Three different widely used distances can be calculated. For \( p = 1 \), the Manhattan distance \( d_{\text{man}}(X, X') = \sum_{i=1}^d |x_i - x_i'| \). For \( p = 2 \), the Euclidean distance \( d_{\text{eucl}}(X, X') = \left( \sum_{i=1}^d |x_i - x_i'|^2 \right)^{1/2} \), and for \( p \to \infty \), the Chebyshev distance \( d_{\text{cheb}}(X, X') = \max_i |x_i - x_i'| \). Conventionally, the Mahalanobis distance is one of the most widely used term for metric learning. To better formulate the Mahalanobis distance, we have

\[
d_M(X, X') = \sqrt{(X - X')^T M (X - X')}
\] (4)

where \( M \in R^d \times d \) is a symmetric positive semidefinite matrix. Equivalently, the Mahalanobis distance can be reformed as

\[
d_M(X, X') = \sqrt{(LX - LX')^T L(X - X')}
\]

\[
= \sqrt{(LX - LX')^T (LX - LX')}
\]

where \( L \) represents the first few components of matrix \( M \), where \( M \) has rank \( k \), then \( L \in R^k \times d \). Therefore, the Mahalanobis distance learns a global linear transformation which could be used to measure the discrepancy between data pairs.
To minimize the sum of distances that should be in the same class while maximizing the sum of distances from a different class. Therefore, the original formulation is to maximize the term of \( \operatorname{max} \sum_{(x_i, x_j) \in D} d_M(x_i, x_j) \). For convenience, the objective function for the metric learning can be rewritten as

\[
\begin{align*}
\min_{M, \xi} & \quad \|M\|^2_F + C \sum_{i,j,k} \xi_{ijk} \\
\text{s.t.} & \quad d_M^2(x_i, x_k) - d_M^2(x_i, x_j) \geq 1 - \xi_{ijk} M \geq 0 \\
\end{align*}
\]

where \( C \sum_{i,j,k} \xi_{ijk} \) is the regularization term to avoid the over-fitting. Similarly, the k-NN based strategy also applied the objective function of metric learning

\[
\begin{align*}
\min_{M, \xi} & \quad (1 - \mu) \sum_{(x_i, x_j) \in R} d_M^2(x_i, x_j) + \mu \sum_{i,j,k} \xi_{ijk} \\
\text{s.t.} & \quad d_M^2(x_i, x_k) - d_M^2(x_i, x_j) \geq 1 - \xi_{ijk} \\
\end{align*}
\]

where \( \mu \in [0, 1] \) is a tradeoff parameter for objective function optimization. To consider the nonlinear metric learning, the deep neural networks are considered. In this article, the objective function of the metric learning term can be represented as

\[
d_M(D(x_i), G(z_i)) = \sum_{x_i \in p_d(x), G(z_i) \in p_z} \|D(x_i) - D(G(z_i))\|^2_F \tag{8}
\]

where \( d_M(D(x_i), G(z_i)) \) represents the sum of the nonlinear distance between the extracted features from both real samples and generated ones. To be specific, the deep features refer to the activation outputs from mid-layer of the discriminator, except for the last output layer. Thus, this term can be optimized by Adam optimizer during the training progress of MeGAN. In general, the objective function for MeGAN is

\[
\begin{align*}
\min_{G} & \quad \max_{D} V(D, G) = E_{\sim p_d(x)}[\log D(x)] \\
& \quad + E_{\sim p(z)}[\log(1 - D(x))] \\
& \quad + d_M(D(x_i), G(z_i)). \tag{9}
\end{align*}
\]

As stated above, the objective of MeGAN is to generate realistic samples while considering the distance loss between the generator and the discriminator. Compared to the regular GAN, the MeGAN is more stable and easier to be trained.

C. Change Detection With MeGAN

To utilize the MeGAN for change detection, the seasonal transition term determination is one of the key components before calculation. Because of the pseudochanges with bitemporal images (especially for seasonal variations), it is difficult to exclude the seasonal pseudochanges from real changes. To handle this, the change vector analysis is introduced to formulate the possible pseudochanges by quantitatively measuring color variations. The change magnitude term can be formulated by

\[
\text{CM}_{\text{pixel}} = \sum_{k=1}^{n} \|V_{ijk}(t_2) - V_{ijk}(t_1)\|^2 \tag{10}
\]

here \( \text{CM}_{\text{pixel}} \) represents the change magnitude for each pixel between bitemporal images, and \( V_{ijk} \) represents the values of pixel \((i, k)\) for band \(k\). However, the change magnitude only reveals the overall changes for each pixel which fails to identify seasonal transitions. Thus, the seasonal transition term is calculated to identify pseudochanges that are induced by seasonal changes, and it can be represented by

\[
\text{CD} = \frac{\sum_{k=1}^{n} \|V_{ijk}(t_2) - V_{ijk}(t_1)\|^2}{\sum_{k=1}^{n} \|V_{ijk}(t_2) - V_{ijk}(t_1)\|^2} \tag{11}
\]

here \( \text{CD} \) is the change direction term that represents the seasonal changes in the color domain. To achieve the purpose of change detection, the seasonal transition term alone with bitemporal images are integrated as the input data for the MeGAN. Suppose, the bitemporal images are \(T_1\) and \(T_2\), and the ground truth change map is \(g_t\), the generator has the formulation

\[
x_{\text{gen}} = G((T_1, T_2, \text{CD})|g_t). \tag{12}
\]

The generator is fed with bitemporal images \(T_1\) and \(T_2\) and the change-direction term \(\text{CD}\). To reduce the computational complexity, the bitemporal images are converted to the panchromatic mode (i.e., single band for each image), whereas the color components are stored in the change direction map. Here, \(x_{\text{gen}}\) represents the output of the generator that aims to mimic the distribution of \(g_t\). Consequently, the objective function of the MeGAN for change detection has the following formulation:

\[
\begin{align*}
\min_{G} & \quad \max_{D} T(D, G) = E_{\sim p_d(x)}[\log D(x)] \\
& \quad + E_{\sim p(z)}[\log(1 - D(x_{\text{gen}}))] \\
& \quad + d_M(D(x_i), G(z_i)). \tag{13}
\end{align*}
\]

where \(p_d(x)\) is the subset of \(g_t\), and \(p(z)\) is the data distribution of bitemporal images. The first two losses can be categorized as the optimization term for the discriminator, and the last loss is the penalty term for the generator. To optimize the objective function of the MeGAN, both loss terms for discriminator and generator are calculated and minimized during the training process with the help of Adam optimizer. Finally, the well-trained generator inside of the MeGAN is able to generate realistic samples by considering the bitemporal images \(T_1\) and \(T_2\).

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Data Description

To illustrate the change detection ability of the proposed MeGAN, the experiments are conducted on two data sets for algorithm evaluation. Specifically, the selected two data sets are season-varying bitemporal images, and they have different spatial resolutions which are roughly 0.5 and 30 m, respectively.

The first data set was provided by Lebedev et al. [35], and it contains two images acquired at different times, covering a complex residential region. This data set was obtained by Google Earth (Digital Globe) with the sizes of 2700 × 4275 pixels for each image. The spatial resolution is approximately 0.5 m, and the first image was captured in summer and the second image was captured in autumn. With
the submeter resolution, it allows us to detect small changes (such as cars, buildings, and roads) between the bitemporal images. Meanwhile, it is noticeable that there are lots of pseudochanges that are induced by seasonal changes, for instance, the trees, illumination conditions, as shown in Fig. 2. Therefore, the accurate change detection over such a complex region is quite challenging.

The second data set is the bitemporal subset data of Landsat satellite. This study area belongs to the North China Plain located in central Shandong Province, China. Data were acquired by the Landsat Enhanced Thematic Mapper Plus (ETM+) and Operational Land Imager (OLI) image for Path 122, Row 35. Data set consists of two images covering the city of Tai’an in January 2010 and October 2015. Both images in this data set are 506 × 469 (with near-infrared, red, and green bands), and the major land cover types of the area include cropland, water, urban built-up, forest, and barren. Over the past few decades, rapid industrialization and urbanization have greatly changed the agricultural land pattern in this study area. The bitemporal images and its reference map are shown in Fig. 3.

To further demonstrate the robustness of the proposed method, we also introduced another Kunshan data set to test the performance of the proposed method. This data set consists of two images covering the city of Kunshan, China, on March 2000 and February 2003, acquired by the Landsat Enhanced Thematic Mapper Plus (ETM+) [39]. Each image contains 800 × 800 pixels where bitemporal changes are mainly involved with urban expansion. The spatial resolution is 30 m and we refer to the near-infrared, red, and green bands for change detection. The change reference map is acquired by manual labeling, as shown in Fig. 4.
small patches with the sizes of 256. Also, to increase the number of training samples, the adjacent images have a distance of 64 pixels between central points for the Google Earth data set. Finally, Google Earth data set has 2457 patches, where 30% of the samples were taken as training samples and the rest are test samples. In addition, to avoid the possible correlation between training samples and test samples, we separate the whole data set into two individual areas. Specifically, the training area is 1:810 in rows and 1:4275 in columns, and the rest area is for evaluation. Similarly, for the Landsat data set, we separate the whole data set into two individual areas. Specifically, the ground information (such as cars and obstacles) is added into the network which contains encoder–decoder convolution operations and skips links for image transformation.

The discriminator is modified from a deep CNN, where the main contribution of the modified framework is the distance regularizer. In this implementation, the discriminator feeds with bitemporal images alone with the change maps either from the real or fake data set. Then the discriminator tries to discriminate the change maps that come from ground-truth data set rather than the generator. At the same time, the metric-learning term is calculated by measuring the discrepancy between real samples and generated ones. During the training process, the learning rate is set to 0.0002, while the number of generator filters in the first convolution layer is 20 and the number of discriminator filters in the first layer is also 20.

2) Impacts of Metric Learning Term: The GAN framework that aims to capture the distribution pattern of the real data set often encountered the problem of gradients vanishing which leads to failure training. To stabilize the adversarial network, the metric learning term is introduced to increase the stability of the GAN framework. To be specific, the metric distances between the generated samples and the real ones are measured by the discriminator through hierarchical convolution and activation. In this article, we measured the distance by matching the first four deep features generated by the discriminator. Then, the loss function is incorporated into adversarial losses to be optimized by Adam optimizer. By incorporating metric learning, it is possible to train the adversarial network stably and efficiently.

In order to quantitatively measure the impacts of metric learning, we tested the MeGAN with/without distance regularization. Specifically, the Mahalanobis distance term is added to measure the similarity between real and fake samples. Based on the previous settings, the training processes of the MeGAN with/without distance regularization are displayed in Fig. 5. From this figure, we can conclude that both discriminator and generator losses are changing rapidly without distance regular regularization term. After 80k iterations, the discriminator is minimized to around 0.2 where the generator keeps rising until it reaches 7. Therefore, the generator is generally losing its power in generating realistic samples that are distinguished by the discriminator. Compared to nonmetric learning MeGAN, the metric learning-based MeGAN is more stable during the training process. To be specific, the loss values of the discriminator are gradually decreased to 0 around 20k iterations. After that, the generator gains the power of generating realistic samples and the loss values keep rising from 0 up to around 0.5 in the end. Meanwhile, the generator keeps optimizing its loss function and increasing the power of realistic sample generation. In general, the MeGAN with distance regularization is more suitable for change detection for seasonal varying bitemporal images.

3) Seasonal Pseudochange Suppression: Owing to the contradictory samples induced by seasonal differences, it is difficult to learn invariant features that represent real changes. For instance, the vegetation including trees and grassland are quite green in the growing season, whereas the leaves decay during winter, as shown in Fig. 6. Therefore, the huge differences in terms of color and spatial contents are the main obstacle in identifying the real changes between bitemporal images. Specifically, the ground information (such as cars and roofs) may be occluded by trees and other vegetation canopies, which increased the difficulty in change detection. In some extreme cases, the image patches may be fully covered by canopies that blocked the land cover objects. How to

<table>
<thead>
<tr>
<th>Name</th>
<th>Layer</th>
<th>Kernel</th>
<th>Stride</th>
<th>Features</th>
<th>Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>1</td>
<td>128×128</td>
<td>2</td>
<td>2*ndf</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>64×64</td>
<td>2</td>
<td>2*ndf</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>32×32</td>
<td>2</td>
<td>4*ndf</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16×16</td>
<td>2</td>
<td>8*ndf</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2×2</td>
<td>8</td>
<td>8*ndf</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>16×16</td>
<td>8</td>
<td>8*ndf</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>32×32</td>
<td>2</td>
<td>4*ndf</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>64×64</td>
<td>2</td>
<td>2*ndf</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>128×128</td>
<td>2</td>
<td>2*ndf</td>
<td>ReLu</td>
</tr>
<tr>
<td>D</td>
<td>1</td>
<td>128×128</td>
<td>2</td>
<td>2*ndf</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>64×64</td>
<td>2</td>
<td>4*ndf</td>
<td>ReLu</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>32×32</td>
<td>2</td>
<td>8*ndf</td>
<td>tanh</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>31×31</td>
<td>1</td>
<td>16*ndf</td>
<td>tanh</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>30×30</td>
<td>1</td>
<td>1</td>
<td>tanh</td>
</tr>
</tbody>
</table>
Fig. 5. Loss function values. (a) MeGAN without distance metric regularization. (b) MeGAN with the metric learning term.

Fig. 6. Illustration of seasonal varying between bitemporal images and the performances of the MeGAN for change detection. (a) Original image of T1. (b) Original image of T2. (c) Change detection results by using MeGAN without using seasonal transition term. (d) Change detection results by using MeGAN with seasonal transition term. (e) Reference map.

detect the changed areas while ignoring pseudochanges caused by vegetation canopies is one of the biggest challenges for bitemporal imagery change detection.

In the framework of MeGAN, we introduced the seasonal transition term to represent the pseudochanges induced by seasonal varying. To achieve this purpose, we calculated the change direction [as shown in (11)] of the bitemporal images by using the vegetation sensitive bands (green or near-infrared). Then, the vegetation transition term is fed into the MeGAN alone with the bitemporal images for change detection. To illustrate the seasonal variation between bitemporal images, some parts of the change detection results are shown in Fig. 6. Without seasonal transition regularization, the change detection results may suffer from under-identifying. In the meantime, the change direction term [i.e., (11)] is able to capture the pseudochanges caused by vegetation, while the MeGAN can automatically reject any pseudochanges that it represents. Therefore, the change-detection results have significantly improved when the seasonal transition term is introduced. In general, the results of change detection are quite promising in terms of identifying contradictory image pairs to find real change areas.

C. Change Detection Results and Comparison

To demonstrate the robustness of the proposed method, we included the traditional change-detection methods such as CVA [40], postclassification change detection (PCC) [41], and pix2pix framework [42]. For the CVA, we calculated the distances of each pixel between the bitemporal images. Based on the distance values, the change magnitude map can be obtained. At last, the change areas are identified by implementing the auto-threshold algorithm. For the PCC method, the ISO data-based unsupervised segmentation strategy is applied to generate classification maps for each image. Then, the change map can be derived from these two frames of classification
map. In addition, for the pix2pix GAN, we implemented it as mentioned in [35], and two bitemporal images are directly fed into a framework for change map prediction.

Meanwhile, to quantitatively measure the change detection accuracy, we calculated the bounding boxes and their intersection over union (IoU) of polygons to represent the performance of change maps. In particular, the IoU is calculated by implementing \( \text{IoU} = \frac{\text{True}}{\text{Union}} \). For convenience, we mark a correct detection as true positive (TP), a wrong detection as false positive (FP), and a ground truth not detected as false negative (FN). Precision is the percentage of correct positive predictions and is given by \( \text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}} \) and the recall represents percentage of TP detected among all relevant ground truths and is given by \( \text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}} \) [43].

D. Google Earth Data Set

For the Google Earth data set due to the high spatial resolution and significant seasonal changes, it is difficult to separate real changes from noisy background information. To identify change areas between bitemporal images, we implemented the CV A, PCC, and pix2pix framework as the standard benchmark. In addition, the proposed MeGAN is also been included for comparisons. The classification map is illustrated in Fig. 7. As shown in this figure, we can conclude that traditional change detection methods have failed in identifying real changes given such a complex background. To be specific, the CV A calculated the change magnitude as well as the change direction vectors for change detection. However, due to the significant difference in illumination and phenology conditions, the CV A falsely identified roofs, roads, and canopies as potential change areas. Similarly, the PCC first classified land cover objects by using unsupervised clustering algorithms. Then, change areas can be derived by using postclassification comparisons. But, the classification of bitemporal images is difficult when the spatial resolution is high. Therefore, how to extract robust change features from the self-contradictory image samples is one of the biggest changes for accuracy change detection. To handle it, the pix2pix framework aims to automatically explore high-level robust features to represent real changes between bitemporal images. The pix2pix learns the translation pattern from the T1 image to the T2 image, and the change map can be obtained by predicting the entire data set. The change detection map of pix2pix is illustrated in Fig. 7(f), where lots of pseudochanges are excluded but with significant omission errors. Complementary, the MeGAN is able to predict the real changes by simultaneously considering seasonal transition and metric learning term.

To quantitatively measure the change detection results, we borrowed the idea for measuring the object detection results and introduced the bounding box fitness (IoU) as an indicator to calculate precision and recall rate. The precision and recall rate is plotted in Fig. 8, where the IoU threshold
was set to 0.5. In general, the accuracy of traditional change detection methods is significantly lower than that of deep learning-based methods. In this figure, a good change detector means that its precision stays high as recall increases. From this point of view, both CVA and PCC are quite low in precision and recall rates, which are even lower than 0.1. The pix2pix framework is significantly better than the traditional change-detection strategies. The precision of pix2pix can be as high as 0.3 when the recall rate is around 0.1. However, due to the huge differences in terms of vegetation land covers, the pix2pix method suffered from significant omission errors. Complementarily, the MeGAN that introduced the seasonal transition term is able to suppress pseudochanges. Thus, the recall rates can almost reach 0.4 for the MeGAN without metric learning (MeGAN-non) and 0.45 for the MeGAN. Meanwhile, the precision accuracy at a recall rate of 0.4 can be as high as 0.38 for the MeGAN. Finally, the average precision (AP) can be calculated based on areas between the precision-recall curve and the x-axis. Therefore, the average precision for the CVA is the lowest one which is only 0.08%, and the PCC has an accuracy of 0.67%. When using the deep-learning method, the average accuracy is increased to 5.81%. Finally, with the introduction of seasonal transition term and metric-learning strategy, the average accuracies can be as high as 8.80% and 14.24%, respectively. Meanwhile, we also introduce the f1-score and kappa index to measure the change detection results, as shown in Table II.

<table>
<thead>
<tr>
<th>Method</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVA</td>
<td>0.09</td>
<td>0.57</td>
<td>0.14</td>
<td>0.08</td>
</tr>
<tr>
<td>PCC</td>
<td>0.07</td>
<td>0.39</td>
<td>0.11</td>
<td>0.05</td>
</tr>
<tr>
<td>Pix2Pix</td>
<td>0.80</td>
<td>0.33</td>
<td>0.44</td>
<td>0.43</td>
</tr>
<tr>
<td>MeGAN-non</td>
<td>0.76</td>
<td>0.51</td>
<td>0.59</td>
<td>0.58</td>
</tr>
<tr>
<td>MeGAN</td>
<td>0.82</td>
<td>0.51</td>
<td>0.63</td>
<td>0.60</td>
</tr>
</tbody>
</table>

From the change detection maps, we can conclude that the proposed MeGAN has achieved a good performance in terms of identifying real changes even with the near-infrared band. This demonstrates that both natural color combination and standard pseudocomposite are suitable for seasonal transition pattern recognition. The detailed information about change detection results of the Landsat scene is illustrated in Table III. The change detection results indicate that the MeGAN is able to learn stable transition patterns from bitemporal images. Specifically, the vegetation cover in the T1 image is denser than that in the T2 image. In addition, due to the variation of illumination conditions between seasonal varying images, the reflectance values for the same land cover targets may present with different values. To handle this problem, the framework of the GAN can effectively shed light into the invariant features that indicate pseudochanges as well as the real changes. In this data set, the nonmetric learning strategy and the metric learning strategy have been applied to predict the real changes between seasonal varying images. As a result, the recall rate for the non-MeGAN is 0.82 and 0.84 for the metric learning-based MeGAN.

### E. Landsat Data Set

Similarly, the proposed MeGAN is applied to the Landsat data set for change detection. Different from the Google Earth data set, it has a coarser resolution, and the land covers are more complex without any fixed spatial patterns. For the Landsat scene, we focus on the changes taken place on the cropland which has been dramatically occupied due to fast urbanization in China. To increase the difficulty of change detection, we chose two images with significant seasonal differences. Most pseudochanges that occurred on croplands were usually green in summer and became bare soil in winter. Different from the Google data set, we utilized the standard pseudocomposite (near-infrared, red, and green) to demonstrate the robustness of the seasonal transition term and the MeGAN model. Therefore, the non-MeGAN and MeGAN were employed in this section to detect real changes that occurred between the bitemporal images. Change detection results are shown in Fig. 9.

From the change detection maps, we can conclude that the proposed MeGAN has achieved a good performance in terms of identifying real changes even with the near-infrared band. This demonstrates that both natural color combination and standard pseudocomposite are suitable for seasonal transition pattern recognition. The detailed information about change detection results of the Landsat scene is illustrated in Table III. The change detection results indicate that the MeGAN is able to learn stable transition patterns from bitemporal images. Specifically, the vegetation cover in the T1 image is denser than that in the T2 image. In addition, due to the variation of illumination conditions between seasonal varying images, the reflectance values for the same land cover targets may present with different values. To handle this problem, the framework of the GAN can effectively shed light into the invariant features that indicate pseudochanges as well as the real changes. In this data set, the nonmetric learning strategy and the metric learning strategy have been applied to predict the real changes between seasonal varying images. As a result, the recall rate for the non-MeGAN is 0.82 and 0.84 for the metric learning-based MeGAN.

### F. Kunshan Data Set

Different from the previous Landsat data set, the Kunshan data set has a larger geographical coverage with a
complex urban background. Because of the seasonal differences, the vegetation presented change-detection results in Fig. 10(a) and (b) with significant variations. To reduce the impact of seasonal differences, the MeGAN with seasonal transition term was deployed to detect real changes from a complex background. The changes occurred in these bitemporal images are mainly due to urban expansion. In order to detect real changes, the seasonal transition term was calculated to maximally suppress pseudochanges. Meanwhile, the MeGAN model aims to capture the transition pattern between the two images. Change detection results are presented in Fig. 10 and their accuracies are reported in Table IV. We can conclude that the MeGAN is able to capture the bitemporal transition patterns while excluding noises introduced by seasonal difference.

IV. CONCLUSION

In this article, we proposed a MeGAN to detect real changes from bitemporal images. To be specific, a season-invariant transition term is proposed to suppress the pseudochanges in bitemporal images. Then, the metric learning strategy is introduced to improve the performance of the traditional GAN, in terms of change detection. The main contribution of this article is that we introduced a metric learning-based strategy that incorporating a seasonal transition term to learn invariant bitemporal transitional features. Although the proposed MeGAN has the ability to learn robust transitional features, the task of change detection in long-term time-series images is quite challenging, especially at larger scales. How to find periodic transition patterns in time-series images will be one of the major challenges in our future work.
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TABLE IV

<table>
<thead>
<tr>
<th>Method</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>MeGAN-non</td>
<td>0.71</td>
<td>0.64</td>
<td>0.71</td>
<td>0.69</td>
</tr>
<tr>
<td>MeGAN</td>
<td>0.82</td>
<td>0.70</td>
<td>0.72</td>
<td>0.71</td>
</tr>
</tbody>
</table>
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