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Future launch vehicle concepts and technologies for expendable and reusable
launch vehicles are currently investigated by the DLR research projects Akira

and X-tras. In particular, the winged Liquid Fly-back Booster concept Lfbb
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risks involved in on-line trajectory optimization, off-line reference trajectories
are still considered important for tracking purposes. In that sense, the goal of
this paper is to investigate an off-line and general-purpose guidance and control
(G&C) architecture for preliminary studies of reusable launch vehicles. This
is done by using trajectory optimization combined with Modelica models for
the generation of optimal guidance commands, and then trajectory tracking is
performed by means of inner-loop feedback controls in terms of nonlinear dy-
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1. Introduction

1.1. Background

Several studies on future launch vehicle configurations and technologies for
expendable and reusable launch vehicles have been extensively conducted in the
past at DLR [1, 2, 3, 4, 5, 6, 7, 8]. Currently, partly or fully reusable launch
vehicles using different return methods are investigated at DLR in the context
of the research projects Akira and X-tras [9, 10, 11].

Reusability of launch vehicles strongly impacts the launch servicing mar-
ket whenever sufficient reliability and low refurbishment costs can be achieved.
Thus, keeping up with such rapidly evolving international launcher market is
essential for Europe, and therefore the need for continuous investigation of dif-
ferent methods and technologies for reusability [5, 8, 12].

In particular, the winged Liquid Fly-back Booster concept Lfbb, studied
extensively during the early 2000’s [13, 14] and more recently in [9], based
on an LOX/LH2 propellant combination for vertical takeoff and vertical land-
ing (VTVL), as well as the more recent study of the delta-winged horizontal
takeoff and horizontal landing (HTHL) concept Aurora [10, 11] based on an
LOX/Kerosene propellant combination have been considered.

For the launcher concepts and configurations to consider and optimize in pre-
liminary design studies, early stability and controllability aspects are necessary.
This leads to the following motivation for this paper.

1.2. Motivation

This paper focuses on early stability and controllability aspects during the
preliminary design studies of launcher concepts. Identifying the impact of such
aspects on performance, reaction control system (RCS) design, and actuator
sizing (RCS, aerodynamic control surfaces, thrust vector control), among many
others, is of great importance.

In particular, for each reusable launcher design study we ask ourselves these
questions:

• What is the optimal reference trajectory according to the mission con-
straints and requirements?

• Is this configuration controllable?

• What is the impact of the controllability on the design (impulse budget,
reaction control system sizing, aerodynamic control surfaces, etc.)?

Because of the complexity and risks involved in on-line trajectory optimization,
off-line reference trajectories are still considered important for tracking purposes.
In that sense, to answer the questions above, we focus on a guidance and control
(G&C) architecture by using an optimal trajectory generator to find an off-line
reference trajectory, and then trajectory tracking is performed by means of
inner-loop feedback controls using Nonlinear Dynamic Inversion (NDI) and lin-
ear control (LC) methods.
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1.3. Previous work

Trajectory optimization problems are often treated by means of direct meth-
ods [15, 16] since they can be converted from an infinite-dimensional (optimal
control) problem into a finite-dimensional approximation by means of transcrip-
tion [17, 18]. Solving these approximated trajectory optimization problems is
widely considered in the literature. For a comprehensive survey of numerical
methods for trajectory optimization the reader is referred to [17]. Transcribing
the optimal control problem into a direct formulation often results in a multi-
objective and multi-criteria (nonlinear) optimization problem that can be mapped
into weighted min-max optimization problems. In particular, the optimization
problem considered in this paper can be readily solved with the Trajectory
Optimization Package ‘trajOpt’ [19] of DLR-SR’s optimization toolMops (Multi-
Objective Parameter Synthesis) [20], which contains several sequential quadratic
programming (SQP) algorithms [21, 18].

Nonlinear Dynamic Inversion, based on feedback linearization [22, 23, 24],
is very common in the aerospace field where some applications of flight control
include [25, 26, 27, 28, 29]. More advanced methods involving robustness and
improvements of the method for NDI-based flight control applications are con-
sidered, among many others, in [28, 29, 30, 31, 32, 33, 34].

NDI methods also found their application for the control of spacecraft and
re-entry vehicles, see for example [35, 36, 37, 38] and the references therein.
Early works on NDI for space applications include [35], where a nonlinear flight
control system for a winged re-entry vehicle was designed that accurately tracks
attitude commands while being subject to significant aerodynamic uncertainties,
and [36], where a general purpose two-loop flight control architecture for attitude
control was designed based on time-scale separation for a lifting body re-entry
vehicle using nonlinear dynamic inversion.

The work here presented is largely based on these last references [35, 36, 37,
38], however more oriented towards an integrated approach as in [26] combining
trajectory optimization, nonlinear models implemented in the acausal modeling
language Modelica, and NDI control; such synergy between these methods is
not widely considered in the literature of reusable launch vehicles which leads
to the following objectives.

1.4. Objectives

The goal of this paper is therefore to develop a baseline and general-purpose
G&C architecture for reusable launch vehicles involving the combination of tra-
jectory optimization and Modelica models for nonlinear control design, see
Fig. 1. We do this by combining the following three separate methods:

1. Trajectory Optimization. An off-line reference trajectory can be gen-
erated by transcribing the trajectory optimization problem into a multi-
criteria optimization problem. Solutions are found with a direct approach
using the trajectory optimization package ‘trajOpt ’ of DLR-SR’s optimization
tool Mops (Multi-Objective Parameter Synthesis).
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Figure 1: Workflow of the proposed G&C design architecture.

2. Guidance Command Generation. Guidance commands are generated
via combination of trajOpt and nonlinear models implemented with the
object-oriented, equation-based, multi-physical, and acausal modeling lan-
guage Modelica. These commands consists of the optimal flight path
reference and their corresponding reference values (aerodynamic angles)
for the inner-loop attitude control.

3. Nonlinear Dynamic Inversion Control. Lastly, inner-loop attitude
control is based on nonlinear dynamic inversion (NDI). NDI cancels out
nonlinearities in the system via state feedback, and then desired dynamics
can be prescribed to track the optimal reference trajectory. The nominal
performance is therefore considered as a benchmark for the controllability
analysis of the launch vehicle along the reference trajectory.

To demonstrate the feasibility of using this integrated approach, we showcase
the advantages of this baseline G&C architecture in terms of early stability
and controllability aspects during the preliminary design studies of an example
configuration of a reusable launch vehicle.

The remainder of the paper is organized as follows. Section 2 presents tra-
jectory optimization problem formulation and its solution. In Sections 3 the
optimal guidance commands that are obtained with the trajectory optimization
in combination with Modelica models are explained. Section 4 briefly ex-
plains the control design method behind the nominal trajectory tracking, and
Section 5 presents the application of these methods to an exemplary reusable
launcher configuration. Conclusions are discussed in Section 6.

2. Optimal Trajectory Generation

In this section, the general trajectory optimization problem that can be
treated with the Trajectory Optimization Package ‘trajOpt’ [19] is specified.
Following this, the transcription to a problem handled byMops (Multi-Objective
Parameter Synthesis)[20] is shown. Mops solves the transcribed multi-objective
design problems by mapping them to weighted min-max optimization problems.
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The trajOpt structure and its classes supports this transcription process by its
implementation as an object-oriented Matlab [39] package within Mops.

The trajectory optimization problem formulation in this paper is categorized
as a “multiple shooting method” formulation [18]. The main reason to use a
multiple shooting method is to improve the robustness that arises with the
sensitivity problems associated with direct shooting [18], which in turn may
lead to numerical instability during optimization.

2.1. Optimal Trajectory Optimization Problem Formulation

The description of trajectory optimization problems follows the notation
used in Mops. In particular constraints and optimization criteria are defined
by just one category of functions: Mops criteria. Mathematically the trajectory
optimization problems covered can be described as:

Given m phases with possibly optimizable phase times

tj ∈
{

t0 < t1 < . . . < tm
}

(1)

the states xj(t) for each phase j obey initial value problems of the form:

ẋj = f j(t, xj , uj , pj), xj(tj−1) = sj , j ∈ 1 . . .m. (2)

Here uj(t) are (optimizable) control functions in phase j and pj are constant
scalar modeling parameters (design parameters). The differential equations for
each of the multiple phases can differ completely. A well known example is
the ascent optimization for multistage rockets, where each stage configuration
defines a phase of the problem.

For each phase there can be criteria specified at the phase’s final time (right
side)

min rΨ
j
kj
(tj , xj(tj), uj(tj), pj) j, kj ∈ Sm

rΨ
j
kj
(tj , xj(tj), uj(tj), pj) ≤ 1 j, kj ∈ Si

rΨ
j
kj
(tj , xj(tj), uj(tj), pj) = 1 j, kj ∈ Se

for all

{

j ∈ 1 . . .m
kj ∈ 1 . . . nr

j

(3)

and the phase’s initial time (left side)

min lΨ
j
kj
(tj , xj(tj), uj(tj), pj) j, kj ∈ Sm

lΨ
j
kj
(tj , xj(tj), uj(tj), pj) ≤ 1 j, kj ∈ Si

lΨ
j
kj
(tj , xj(tj), uj(tj), pj) = 1 j, kj ∈ Se

for all

{

j ∈ 1 . . .m
kj ∈ 1 . . . nl

j

(4)

In this notation, for phase j, we have nr
j final and/or nl

j initial criteria.

The initial values for state differential equations in phase j are xj(tj−1) = sj .
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Figure 2: Multi-phase trajectory optimization problem with control discretization.

Optionally there can be additional path criteria evaluated at specified discrete
times in the phase

min gjoj (tkj
, xj(tkj

), uj(tkj
), pj) j, kj ∈ Sm

gjoj (tkj
, xj(tkj

), uj(tkj
), pj) ≤ 1 j, kj ∈ Si

gjoj (tkj
, xj(tkj

), uj(tkj
), pj) = 1 j, kj ∈ Se

for all







j ∈ 1 . . .m
oj ∈ 1 . . . nj

tkj
∈ [tj−1, tj ]

(5)

and phase connect constraints of the form





xj+1(tj)
uj+1(tj)
pj+1



 = hj+1(tj , xj(tj), uj(tj), pj)

for all j ∈ 1, . . . ,m− 1.

(6)

Here, Sm denotes the set of criteria to be minimized, and Se and Si are the
sets of equality and inequality criteria from Equations (3), (4), and (5), and the
equality criteria defined by Equation (6).

A graphical representation of this general problem is shown in Figure 2
including the control approximation and path criteria formulation.

2.2. Transcription into a direct approach

The trajectory optimization problem as posed in the previous section is an
optimal control problem in function space for the control functions uj . In order
to solve trajectory optimization problems from Equations (1) to (6) the control
functions are discretized by approximation functions uj(t) = uj(U j , t), like
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piecewise polynomial functions with discretization parameters U j , j ∈ 1, . . . ,m.
These discretization parameters are added to the initial values sj for the state
equations, modeling parameters pj , and the phase times tj to form the optimization
parameters (and tuners) of the rewritten optimization problem.

This transcription of the original trajectory optimization problem results
in defining k design objectives as positive criteria ck to be minimized against
demanded values dk by considering the following min-max constrained multi-
criteria optimization problem (see Mops [20])

min
T

{

max
k∈Sm

{

ck(T )

dk

}}

, (7a)

subject to ck(T ) = dk, k ∈ Se,

ck(T ) ≤ dk, k ∈ Si,

with:
Tmin ≤ T ≤ Tmax. (7b)

Here, T is a vector containing the tuning parameters to be optimized, which
is constrained by upper and lower bounds Tmin and Tmax. ck ∈ Sm is the k−th
normalized criterion and dk its corresponding demand value which serves as a
criterion weight; lastly, ck ∈ Se, Si are normalized criteria which are used as
equality and inequality constraints. This multi-criteria optimization problem
can then be solved using standard nonlinear programming (NLP) methods such
as the widely used sequential quadratic programming (SQP) algorithms [21, 18],
implemented internally in Mops [20]. To solve multiple shooting nonlinear
optimization problems, Mops uses an efficient SQP implementation with linear
least squares sub-problems [40] based on the works of Schittkowski, Lawson, and
Hanson [41, 42].

As already mentioned, to support the transcription process, Mops was aug-
mented by the object-oriented Matlab package trajOpt [19]. trajOpt defines
base classes for specifying the ODE right-hand sides from Equation (2) and the
criteria functions from Equations (3) to (6). These base classes handle much
of the detail of criteria definition and evaluation within Mops. A user needs
to derive classes from these base classes for specifying only the actual criteria
functions. This can be particularly easy when using Funtional Mockup Units
(FMUs) as models for the ODE and criteria functions where this can reduce to
a purely declarative process.

In addition trajOpt defines classes for handling the simulation of the actual
model within the different phases and the correct evaluation of criteria func-
tions. In particular, classes exist that hide the intricacies of using FMUs as
models within the trajectory optimization framework. Additionally, using dif-
ferent FMU units in different phases is supported along with the ability to use
Mops and trajOpt in Matlab parallel computation environments.
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3. Guidance Command Generation

In this section we focus on a nominal off-line guidance method to gener-
ate an optimal reference trajectory which keeps the launch vehicle’s mission
and physical constraints within its optimal values. These guidance reference
commands are generated via combination of the trajectory optimization package
trajOpt with nonlinear models implemented with the object-oriented, equation-
based, multi-physical, and acausal modeling language Modelica, which is
briefly introduced in the next subsection. The Modelica models used in this
study regarding trajectory optimization (3-DOF) and trajectory tracking with
nonlinear control (6-DOF), together with their implementation using an ad-
vanced launch vehicle modeling framework are presented in more detail in [43,
44].

3.1. Modelica

Modelica [45, 46, 47, 48, 49] is a modern object-oriented, equation-based
modeling language well suited to model complex physical systems containing,
e.g., mechanical, electrical, electronic, hydraulic, thermal, control, power or
process–oriented subsystems and components.

Models in Modelica are described using differential, algebraic, and discrete
equations which are then mapped into a mathematical description form called
hybrid Differential Algebraic Equations (DAEs). A DAE system on its implicit
form is generally expressed as

F
(

ẋ(t),x(t),u(t),y(t),ρ, t
)

= 0, (8)

where ẋ are the state derivatives, x the state variables, u the inputs, y the
algebraic variables, ρ the parameters and constants, t the time variable, and the
dimension dim(F) = dim(x) + dim(y). Systems are then solved and simulated
by Modelica simulation environments. When these systems are represented
in the DAE implicit form, they can be solved directly by a DAE solver such
as DASSL. Alternatively, the system can be sorted out according to specific
inputs and outputs and mapped into an explicit ODE (Ordinary Differential
Equation) form by solving for the derivatives and the algebraic variables, and
then subsequently solved numerically by an ODE solver. The process and details
of Modelica’s code compilation is out of the scope of this paper.

3.1.1. Main features [49]

In contrast to imperative languages, in which statements and algorithms are
assigned in explicit steps, Modelica is declarative, meaning that declarations
are given through equations. These declarations most often describe model’s
first-principles at their lowest levels without explicit orders or how to compute
them, hence why Modelica is said to be equation based. By means of special-
ized algorithms, these declarative models are translated into efficient computer
executable code. This allows acausal modeling capabilities that give better reuse
of classes since equations do not specify a certain data flow direction. This is
therefore one of the most important features of the language.
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Modelica is domain neutral. In other words, it has multi-domain modeling
capability, meaning that model components corresponding to physical objects
from several different domains can be described and connected. This interaction
between components is defined by means of physical ports, called connectors,
and the interconnection is given accordingly to their physical meaning. This
meaning is typically represented by flow variables, which describe quantities
whose values add up to zero in a node connection (Kirchhoff’s first rule); and by
non-flow (or potential) variables, which in contrast remain equal (Kirchhoff’s
second rule).

Modelica is an object-oriented language. This helps to model systems
and their physical meaning within an object-oriented structure, facilitating the
reuse of component models and the evolution of the structure itself. Thus,
object-orientation is primarily used as a structuring concept which exploits the
declarative feature of the language, as well as the re-usability of models.

Modelica has a strong software component model with constructs for cre-
ating and connecting components in a modular fashion. Systems’ individual
components are defined separately as objects, and their interconnection is given
accordingly to their physical meaning. Thus the language is ideally suited as an
architectural description language for complex physical systems.

3.2. Flight path guidance

Position and flight path control loops are readily obtained from the trajec-
tory optimization package trajOpt depending on problem-specific optimization
goals, requirements, and constraints. These can be such as maximizing the
payload to a desired orbit and maximizing downrange for the descent vehicle
while minimizing accelerations and dynamic pressure, and thus mechanical and
thermal loads, for instance.

In this sense, the reference trajectory in terms of position and flight path
provides the guidance commands that have to be tracked by the attitude control
subsystem, which in turn commands the launch vehicle in terms of moments that
are actuated by the aerodynamic surface deflections, the thrust vector control
(TVC), or by the reaction control system (RCS) thrusters, depending on the
configuration and the phase considered.

To that end, a Modelica-based 3-DOF launch vehicle model with phase-
dependent configuration parameters is exported as a Functional Mock-up Unit
(FMU) from Modelica as shown graphically in Figure 3. The FMU, according
to the the Functional Mock-up Interface (FMI) [50], defines a model interface
which is tool–independent and can therefore be used to access and simulate
the model. Subsequently, this FMU is imported separately for each phase into
trajOpt. Depending on the chosen configuration and flight phase of the launch
vehicle, multiple control input variables like the aerodynamic angle of attack
α, the aerodynamic sideslip angle β, the aerodynamic bank angle µ, as well
as a throttle factor cs can be active during the trajectory optimization; these
FMU inputs are also shown graphically in Figure 3, where all output values
from the model are denoted by R. As a result, the optimal reference trajectory
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can be obtained for several quantities such as positions, velocities, transforma-
tion matrices, forces, or even some corresponding atmospheric parameters. The
launch vehicle modeling framework as shown in Figure 3 as well as the method-
ology to export these Modelica-based launch vehicle models as FMUs for use
in trajectory optimization are explained in detail in [43, 44]. To conclude the
model interfaces, the overall workflow behind the Modelica-based launch vehi-
cle model export as Functional Mock-up Units (FMUs) into the ‘trajOpt’/Mops

environment is shown graphically in Figure 4.

P

userPar

x

y
world

REF

geosphere

3-DOF

u

cs

µ

β

α

R

Figure 3: Input-Output Structure of an FMU containing the Launch Vehicle Modeling Frame-
work [43, 44].

The guidance command generation for this loop consists of the resulting
flight path reference commands that are given in terms of the reference flight
path parameters





V

γ

χ





ref

Modeling FMU Model Exchange 

 

trajOpt / MOPS 

Figure 4: Workflow of the model exchange, from Modelica to FMU to trajOpt/MOPS.
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and its corresponding control commands for the aerodynamic angles





µ

α

β





cmd

respectively. The additional throttle factor cs is taken from the reference tra-
jectory and used as a feedforward command in the attitude control.

One major advantage of the trajectory optimization and guidance command
generation approach as discussed in detail in [43] is, that by considering multi-
phase trajectory optimization, the computation of each trajectory phase with
its respective objectives and constraints can be parallelized. This is useful when
the ascent and upper stage phases have different objectives in contrast to the
descent phase, although the overall trajectory must fulfill the overall mission
objectives. This allows the rapid prototyping and analyses of different concepts
and mission profiles.

Having found the off-line reference trajectory providing the nominal guidance
commands, the final step for the baseline G&C architecture of this work is
the design of the attitude control subsystem (ACS). The ACS is designed to
track this reference trajectory within prescribed desired dynamics together with
nonlinear dynamic inversion control, which are presented next.

4. Nonlinear Dynamic Inversion Control

Without loss of generality, consider a general multiple-input and multiple-
output (MIMO) system whose number of inputs are equal to the number of
outputs in order to avoid control allocation problems. Let’s also assume mo-
mentarily that the nonlinear system can be described affine in the inputs as

ẋ = f(x) + g(x)u (9a)

y = h(x) (9b)

where x ∈ Rn is the state vector, u ∈ Rm is the control input vector, and
y ∈ Rm is the system output vector, the functions f(x) and h(x) are assumed
to be smooth vector fields on Rn, and g(x) ∈ Rn×m is a matrix whose columns
are also assumed as smooth vector fields gj . Moreover, we consider y = x so
that the relative degree of each of the outputs yi, i = {1, . . . ,m} is one.

The idea of Nonlinear Dynamic Inversion (NDI) consists on canceling the
nonlinearities in such nonlinear system so that the closed-loop dynamics is in
a linear form. In other words, the nonlinear system is inverted by means of
state feedback into a linear structure, and hence conventional linear controllers
can be applied. A fundamental assumption is that the model of the system is
exactly known, which gives NDI a great disadvantage from the point of view of
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uncertainties. Moreover, we also assume to have complete and accurate knowl-
edge about the state of the system, which is hard to achieve in practice. NDI
consists on the application of the following input transformation [51, 52, 53, 22]

ucmd = g−1(x) (ν − f(x)) (10)

which cancels all nonlinearities in closed-loop, and a simple linear input-output
relationship between the new virtual control input ν and the output y is ob-
tained

ẏ = ν. (11)

Apart from being linear, an interesting result from this relationship is that it
is also decoupled since the input νi only affects the output yi. From this fact, the
input transformation (10) is called a decoupling control law, and the resulting
linear system (11) is called the single-integrator form. This single-integrator
form (11) can be rendered exponentially stable with

ν = ẏdes = ẏcmd +KP e (12)

where ẏdes defines the desired dynamics for the output vector or control vari-
ables, ẏcmd is the feedforward term for tracking, e = ycmd − y is the error vector,
ycmd denotes the smooth desired output vector (at least one time differentiable),
and KP ∈ Rm×m is a diagonal matrix, whose i−th diagonal elements KPi

are
chosen so that the polynomials

s+KPi
, i = {1, . . . ,m} (13)

may become Hurwitz. This results in the exponentially stable and decoupled
desired error dynamics

ė+KP e = 0, (14)

which implies that ei(t) → 0, i = {1, . . . ,m}. From this typical tracking
problem, and as illustrated in Figure 5, it can be seen that the entire control
system will have two control loops [51, 52, 38]: the inner linearization loop based
on Equation (10), and the outer control loop in Equation (12) based on linear
control.

4.1. Multi-loop NDI control

For preliminary controllability studies, we will be interested in multi-loop cas-
caded control architectures. Regarding the attitude control concept, designed
to track the reference trajectory and its guidance commands, it is composed of
two control loops assuming a sufficient time-scale separation between the atti-
tude kinematics (aerodynamic angles outer-loop) and the rotational dynamics
(angular rates inner-loop). In other words, the inner-loop dynamics is assumed
to be so fast, that from the outer loop perspective the angular rate commands
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Figure 5: Nonlinear dynamic inversion tracking control for a nonlinear MIMO system (here,
ref = cmd) [38].

are achieved instantaneously. With this assumption, the attitude controller is
therefore performed in terms of nonlinear dynamic inversion NDI for each loop.

The outer-loop inversion of the attitude kinematics is very commonly done
in attitude control to obtain reference commands for the inner-loop dynamics.
In terms of the equations of angular motion, depending on the launcher or
re-entry vehicle in consideration, the rotational dynamics can take different
forms, especially when considering multi-body and variable mass dynamics. In
this paper, we assume that we have an accurate model to invert, and for the
preliminary design studies considering stability aspects, we don’t consider the
effects of uncertainties and disturbances but we rather focus on the nominal
behaviour and performance of the plant. In what follows, we denote the states

x1 =





p

q

r



 , x2 =





µ

α

β



 , x3 =





V

γ

χ





with p, q , r being the body roll, pitch, and yaw rates, respectively; µ, α, β, the
aerodynamic bank, angle of attack, and aerodynamic sideslip angles, respec-
tively; and V, γ, χ, the relative velocity of the launch vehicle, the flight path
angle, and the flight path azimuth, respectively.

The following two-loop NDI attitude control architecture is largely based
on [35, 36, 37, 38].

4.2. Body angular rate control loop

Regarding the body angular rate control loop, we are interested in the
variable-mass attitude equations of motion as obtained by Eke [54]

I ω̇ωω +ωωω × I ωωω +
(RdI

dt

)

ωωω = MB +MV (15)

where MB ∈ R3 is the external moment vector in body axes, MV ∈ R3 is the
internal moment vector due to variable mass dynamics in body axes, ωωω ∈ R3 is
the angular velocity vector, I ∈ R3×3 the inertia matrix of the rigid body, and
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the left superscript indicates that the time derivative is taken in a frame ‘R’ on
the solid portion of the variable mass system.

The external moments inMB are considered as the sum of moments partially
generated by the aerodynamics of the airframe Ma and moments generated by
control surface deflections M c, and we describe MB linearly in the deflection
angles δ assuming the control derivatives to be linear as in [30] with (M c)δ =
∂
∂δ
M c; therefore

MB = Ma +M c = Ma + (M c)δδ (16)

where

MB =





L
M
N



 , Ma =





La

Ma

Na



 , M c =





Lc

Mc

Nc





with L,M ,N , the roll, pitch, and yaw moments, respectively; and

δ =





δa
δe
δr





corresponding to the control inputs: aileron, elevator, and rudder deflection
angles, respectively. Furthermore, let MV be the sum of internal moments
generated by the variable mass dynamics as described in [54], where MV1

is the
so-called jet damping, MV2

is due to the Coriolis effect (which can be neglected
for axisymmetric motion as well as for negligible internal flow), MH represents
the rate of decrease of the system’s angular momentum inside its boundary, and
M thr the moment of the thrust vector about the mass center; therefore

MV = MV1
+MV2

+MH +Mthr. (18)

The details of these terms are left to the reader and can be found in [54].
Since we will be interested in the body angular rate inversion, which is a

state-input inversion problem [51, 52, 53], after a differentiation of the output
variable

y1 = x1 = ωωω, (19)

we obtain the dynamics of the rotational motion rewritten as the following set
of differential equations

ω̇ωω = I−1MB + I−1

[

MV −ωωω × I ωωω −
(RdI

dt

)

ωωω

]

(20)

which inverted analytically yields

M̄B = I ω̇ωω +

[

ωωω × I ωωω +
(RdI

dt

)

ωωω −MV

]

(21)

where we have used the notation M̄B to denote that these moments are still com-
manded to the launch vehicle and that are to be produced by the aerodynamic

14



surface deflections, the TVC, or by the RCS thrusters, depending on the config-
uration or the phase considered. Introducing the virtual control input

νω = ω̇ωωdes =





ṗdes
q̇des
ṙdes



 (22)

and denoting the internal variable-mass terms as

M i =
(RdI

dt

)

ωωω −MV

then the NDI control consists in the following transformation [52, 53, 22]

M̄Bcmd
= I νω +ωωω × I ωωω +M i. (23)

In other words





L̄cmd

M̄cmd

N̄cmd



 =





M̄x
Bcmd

M̄
y
Bcmd

M̄z
Bcmd



 = I





ṗdes
q̇des
ṙdes



+





p

q

r



×I





p

q

r



+M i.

Notice that whenever the variable-mass dynamics in M i are not considered,
then the Newton-Euler equations of motion for a rigid body are recovered and
the NDI control design is further simplified. In general, depending on the na-
ture of the propulsion system and its corresponding shape or assumed burn
profiles, these terms can be further simplified and implemented in closed form
for simulation an control aspects, see [54, 55, 56]. In this way, these loads can
be included explicitly in the formulation of the dynamic equations of motion of
the corresponding element of the vehicle so that their effect can be included in
attitude control system as model-based feedforward terms.

The desired dynamics in Equations (22) and (23) are specified by prescribing
the exponentially stable and decoupled desired error dynamics

ėω +Kωeω = 0, (24)

where
eω = ωωωcmd −ωωω,

and

Kω(s) =





Kωp
(s) 0 0

0 Kωq
(s) 0

0 0 Kωr
(s)



 .

Here, ωωωcmd is obtained from the aerodynamic angles outer loop, and we
have introduced Kω(s) as a diagonal matrix while assuming that the control
law in Equation (23) is fully decoupling each input-output channel, which is
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not generally the case. These diagonal terms can be selected, for instance as a
classical proportional-integral (PI) control [36, 38] with gains

Kωi
(s) = KPi

+
1

s
KIi , i = {p, q, r},

resulting in the closed loop system

ω̇ωωdes = ω̇ωωcmd +KPω
(ωωωcmd −ωωω) +KIω

∫

(ωωωcmd −ωωω)dt (25)

with the gains

KPω
=





KPp
0 0

0 KPq
0

0 0 KPr



 , KIω =





KIp 0 0
0 KIq 0
0 0 KIr



 .

Whenever aerodynamic control surfaces are used, the aerodynamics of the
airframe and the moments generated by the control surface deflections plays an
important role in the dynamic inversion since these terms are hardly known ex-
actly for model inversion. Since we assumed in (16) that the control derivatives
are linear, the dynamics can be rewritten as the following

ω̇ωω = I−1(M c)δδ + I−1
[

Ma −M i −ωωω × I ωωω
]

(26)

and then the NDI control consists in the following expression

δcmd = (M c)
−1

δ

[

I νω +ωωω × I ωωω +M i −Ma

]

. (27)

Here, we have also assumed that the control derivatives are invertible in
the whole domain of operation, and that dim(δ) = dim(y), meaning that the
number of control variables and control effectors are equal. In the usual case
where dim(δ) ≥ dim(y), meaning that there are more aerodynamic control
surfaces than variables to be controlled, control allocation is required. The
opposite case, meaning dim(δ) ≤ dim(y), leads to internal dynamics that must
be studied in terms of stability, and the system is said to be underactuated.
These aspects are however out of the scope of this paper.

Moreover, whenever the aerodynamic model in (M c)δ is not directly invert-
ible (as a multi-dimensional look-up table, for instance), a gain-scheduled PI
control control law might be employed for the aerodynamic surface controls
simply as δcmd = I νω. In such cases, a relationship between PI control gain-
tuning and (incremental) nonlinear dynamic inversion in the context of flight
control systems can be established [57]. This is useful, for instance, when mak-
ing a composite control low comprised of moments M̄Bcmd

generated by the
RCS as in (23) which is based on NDI, together with moments generated by the
aerodynamic surfaces which is based on PI controls.
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4.3. Aerodynamic angles outer-loop

The aerodynamic angles outer-loop inversion procedure is the same as shown
before. Since we will be interested in the attitude kinematics inversion, which
is also a state-input inversion considering the body angular rate as intermediate
control inputs, denoting the output vector

y2 = x2,

the differentiation of this output variable yields the attitude kinematics in terms
of the aerodynamic angles as expressed in [37, 58, 59] by

ẋ2 =





µ̇

α̇

β̇



 = f2 +G2





p

q

r



 (28)

where the angular velocity terms in f2 = f2(x2,x3), omitted here, are nonlinear
functions of the translational terms x2, x3 and their derivatives [37, 58, 59, 60]
and

G2 =
1

cosβ





cosα 0 sinα
− cosα sinβ cosβ − sinα sinβ

sinα 0 − cosα



 .

Since this kinematic equation is nonlinear but affine in the angular rates,
and in the case that the angular velocity terms contained in f2 are assumed or
regarded as very small and negligible for the attitude control subsystem, as it
is commonly done in the literature [37, 59], this inner-loop can be readily found
by applying the following simple inversion

ωωωcmd = G−1
2 νatt (30)

where we have introduced the virtual control input for this loop as

νatt = ẋ2des =





µ̇des

α̇des

β̇des



 . (31)

Otherwise, the angular velocity quantities f2 can be added as model-based
feedforward terms to the guidance command generation. In other words, we
have obtained the outer-loop rate commands as





pcmd

qcmd

rcmd



 = G−1
2





µ̇des

α̇des

β̇des



 =





cosα cosβ 0 sinα
sinβ 1 0

sinα cosβ 0 − cosα









µ̇des

α̇des

β̇des



 .

To finish the attitude control design, the desired aerodynamic angles are
specified by prescribing the exponentially stable and decoupled desired error
dynamics

ėatt +Katteatt = 0, (32)
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where
eatt = x2cmd − x2,

and

Katt(s) =





Kattµ 0 0
0 Kattα 0
0 0 Kattβ



 ,

with

Katti = KPi
+

1

s
KIi , i = {µ, α, β},

resulting in the closed loop system

ẋ2des = ẋ2cmd
+KPatt

(x2cmd − x2) +KIatt

∫

(x2cmd − x2)dt, (33)

with the gains

KPatt
=





KPµ
0 0

0 KPα
0

0 0 KPβ



 , KIatt =





KIµ 0 0
0 KIα 0
0 0 KIβ



 ,

and which concludes the attitude control design.

5. Nonlinear Flight Control Simulation

A nonlinear flight control simulation for the position and attitude control of
the horizontal takeoff and horizontal landing launch vehicle conceptAurora [10,
11] is here presented.

5.1. Mission profile

The Aurora two-stage-to-orbit (TSTO) concept has been studied at the
Space Launcher System Analysis (SART) department of the DLR Institute of
Space Systems (DLR-RY). This concept considered iterative studies regarding
mass budget, propulsion, aerodynamics, and structural optimization amongst
many others.

The concept, shown in Figure 6, aims to reduce operational costs while
increasing launch frequency [11]. This is done by considering a more ‘aircraft-
like’ operation providing a high lift-to-drag ratio and a propellant combination
of LOX/Kerosene allowing placement of the kerosene tanks in the wing structure.

The trajectory optimization of this concept has been performed and shown
in [43], where the following goals, requirements, and constraints were considered:

• The ascent of the launch vehicle starts at a launch site located at -52.77◦

latitude, 5.24◦ longitude, and zero altitude.
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Figure 6: Aurora-RLV concept [11]

• The descent of the launch vehicle to the landing site (-64.68◦ latitude,
32.36◦ longitude, zero altitude) has to be guaranteed within a radius of
approximately 25 km.

• The payload mass shall be maximized while the upper stage propellant
mass is traded for the payload mass.

• The polar orbit with an apogee altitude of 1200 km has to be reached at
an inclination of 90◦ and maximum perigee.

• The following constraints have to be considered to reduce mechanical or
thermal loads on the structure:

– Maximum acceleration nx lower than 4.5 g.

– Maximum acceleration nz lower than 1.75 g (ascent).

– Maximum acceleration nz lower than 4.25 g (descent).

– Maximum dynamic pressure lower than 50 kPa (ascent).

– Maximum dynamic pressure lower than 60 kPa for the re-entry and
the flight to the landing site.

– Maximum heat flux lower than 900 kW/m2 for a theoretic reference
nose radius of 0.15 m.

The trajectory phases considered with trajOpt are listed in Table 1. Phase P1
considers the horizontal liftoff powered by rocket and air-breathing engines up
to Ma ≈ 1 followed by an ascent Phase P2 powered only by the rocket engines.
Phase P3 represents a ballistic phase up until the separation of the upper stage
stored in the payload bay, initiated at a separation velocity of approximately
5 km/s. Consequently, the Phase P4 represents the ascent of the upper stage.
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Table 1: Trajectory optimization phases considered for Aurora [43].

Phase Stages Description

P1 US+MS Horizontal liftoff
P2 US+MS Ascent phase (rocket engines)
P3 US+MS Ballistic phase & separation
P4 US Ascent of the upper stage
P5 MS Descent maneuver & return

Table 2: Sub-phases for Aurora descent maneuver.

Phase Actuators Description

P5-a RCS (+ Fins & Flaps) Re-entry
P5-b Fins & Flaps Skipping
P5-c Fins & Flaps Final approach

Phase P5 represents the unpowered re-entry maneuver and the return flight of
the launch vehicle to the chosen landing site. The ferry flight from the landing
site back to the launch site is not considered. Furthermore, Phase P5 is divided
in three sub-phases for trajectory optimization as shown in Table 2.

5.2. Nonlinear Descent Flight Control

Flight simulations on the full 6-DOF nonlinear system are performed for the
Phase P5 since it covers interesting scenarios, such as the re-entry flight and the
potential to study the combination of RCS with aerodynamic surface controls
during descent. Moreover, there are no variable mass dynamics since this is
an unpowered descent maneuver, making the control study much simpler. The
simulations are done with the double-loop NDI-based attitude control system
to track the generated optimal trajectory of the launch vehicle. We do this
preliminarily without being subject to any disturbances or uncertainties, and
under the nominal conditions to verify if the plant is controllable during the
descent, and within which range in terms of RCS budget and aerodynamic
surface controls.

Figure 7 shows the descent guidance and control results for the re-entry
maneuver of Phase P5-a using only RCS control. This is the baseline sce-
nario considering the attitude control entirely actuated by the RCS thrusters.
Since only attitude control is performed, Fig. 7-a shows the resulting ‘open loop’
kinematic position trajectory which is entirely done by means of the nominal
attitude tracking control (the relative velocity is shown normalized according
to the whole Phase P5 ). Fig. 7-b shows the resulting tracking performance of
the attitude control system in terms of the commanded aerodynamic angles. In
Fig. 7-c the resulting and commanded rates from the dynamic inversion can be
seen; here, the pitch rate q and its commanded values differ because of the highly
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cross products involved, which are solved for automatically in the inner loop to
obtain the required moments and which are not accounted for in the outer-loop
commands. The re-entry maneuver demands quite high pitching moments as
demonstrated by Fig. 7-d, where the required commanded moments are shown
normalized with respect to the complete Phase P5. These results show that the
system is controllable under the nominal conditions if the obtained bounds of
commanded moments are achievable in practice.

As a test-case scenario, we investigate what happens whenever this Phase P5-
a can be performed in combination with aerodynamic surface controls. This can
be done only after t = 500 s when the launch vehicle has already entered in the
atmosphere below an altitude of h = 120 km and therefore commandable in
terms of aerodynamic forces and moments. Since the aileron and the elevator
commands the flaps simultaneously, we have to restrict these commands such
that the combined maximum deflection limit for each flap does not exceed ±30
deg. The same limits apply for the fins which are actuated with the same limits
of ±30 deg. In that sense, we limit the elevator commands to ±20 deg and
the aileron commands to ±10 deg (as an initial guideline, not optimized). To
achieve this, simulation experiments were done to obtain a good compromise for
allocating the moments provided by the RCS thrusters (based on NDI control)
vs. the moments provided by the control surfaces (based on PI control) by
allowing saturation only in the elevator commands; therefore, the NDI control
in the inner loop is only done for the allocated moments to be provided by
the RCS. Figure 8 shows the descent guidance and control results for the re-
entry maneuver of Phase P5-a of the combined aerodynamic surface control
and RCS. Besides the open-loop flight path and the nominal attitude tracking
performance results, this figure shows the resulting impact of the demanded
pitching moments of Fig. 8-d as compared to the ones with RCS thrusters only
in Fig. 7-d (normalized). These results show that, while the system is still
controllable under the nominal conditions considered, the impact on the RCS
budget can be significant while maintaining certain bounds on the aerodynamic
actuator efforts. This also showcase the potential benefit in launch vehicle’s de-
sign that improvements in terms of impulse budgeting (and therefore propellant
mass) can already be obtained at preliminary design levels.

In that sense, Fig. 9 shows the resulting aerodynamic control surfaces for
Phase P5-a in combination with RCS control. The allocation of control surfaces
vs. RCS thrust could be further optimized to avoid actuator saturation or to
minimize fuel consumption within some actuation limits; however, this subject
is not further investigated here. This scenario considering the combined RCS
thrusters and aerodynamic control surfaces showcase the potential to reduce by
more than half the angular impulse budget for the RCS as shown in Fig. 10.
This impact on the RCS budget can lead to further improvements in terms of
the launch vehicle preliminary design, since the sizing and location of the RCS
thrusters can also have a considerable impact on the vehicle configuration.

To conclude the study, Fig. 11 shows the descent guidance and control results
for the Phase P5-c which is the final approach of the descent. The attitude
control of this phase is entirely performed by aerodynamic surfaces since they
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can produce the aerodynamic moments required. Once again, these results
show that the system is controllable under the nominal conditions and within
the bounds of the aerodynamic control surfaces.

6. Conclusions

This paper presented a baseline and general-purpose off-line G&C architec-
ture for reusable launch vehicles for the early stability and controllability studies
during preliminary design phases of generic launcher conceptual designs.

Optimal reference trajectories and guidance commands were obtained with
a direct approach using the trajectory optimization package ‘trajOpt ’ in combi-
nation with Modelica models, while inner-loop attitude control was designed
in terms of nonlinear dynamic inversion together with prescribed desired er-
ror dynamics. Such optimal reference trajectory tracking helps to answer the
motivating questions presented in the introduction.

To demonstrate our integrated approach, the Aurora reusable launch vehi-
cle concept was investigated in the context of the methods presented here. The
nonlinear control system, simulated for the descent phase including the re-entry
flight and covering a wide flying envelope ranging from Mach 18 to Mach 5
and angles of attack between 50 and 9 deg, demonstrate the controllability of
the launch vehicle as well as the potential to reduce more than half the impact
on the angular impulse budget for the RCS by combining it with aerodynamic
surface controls during the re-entry phase.

Flight simulations show that the control system accurately tracks commands
in aerodynamic angles but preliminarily without being subject to significant
aerodynamic uncertainties. This will be part of future work, which will consider
and include more detailed analysis of the effect of parametric and aerodynamic
uncertainties, as well as external perturbations such as wind and turbulence on
the overall G&C and control performance.
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Figure 7: Phase P5-a – Descent guidance and control results for the re-entry maneuver using
RCS control.
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Figure 8: Phase P5-a – Descent guidance and control results for the re-entry maneuver using
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