An Efficient Indoor Wi-Fi Positioning Method Using Virtual Location of AP
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Abstract: Wi-Fi fingerprinting has been widely used for indoor localization because of its good cost-effectiveness. However, it suffers from relatively low localization accuracy and robustness owing to the signal fluctuations. Virtual Access Points (VAP) can effectively reduce the impact of signal fluctuation problem in Wi-Fi fingerprinting. Current techniques normally use the Log-Normal Shadowing Model to estimate the virtual location of the access point. This would lead to inaccurate location estimation due to the signal attenuation factor in the model, which is difficult to be determined. To overcome this challenge, in this study, we propose a novel approach to calculating the virtual location of the access points by using the Apollonius Circle theory, specifically the distance ratio, which can eliminate the attenuation parameter term in the original model. This is based on the assumption that neighboring locations share the same attenuation parameter corresponding to the signal attenuation caused by obstacles. We evaluated the proposed method in a laboratory building with three different kinds of scenes and 1194 test points in total. The experimental results show that the proposed approach can improve the accuracy and robustness of the Wi-Fi fingerprinting techniques and achieve state-of-art performance.
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1. Introduction

To date, various indoor positioning technologies have been proposed to meet the increasing requirement of indoor ubiquitous location services [1], such as Pedestrian Dead Reckoning (PDR) [2–4], acoustic-based [5,6], visual-based [7,8], radio frequency-based [9,10], and magnetic field-based techniques [11,12]. Due to the popularity of Wi-Fi infrastructure and Wi-Fi-embedded mobile equipment, Wi-Fi-based positioning techniques have become increasingly popular. For example, the Channel State Information (CSI) [13] and Received Signal Strength Indication (RSSI) can be extracted from Wi-Fi Access Points (APs), which showed good potential in indoor localization. However, CSI data cannot be collected from current smartphones since it is the signal at the physical level of Wi-Fi networks. Therefore, this study focuses on RSSI-based indoor localization techniques, which are readily accessed from Android smartphones. Typically, Wi-Fi positioning techniques can be coarsely divided into two categories: fingerprinting-based [14–19] and ranging-based [20–33]. The former can be implemented with machine learning methods [10,34–37] and machine learning-free methods [10,38]. This study investigates the Weighted K Nearest Neighboring (WKNN), which is a representative approach of the machine learning-free fingerprinting techniques since it can achieve an acceptable localization accuracy with a low computational complexity. Ranging-based techniques typically use the RSSI to calculate
the distances between the Mobile Node (MN) and Wi-Fi APs, then obtain the location of the MN by geometric methods. Nowadays, fingerprinting techniques gain much more attention than ranging-based ones. This is attributable to two reasons. The first is that the ranging techniques require the physical location and transmission power parameters of APs, which however are difficult to be determined. For instance, the locations of many APs, especially in smart space, are changeable. The second is the signal attenuation, which happens frequently in the indoor complex environment. This would lead to inaccurate ranging based on RSSI.

Normally, fingerprinting approaches are more robust than ranging-based methods in complex environments. The pure WKNN, which is a representative fingerprinting approach, needs to select the closest reference points (RPs) by the similarity of RSSI between RPs and test points. This is, however, susceptible to the fluctuation of signal caused by obstacles. To overcome this challenge, landmarks, such as the stairs, elevators, and corners, where distinct sensor reading can be detected, are normally used to calibrate the estimated location [17,18,39]. However, it is very common that no landmarks exist in certain indoor environments. Faced with this challenge, some researchers have proposed using virtual AP methods to aid WKNN by introducing nonlinear constraints [40]. The Log-Normal Shadowing Model is normally used to estimate the virtual location of the APs [40–42], which is inaccurate due to the difficulty of determining the signal attenuation factor in the model.

To reduce the location estimation error of the virtual APs, in this study, we propose a novel signal strength ratio-based method. In the offline phase, we first use the location and signal ratio of RPs to construct Apollonius circles [43]. During this procedure, the transmission power parameter, which is used in the Log-Normal Shadowing Model to calculate the distance, can be eliminated. Furthermore, the location estimation error caused by the unknown attenuation factor can be also eliminated. Then, the virtual location of the AP is obtained by calculating the intersection point of circles with least squares. In the online phase, the initial area where the MN is currently located is first determined with the RSSI vector. Then, the location of the MN is refined based on the virtual locations of APs calculated by RPs in the initial area. Specifically, the precise position of the MN is determined by the least squares and the Apollonius circles formed by the virtual locations of the APs. In general, our main contribution is proposing a novel approach to estimate the virtual location of APs, which is integrated with the Wi-Fi fingerprinting technique. This can improve the robustness and accuracy of Wi-Fi fingerprinting.

The remainder of the paper is organized as follows: Section 2 reviews related work and current technology. Section 3 presents the basic idea and theory of our method. Section 4 introduces the workflow and the details of the proposed method. We evaluate the performance of the proposed method in Section 5 and compare it to the state-of-the-art. Conclusions and future work are discussed in Section 6.

2. Related Work

Our proposed approach involves fingerprinting, signal propagation model-based ranging, and virtual AP techniques. Therefore, in this section, we conduct the literature overview of the fingerprinting and ranging-based approaches and how previous studies used virtual APs for localization.

2.1. Fingerprint-Based Methods

Typically, fingerprinting localization can be divided into two categories: machine learning [10,34–37] and machine learning-free [40,44–53]. Both techniques consist of two stages: offline training and online tagging. The core of the fingerprinting is associating Wi-Fi signal vectors with the spatial location of an indoor environment. The difference lies in the requirement of learning a model or not:

- Machine learning methods. During the offline stage, a model is trained to associate signal vectors with spatial locations. During the online stage, the model is used to predict the location of a mobile target given the signal vector collected at the current location from surrounding APs. For instance, Wang et al. [10] proposed a deep-learning-based indoor fingerprinting system for indoor positioning called DeepFi, using a greedy learning algorithm to train the weights layer-by-layer to reduce
complexity. Dai et al. [34] proposed an MLNN method, which integrates the RSSI transforming, the raw data denoising, and the unknown node locating into a deep architecture, moreover, avoiding using RSSI map in the online stage. To reduce the required computational cost and time, Extreme Learning Machine (ELM) is utilized in the work of Khatab et al. [35]. It also uses the autoencoder instead of random weight generation that leads to discriminative feature extraction and the improvement of localization performance. Among these methods, most of them use machine learning to find out the inner pattern behind MN data to match the RP data. However, outer constraints, such as landmarks, are still irreplaceable when facing the attenuation caused by obstacles.

- Machine learning-free methods. The representative method is WKNN [44]. It uses different similarity metrics to measure the distance between MNs and the selected RPs and then assigns a higher weight to the closer RP [40,45–47,49–54]. Feng et al. [45] reckon that the localization problem can be modeled as a sparse problem. Therefore, they use the theory of compressive sensing to recover sparse signals from a small number of noisy measurements. This can address the geographical dispersion of selected RPs caused by the inconsistency between signal space and physical space. He et al. [47] proposed partitioning the coverage area of each AP. Then, through convex optimization, the user is localized based on the cluster and the junction of the sectors it is within. Apart from these, room-level localization also gains much attention. For instance, Jiang et al. [49] used a zone-based clustering algorithm to identify an in-room occupancy hotspot. Then, a motion-based clustering algorithm is used to identify interzone correlation, thereby distinguishing different rooms.

2.2. Ranging-Based Methods

Ranging-based methods are typically used in sensor networks [30], using the distance calculated by Time of Arrival (TOA), Time Different of Arrival (TDOA), Angle-of-Arrival (AOA), or RSSI to obtain the locations of mobile targets, which can significantly reduce the dependency on fingerprints. In this paper, we focus on the RSSI based ranging approach to obtain the location of virtual APs. An RSSI based ranging approach can be further divided into two categories:

- Distance-based approaches. It calculates the distances between the location known infrastructures (e.g., AP) and the MN. Then, the geometric methods such as triangulation are used to estimate the exact locations of MNs. However, the frequently happened signal attenuation would cause the inaccuracy of location calculation. To address this issue, the method proposed by Dag et al. [23] used the least squares algorithm to improve the reliability of RSSI measurements. Similarly, the least squares algorithm is also used in the work of Coluccia et al. [27] to achieve a higher positioning accuracy. Apart from least squares approaches, many other methods have also been proposed to deal with the signal attenuation issue. For instance, Jung et al. [24] used particle filters to infer the possible location of the MN and the possible signal propagation path. Then, the inferred path is used to reduce the error caused by NLOS (Non-Line-of-Sight) distance. Chuang et al. [25] adopted the Particle Swarm Optimization (PSO) algorithm to improve the localization accuracy and the DV-distance approach to further boost the success ratios of localization. Chan et al. [26] proposed a geometric method to locate the MN, which requires only a few APs. Most of the distance-based approaches use the Log-Normal Shadowing Model to estimate the distance between APs and mobile targets. However, the attenuation is a vital parameter which is difficult to be obtained. In the aforementioned methods, this parameter is normally ignored, which reduces the accuracy of the ranging approach.

- Area-based methods. In these methods, people use a vague distance relationship, such as far from or close to the specific AP, calculated by RSSI to locate the rough area of the MN. Then, the centroid of the area is determined, which is regarded as the location estimation of the MN. However, the shape of the area varies. For instance, He et al. [32] used the change of RSSI from moving MNs to determine a triangle area constructed by APs. The MN is thus located in this triangle area.
Sheu et al. [33] proposed an improved grid-scan algorithm to determine the estimated locations in a circle area. The circle area is constructed by the coverage of AP signals. Liu et al. [28] proposed using the RSSI differences received from distinct APs to construct a ring area where the mobile target is possibly located. Elbakly et al. [30] used the Voronoi diagram of APs to estimate the possible area of the MNs. The area-based approaches leverage the signal strength to determine a rough area, which is more robust than calculating physical distance with the signal strength. This can effectively reduce the impact of signal attenuation, but it can only provide area-level positioning accuracy, which can not meet the requirement of many Location Based Services (LBS) applications.

2.3. Virtual AP-Based Methods

The virtual AP is a new technique used to enhance the fingerprinting, which can be divided into two categories. The first uses interpolation methods to increase the density of APs [55,56]. It is applied in the scenes where APs are sparsely distributed to improve the location estimation accuracy of fingerprinting. For instance, Labinghsia et al. [55] used RSSI from multiple APs to generate virtual APs and new signal fingerprints through a linear regression statistical model. Then, the Kalman filter (KF) and particle filter (PF) were used to reduce the noise of the RSSI collected in the online stage. The second uses positioning techniques to obtain the virtual location of APs [40–42]. Our proposed method belongs to the second type. Different from the first type, the second method does not increase the density of virtual APs but estimates the virtual location of existing APs instead. In this situation, the virtual AP-based approaches are used in the scenes where the location of APs cannot be easily acquired. For instance, in the work of Mo et al. [41], Cuckoo search via Lévy flight is executed to obtain the first estimation of the AP parameters, and then the estimated AP parameters are further refined with the Quasi-Newton algorithm. Then, in the online phase, they use signal strength differences (SSD) instead of RSSI to calculate the Euclidean distance between users and RPs. In the work of Xue et al. [40], the virtual AP is obtained by the Log-Normal Shadowing Model. They use the calculated distance and Nelder–Mead simplex algorithm to estimate the virtual location of APs. Then, the virtual locations of APs are only used to cluster the nearest reference points in the online stage. Specifically, the physical distance rather than signal distance is used to assign weights for the location estimation. Furthermore, virtual AP methods can also be used in multi-floor situations. For instance, Liu et al. [42] used a similarity metric to determine the accurate floor of the mobile target, then the location of virtual APs between different floors is estimated by a weighted screening (WS) method. Finally, these virtual APs are used to calculate the precise position of mobile targets by trilateration. Currently, how to accurately estimate the virtual location of APs is still a challenge. To solve this problem, we propose a signal strength ratio-based method to estimate the virtual locations of the APs.

3. Signal Strength Ratio-Based Location Solver

In this section, we introduce our theories and assumptions and then discuss how the algorithm works without directly calculating the physical distance.

3.1. Signal Strength Ratio

Based on the assumption that the signal received from neighboring locations would experience the same signal attenuation, we use the signal strength ratio rather than the absolute physical distance to estimate the virtual location of APs. In the original signal attenuation model formalized as Equation (1), the attenuation item, which refers to the attenuation factor caused by obstacles is difficult to determine:

\[
RSSI_k(d_{ki}) = RSSI_k(d_{k0}) - 10\eta \log_{10}(d_{ki}/d_{k0}) - OAF
\]

where \( RSSI_k(d_{ki}) \) is the received signal strength from the location that is far away from \( AP_k \) at a distance \( d_{ki} \). \( RSSI_k(d_{k0}) \) is the received signal strength from the location that is far away from \( AP_k \) at a
distance $d_{k0}$. $\eta$ is the path loss exponent, generally ranging from 1.6 to 3.0 according to the complexity of the scene. The Obstacle Attenuation Factor (OAF) denotes the signal attenuation caused by obstacles. Typically, we set $d_{k0}$ to 1 m. Then, $d_{ki}$ can be calculated by Equation (2):

$$d_{ki} = 10^{\frac{RSSI_k(d_{k0}) - RSSI_k(d_{ki}) - OAF}{10\eta}}$$

Different from other algorithms, the proposed method does not directly use the distance calculated by the Log-Normal Shadowing Model to estimate the locations of MNs. Since the OAF and $RSSI_k(d_{k0})$ cannot be easily obtained, we use the ratio of $d_{ki}$ and $d_{kj}$, which are the distances from location $i$ and $j$ to $AP_k$, respectively. The ratio can be calculated by Equation (3):

$$R = \frac{d_{ki}}{d_{kj}} = 10^{\frac{RSSI_k(d_{k0}) - RSSI_k(d_{ki}) - OAF}{10\eta}}$$

The location $i$ and $j$ we choose are physically close. Thus, the path the signal propagates from $AP_k$ to location $i$ is similar to the path from $AP_k$ to location $j$. This means they have approximating signal attenuation. Therefore, $OAF_i$ and $OAF_j$ can be assumed equal. $RSSI_k(d_{k0})$ from location $i$ equals that from location $j$. Thus, Equation (3) can be rewritten as Equation (4):

$$R = \frac{d_{ki}}{d_{kj}} = 10^{\frac{RSSI_k(d_{k0}) - RSSI_k(d_{ki})}{10\eta}}$$

Now, we can calculate the ratio without the need of knowing the value of $OAF$ and $RSSI_k(d_{k0})$. This means that the proposed method requires less information from the APs for the location estimation. Most importantly, it avoids the calculation of $OAF$, which is normally difficult to be accurately determined and thus reduces the location estimation accuracy.

### 3.2. Apollonius Circle

In our proposed model, only the distance ratio is supposed to be calculated without the need for calculating the absolute distance by using the traditional Log-Normal Shadowing Model. Specifically, only $RSSI$ and $\eta$ are required. Given the distance ratio, the Apollonius circle is then used to calculate the virtual location of APs. The ratio $R$ can be calculated according to formulas (5)–(7).

$$d_{ki} = \sqrt{(x_i - x_k)^2 + (y_i - y_k)^2}$$

$$d_{kj} = \sqrt{(x_j - x_k)^2 + (y_j - y_k)^2}$$

$$R = \frac{d_{ki}}{d_{kj}} = \frac{\sqrt{(x_i - x_k)^2 + (y_i - y_k)^2}}{\sqrt{(x_j - x_k)^2 + (y_j - y_k)^2}}$$

where $(x_i, y_i)$ and $(x_j, y_j)$ are the 2-dimension coordinate of location $i$ and $j$, respectively, and $(x_k, y_k)$ is the coordinate of $AP_k$. As shown in Figure 1, the proposed method only calculates the distance ratio, and the absolute distance between the reference point and AP remains unknown. Then, the virtual location of APs can be calculated by Equation (7), which can be rewritten as Equation (8):

$$x_k^2 + y_k^2 + \frac{2x_iR^2 - 2x_i}{1 - R^2}x_k + \frac{2y_iR^2 - 2y_i}{1 - R^2}y_k + \frac{x_i^2 + y_i^2 - x_j^2R^2 - y_j^2R^2}{1 - R^2} = 0$$

Then, we set the $\frac{2x_iR^2 - 2x_i}{1 - R^2}$ as $D$, $\frac{2y_iR^2 - 2y_i}{1 - R^2}$ as $E$, and $\frac{x_i^2 + y_i^2 - x_j^2R^2 - y_j^2R^2}{1 - R^2}$ as $F$. The equation is rewritten as Equation (9):

$$x_k^2 + y_k^2 + Dx_k + Ey_k + F = 0$$
According to the Apollonius theory [43], a circle can be defined as the set of points in a plane with a specified distance ratio to two fixed points. As we can see, Equation (9) is the general form of the equation of circles. When $D^2 + E^2 - 4F > 0$, the possible location of APs is then on a circle. In addition, when $R = 1$, the possible location of APs is obviously on the vertical bisector of location $i$ and $j$.

Figure 1. Virtual location estimation of APs without the absolute distance.

3.3. Virtual AP

According to Equation (3), the parameter $OAF$ can be eliminated when the locations of reference points are close enough because the received signals from these locations propagate through a similar path. As shown in Figure 2a, in an ideal environment, the geometric methods, such as triangulation, can be used to calculate the location of APs. The calculated distance approximates the real distance. In Figure 2b, the received signals are significantly weaker than that in an ideal environment due to the attenuation caused by walls. This means that the calculated distance will be larger than the real distance. In this case, the geometric methods thus cannot be used to calculate the position of the AP. However, due to the signals received by close reference points have passed through the same obstacle, the attenuation of signals is thus similar. As shown in Figure 2c, the decreased signals can be used to estimate the location of APs, which is named the virtual location of APs. Then, we can use the virtual location of APs to estimate the location of the close MN.

Figure 2. Virtual location of APs under attenuated signals.

4. Proposed Method

This proposed approach uses fingerprint-based positioning techniques. Thus, the fingerprint database should be first constructed during the offline stage. As shown in Figure 3, our proposed method can be divided into two phases: the offline phase and the online phase. During the offline stage, the floor plan is first divided into multiple smaller regions according to the spatial structure to reduce the computational complexity. Then, the virtual location of APs in each divided region is estimated. In the online phase, the initial area the MN locates is first determined. Then, the location of the MN is refined by using the virtual location of APs with the geometric method.
4.1. Data Preprocessing

To mitigate the fluctuation of the received signal, previous studies have found that using maximum RSSI produces better positioning accuracy than using mean RSSI in general [57]. Therefore, in the data preprocessing module of the proposed method, we first rank the received RSSI at each location in descending order. Then, the ordered data are processed with Equation (10):

$$RSSI_{k}^{i} = RSSI_{k1}^{i} + RSSI_{k2}^{i} + RSSI_{k3}^{i}$$

where $RSSI_{k1}^{i}$ is the maximum RSSI value at location $i$ of $k$th AP, and $RSSI_{k2}^{i}$ and $RSSI_{k3}^{i}$ are the second and third maximum RSSI value at location $i$ of $k$th AP, respectively.

4.2. Region Division

Based on the theory of virtual AP, the proposed method works when the reference points are close to each other. This means that, if we want to locate the position of the MN, we have to select the adjacent reference points of the MN to calculate the virtual AP firstly. To reduce the calculation in the online stage and ensure that the adjacent RPs are located in a similar environment, the proposed method uses the floor plan of the test environment to divide the reference points into different physical regions. The RPs in the same region share the same virtual AP positions. In this study, the regions are divided based on two rules. The first is that the interval between two RPs is no more than 10 m and no more than 10 RPs are located in one region. The second is that the RPs in the same region should be in the same segment of a corridor.

4.3. Virtual AP Estimation

In each region, the virtual APs will be calculated independently. Based on Equation (8), a circle can be obtained based on two RPs. Thus, theoretically, at least three reference points are needed to obtain three circles. Then, the virtual location of APs can be estimated by calculating the intersection point of the three circles. However, as shown in Figure 4, due to the measurement error of RSSI, it is nearly impossible to obtain a unique intersection point from three or more than three circles. Therefore, in this study, we use the least squares algorithm to estimate the coordinates of the point with the smallest sum of squares of the distances to all Apollonius circles, based on which the position of the MN can be obtained. This process can be described as Equation (11):
\[(\hat{x}, \hat{y}) = \arg\min_{x,y} \sum_{i=1}^{n} w_i \left( \sqrt{(x - x_i)^2 + (y - y_i)^2} - r_i \right)^2 \]  

(11)

Then, we set the \(-D_i^2\) as \(x_i\), \(-E_i^2\) as \(y_i\), \(\frac{1}{2} \sqrt{D_i^2 + E_i^2 - 4F_i}\) as \(r_i\). The equation is thus rewritten as Equation (12):

\[(\hat{x}, \hat{y}) = \arg\min_{x,y} \sum_{i=1}^{n} w_i \left( \sqrt{(x - x_i)^2 + (y - y_i)^2} - r_i \right)^2 \]  

(12)

where \((x_i, y_i)\) is the center of the circle calculated by Equation (9), \(r_i\) is the radius of the circle, and \(w_i\) is the weight of each circle. Due to the error of the measured signal strength, we assign a lower weight to the RSSI that has propagated a long distance. Then, \(w_i\) can be calculated by Equations (13) and (14):

\[w_i = \log_{10} R_i\]  

(13)

\[w_i = \frac{w_i}{\sum_{i=1}^{n} w_i}\]  

(14)

where \(R_i\) is calculated by Equation (4).

**Figure 4. Virtual AP estimation.**

**4.4. Mobile Node Location Estimation**

The online location estimation phase consists of two steps. The first is to determine in which region the MN is located by calculating the signal distance between signal vectors collected at the current location to all the RPs in the database. The region which the closest RP belongs to is treated as the current region of the MN. The signal distance is calculated by Equation (15):

\[S_i = \sqrt{\sum_{k=1}^{n} (RSSI_k - RSSI_{k_i})^2} \]  

(15)

where \(RSSI_{k_i}\) is the RSSI the MN receives from the \(k_i\)th AP, and \(RSSI_k\) is the signal received from the \(k_i\)th AP at reference location \(i\). Then, \(RSSI_k(d_{k0})\) is calculated by Equation (16):

\[RSSI_k(d_{k0}) = RSSI_k(d_{ki}) + 10\eta \log_{10}(\frac{d_{ki}}{d_{k0}}) + OAF\]  

(16)

where \(d_{k0}\) is usually set as 1 meter and the \(d_{ki}\) is calculated by the virtual location of APs and RPs. Then, Equation (3) can be rewritten as Equation (17):

\[R = \frac{d_{ki}}{d_{mu}} = 10^{\frac{\text{RSSI}_m(d_{mu}) - \text{RSSI}_k(d_{ki}) + \text{RSSI}_k(1) - \text{RSSI}_m(1)}{\eta}}\]  

(17)

where \(RSSI_m(d_{mu})\) and \(RSSI_k(d_{ki})\) are the \(m_{th}\) and \(k_i\)th AP signals received from the MN, respectively. Then, we can use the same method that has been used in the virtual AP estimation phase to estimate the precise location of the MN.
5. Evaluation

We choose the fourth floor of the engineering laboratory building of the China University of Geosciences as the test site. It is 85 m × 52 m, containing corridors, offices, labs, and elevators. The offline and online experimental data are collected through Google’s Nexus phone. The interval of the reference points is one meter, which is shown in Figure 5. The constructed fingerprint database includes the coordinates of the reference points, which were measured by an electronic total station and RSSI from surrounding APs. The signal sampling rate of the phone is 1 Hz and, at each reference point, we conducted collections 10 times. In total, 332 RPs were collected. Thirty-three experimental paths were planned in the building with the length ranging from 34 m to 141 m. The total length of the paths is about 1600 m. Finally, 1194 test points were collected by pedestrians walking along the experimental path at a constant speed. To obtain the true locations of test points, we first selected each inflection point on the path as the mark point. The true locations of the mark points were measured with the electronic total station. During the segment of two mark points, testers walked at a constant speed. Thus, the true location of each test point can be obtained through interpolation between two mark points. The spatial distribution of the test points is shown in Figure 6.

![Figure 5. Reference points in the test site.](image1)

![Figure 6. Test points in the test site.](image2)

To evaluate the performance of the proposed approach, the proposed method is compared with the three representative Wi-Fi-based approaches. They are a classical fingerprinting method named RADAR [58], a novel ranging-based method named Iterative Positioning Algorithm (IPA) [59], and a virtual AP-based method named PD-WKNN [40].

5.1. Impact of Test Scenes on Positioning Accuracy

Different indoor environments contain different spatial structures and sources of interference, which would affect the performance of positioning algorithms. To comprehensively evaluate the proposed approach, the testbed is further divided into three different scenes, as shown in Figure 7.
They are the corridor scene, obstacle-free office scene, and complex office scene. The chosen corridor is a classic corridor environment that has limited walking space and no obstacles. In this area, there are 682 test points. The obstacle-free office scene is a typical office but without any obstacles, such as desks or bookcases. In this region, there are 105 test points. The complex office scene is more spacious than the second scene with numerous tables and pillars. Its area is 302 m$^2$. There are 407 test points in this scene. The environmental parameter $\eta$ is set as 2.4.

As shown in Figure 8, the proposed method shows good performance in the three different scenes. In the complex office region with many obstacles that can lead to attenuation, PD-WKNN achieved the worst performance, limiting 70% of location error under 6.5 m. By contrast, since the attenuation parameters in the propagation model have been eliminated, the proposed method is more robust in this environment, limiting 70% of location error under 3.3 m. In the corridor region, the proposed method still achieved the best performance among the four methods, limiting 70% of location error under 3.3 m. In the obstacle-free office region, all four methods achieved good localization accuracy. In 70% of the cases, the location errors of the four methods are under 3.1 m. RADAR achieved the highest accuracy in this scene, which is followed by our proposed method. In the obstacle-free region, which is an ideal signal propagation environment, the biggest factor affecting the localization accuracy is not the signal attenuation caused by obstacles but the unstable RSSI caused by the signal fluctuation. In this case, RADAR, which simply compares the signal similarity of the online signal vector and the offline reference points, can thus achieve the best performance. The remaining methods, including the proposed method, use the signal propagation model to deal with the attenuation caused by obstacles, introducing extra errors. Therefore, although the accuracy of these methods has been improved in this simple environment compared to that of another two complex environments, the improvement is not as obvious as RADAR.

![Figure 7. Three different areas of the test site.](image)

![Figure 8. Performance comparison of the proposed method against ranging, fingerprinting, and virtual AP methods in three typical scenes.](image)

Among the compared methods, RADAR has the lowest computational complexity, which is followed by the proposed method and PD-WKNN with medium computational complexity, while IPA
has the highest computational complexity. As shown in Table 1, in the simplest indoor scenario (i.e., the obstacle-free office), RADAR achieves the highest accuracy with the lowest computational complexity. Thus, it is the best choice for localization in a simple indoor scenario. However, as the increase in the complexity of the scene, RADAR shows a decrease in the localization accuracy since it cannot handle the increasing signal attenuation issue. In the complex office scene, the mean error of the proposed method is 23% lower than that of RADAR. For the entire test site, the proposed method achieves the best localization result, which is followed by IPA. Overall, the proposed method achieves the best localization result with an acceptable computational complexity, especially in complex indoor scenes.

Table 1. Mean error of the proposed method against fingerprinting, ranging, and virtual AP methods in three typical scenes.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Proposed Method</th>
<th>IPA</th>
<th>RADAR</th>
<th>PD-WKNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corridor scene</td>
<td>2.60 m</td>
<td>2.80 m</td>
<td>2.89 m</td>
<td>3.62 m</td>
</tr>
<tr>
<td>Obstacle-free office scene</td>
<td>2.24 m</td>
<td>2.45 m</td>
<td>1.99 m</td>
<td>2.86 m</td>
</tr>
<tr>
<td>Complex office scene</td>
<td>2.75 m</td>
<td>3.00 m</td>
<td>3.56 m</td>
<td>5.28 m</td>
</tr>
<tr>
<td>Total</td>
<td>2.62 m</td>
<td>2.84 m</td>
<td>3.04 m</td>
<td>4.12 m</td>
</tr>
</tbody>
</table>

5.2. Impact of Environmental Parameter on Positioning Accuracy

To analyze the impact of the environmental parameter $\eta$ of the Log-Normal Shadowing Model on the localization performance, this parameter is set to different values in different indoor scenes. The value of $\eta$ generally ranges from 1.6 to 3.0. In the previous experiment, we simply set it as the intermediate value of 2.4. In this experiment, we set $\eta$ as 1.6, 2.0, 2.4, 2.8, and 3.2, respectively.

As shown in Table 2, with the increase of $\eta$, the localization accuracy shows a subtle but stable downward trend. Parameter $\eta$ reflects the complexity of the indoor environment. The more complex the indoor environment, the larger $\eta$ should be. In a simple environment, $\eta$ is generally set to 1.6. The model adjusts the effect of different spatial layout on the calculated distance through parameter $\eta$. However, the virtual AP-based method assumes that the signal propagates in an obstacle-free environment and comes from the calculated virtual location. The distance from the virtual location to the MN is usually larger than the true distance from the AP to the MN. Based on the assumption that the signals received by neighboring MNs from the same AP have undergone similar attenuation, the virtual AP method makes use of the distance error caused by similar signal attenuation. Therefore, a lower parameter $\eta$ setting is more in line with the hypothetical environment of the proposed method. In the classic corridor scene, the best $\eta$ value is 1.6 or lower for the proposed method.

Table 2. Impact of different environmental parameters on positioning accuracy in the corridor scene.

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>Mean Error (m)</th>
<th>Median Error (m)</th>
<th>70% Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6</td>
<td>2.59</td>
<td>2.27</td>
<td>3.21</td>
</tr>
<tr>
<td>2.0</td>
<td>2.60</td>
<td>2.27</td>
<td>3.19</td>
</tr>
<tr>
<td>2.4</td>
<td>2.60</td>
<td>2.29</td>
<td>3.22</td>
</tr>
<tr>
<td>2.8</td>
<td>2.61</td>
<td>2.30</td>
<td>3.25</td>
</tr>
<tr>
<td>3.2</td>
<td>2.61</td>
<td>2.30</td>
<td>3.25</td>
</tr>
</tbody>
</table>

From Table 3, we can observe that, with the increase of $\eta$, the 70% error also slightly increases except when $\eta = 3.2$. The mean error also shows a slight but steady upward trend as the increase of $\eta$. This proves that, in general, when $\eta$ is set to a lower value, the performance of the proposed method is better. However, we also note that the median error does not present the same trend. Due to the small variation of the error and the unstable trend, we can not determine the cause of this phenomenon. Based on the experimental results, we can only conclude that, for the proposed method, the optimal $\eta$ value ranges from 1.6 to 2.0 in simple office environments.
Table 3. Impact of different environmental parameters on positioning accuracy in the obstacle-free office scene.

<table>
<thead>
<tr>
<th>η</th>
<th>Mean Error (m)</th>
<th>Median Error (m)</th>
<th>70% Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6</td>
<td>2.22</td>
<td>1.98</td>
<td>2.77</td>
</tr>
<tr>
<td>2.0</td>
<td>2.21</td>
<td>1.95</td>
<td>2.79</td>
</tr>
<tr>
<td>2.4</td>
<td>2.24</td>
<td>1.95</td>
<td>2.82</td>
</tr>
<tr>
<td>2.8</td>
<td>2.25</td>
<td>1.96</td>
<td>2.87</td>
</tr>
<tr>
<td>3.2</td>
<td>2.28</td>
<td>1.93</td>
<td>2.80</td>
</tr>
</tbody>
</table>

From Table 4, we can see that η has a larger impact on the mean and median errors in the complex office scene than that in the other two scenes. In addition, mean and median errors increase as the increase of η. As mentioned before, the signal propagation model uses a simple parameter, η, to calibrate the path loss of the entire scene. However, a fixed η cannot represent the variation of a complex scene. In the meantime, the virtual AP based approach leverages the path loss consistency in a small area to estimate the location. The inconsistency between η and virtual AP-based methods in complex environments thus causes a decrease in the localization accuracy. When η is set to 1.6 or smaller, the impact of the parameter on path loss is small. Therefore, the localization error caused by the inconsistency is also reduced. In conclusion, when the proposed method is applied in a simple environment, the optimal value of η is around 1.6. However, a larger η does not make much difference. When the proposed method is applied in a complex environment, the effect of η is greater and the optimal value is below 1.6.

Table 4. Impact of different environmental parameters on positioning accuracy in the complex office scene.

<table>
<thead>
<tr>
<th>η</th>
<th>Mean Error (m)</th>
<th>Median Error (m)</th>
<th>70% Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6</td>
<td>2.71</td>
<td>2.13</td>
<td>3.26</td>
</tr>
<tr>
<td>2.0</td>
<td>2.72</td>
<td>2.15</td>
<td>3.28</td>
</tr>
<tr>
<td>2.4</td>
<td>2.75</td>
<td>2.23</td>
<td>3.29</td>
</tr>
<tr>
<td>2.8</td>
<td>2.76</td>
<td>2.25</td>
<td>3.28</td>
</tr>
<tr>
<td>3.2</td>
<td>2.78</td>
<td>2.27</td>
<td>3.27</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, we proposed a robust and effective Wi-Fi positioning method. Based on the assumption that neighboring locations share the same attenuation parameter corresponding to the signal attenuation caused by obstacles, we use a virtual AP-based method to improve the accuracy of fingerprinting. By using signal ratios to construct the Apollonius Circle, we reduce the impact of signal attenuation on estimating the virtual location of APs and the online location of MNs. Furthermore, no additional input was introduced, such as the transmission power parameter which is typically required in virtual AP-based methods. The proposed method was compared with three representative Wi-Fi-based positioning approaches in three different test scenes. The results show that the proposed method can achieve state-of-art results in all three scenes. Specifically, it achieves a median distance error of 1.9 m, 2.2 m, and 2.3 m in three test scenes, respectively.

However, there are still some problems that we have not been solved yet: (1) The least square method we use in the virtual AP estimation phase and online positioning phase would easily reach a locally optimal point. (2) The error that happened in the area positioning phase can significantly affect the final location estimation. Solving these problems and investigating how the indoor spatial structure affects the positioning results is our future focus.
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