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ABSTRACT
We observe the presence of infinitely fine-scaled alternations within the performance landscape of reservoir computers aimed for chaotic data forecasting. We investigate the emergence of the observed structures by means of variations of the transversal stability of the synchronization manifold relating the observational and internal dynamical states. Finally, we deduce a simple calibration method in order to attenuate the thus evidenced performance uncertainty.

Modern scientific measurement devices can resolve a remarkably wide range of temporal scales and thus cover a wide diversity of multi-scale physics. This motivates the study of methods allowing to extract physical laws and reconstruct hidden features from temporal measurement data. With the emergence of statistical learning methods, it is of interest to investigate how these can be used in order to alleviate the often tedious efforts involved with established attractor reconstruction techniques such as the delay embedding method. Among the learning methods widely employed for the analysis of temporal partially observed data, a particularly appealing class is that of reservoir computers. This class is distinguished by the introduction of an internal state variable that exhibits a dynamical behavior driven by the observational data. An advantage of such a method is that the internal state variable can be updated incrementally in step with the incremental measurements of the dynamical system under observation with the absence of any need of preprocessing the data before it is fed into the internal states. Relying on statistical learning methods has, however, the severe disadvantage of leading to hardly interpretable results. Here, we investigate the dependence of the performance of reservoir computers on its empirical fitting parameters. We show the sensitive dependence of performance on the range of scaling of the internal reservoir weights. We characterize the observed sensitivity patterns by investigating the changes in the stability properties of the synchronized state that relates the dynamical internal states to the observational data.

The real-time forecast of nonlinear dynamical systems is thought to be of great potential for a number of interdisciplinary fields. For example, combustion driven high-amplitude oscillations within low emission gas turbines are known to cause serious engine damage that calls for the need of an efficient control scheme. Also, the highly fluctuating electrical power feed of wind turbines is a major difficulty undermining the integration of renewable energy sources to a stable electrical power grid. In such cases, forecasting the system states through modeling the underlying mechanisms has been mostly hindered either by the difficulty of specifying suitable model equations or by a full measurement of the system states in cases where the model equations are known. The lack of analytical solutions and often excessive computational cost of mechanistic models can also often prohibit the employment of knowledge based approaches.

Finding a dynamical rule from a sequence of observations without physical knowledge is a common problem for which a number of machine-learning methods have been developed. The basic distinction of reservoir computers is the introduction of dynamically changing internal states driven by the observational data. In particular, reservoir computers are distinguished by the fact that the internal state dynamics are not adjusted with respect to a specific computation, and that learning solely consists by adjusting a linear filter to extract the needed information from the internal states. This fact results in their computational easiness and convenience for large-scale real-time computations. The conceptual
simplicity of this method also makes it well-suited for developing an understanding of its underlying learning mechanisms\textsuperscript{10,11} and thus providing a solid basis for applications in the scientific domain. Yet, there is a notable lack of basic understanding in the computational performance and properties of reservoir computers.

The indicated lack of basic understanding is primarily related to the excessive number of empirical parameters that reservoir computers admit.\textsuperscript{10} Even in a setting where these parameters are optimized, the network construction necessitates a relevant number of random variables that imply an unwanted variability in the learning performance. For example, it has been reported that a slight change in the randomly generated reservoir connectivity results in large changes in the short-term as well as in the long-term properties of the predicted time series.\textsuperscript{11} A similar variability has also been reported for the case of finite-time fluctuations, i.e., when the learned sequence of data is slightly shifted either backward or forward in time.\textsuperscript{12} This kind of un reproducible behavior is hardly admissible for applications and thus motivates investigating the question of whether one can establish a reproducible generic result where the driving and the reservoir computers admit.

In this work, we propose a two-parameter performance study evaluated with respect to forecasting several different synthetic chaotic systems. We demonstrate the presence of fine-scaled patterns of optimal and suboptimal parameters and investigate their relation to the variations of transversal stability of the synchronization manifold that is embedded in the space spanned by the observational and internal dynamical states. We quantify the degree of system uncertainty by calculating the fraction of uncertain parameters that allow to avoid operation in suboptimal parameter regimes.

In particular, for a suitably chosen coupling $g$, the dynamical system defined by the set of equations (1) and (2) may achieve an asymptotic state of synchronization,\textsuperscript{1,11,12} where the driving and the reservoir variables $x_i$ and $y_i$ are related by a static functional relation $\varphi: \mathbb{R}^D \to \mathbb{R}^N$ such that $\| \varphi(y_t) - x_t \| \to 0$ for $t \to \infty$. Once synchronization is established, the inference is reduced to finding a suitable approximate for $\varphi$, allowing to evolve the internal state dynamics $y_t$ according to the autonomous equation

$$y_{t+1} = g(\varphi(y_t), y_t)$$

and to infer the variable of interest from it systematically through $x_t = \varphi(y_t)$. Whether synchronization is established can be deduced by monitoring the correlation matrix $\langle y_{t}^\top x_{t} \rangle_t$, as time $t$ increases in $[0, T]$. A correlation that settles on a constant value and does not change as time changes is a hint that the relation between $x_t$ and $y_t$ is independent of time [see Fig. 1(a)]. Once the correlation has settled, the variable change $\varphi$ can be extracted from it through the leading order estimation $\varphi(y) = \langle y_{t}^\top y_{t} - r(t)^{-1} \rangle_{t} \cdot y_{t}$, which results from the Tikhonov regularized ridge regression of $\varphi = (\| \varphi(y) - x_t \| \leq \epsilon)$ with respect to $y_t$. In principal, a uniformly contracting coupling $\| g(x, y) - g(x, y') \| \leq \| y_t - y_{t'} \|$ ensures an initial difference between two internal states driven by the same series $\{x_t\}$ to be made arbitrarily small for a sufficiently long series.\textsuperscript{13} This ensures the internal states $y_t$ to be uniquely related to the observational series $\{x_t\}$. For an internal state dimension at least twice as large as the dimension of observational data, this relation is likely to be invertible,\textsuperscript{14} thus implying the establishment of the indicated state of synchronization. Uniform contraction can be, for example, imposed for a sigmoidal coupling

$$g(x, y) = \tanh(W_{in} \cdot x + W \cdot y),$$

by choosing the largest singular value of $W$ smaller than 1, where $W_{in} \in \mathbb{R}^{D \times N}$ and $W \in \mathbb{R}^{D \times D}$ are two random matrices whose entries are uniformly sampled from the intervals $[-\alpha, \alpha]$ and $[-\beta, \beta]$, respectively. In practice, this condition was shown to be restrictive in the sense that it excludes a good fraction of $W$ possibilities that imply well defined internal states.\textsuperscript{15} A formally less plausible but practically more favored condition consists in tuning the entries range $\beta$ of $W$ close to unity.\textsuperscript{16} It has been recently demonstrated that by changing the entries range $\alpha$ of $W_{in}$, the stability properties of the invariant set $M = \{ (x, y) : \varphi(y) = x \}$ may change.\textsuperscript{17} Stability here relates to transversal perturbations $\epsilon_{t} := \| \varphi(y_t) - x_t \|$ away from the invariant set $M$ during the autonomous dynamical regime, rather than the stability of internal states $y_t$ driven by a certain $\{x_t\}$ as discussed above. The two regimes are fundamentally distinguished by the approximation errors in the drive signal made by the leading order approximation of $\varphi$. For a stable $M$, these errors will drive the forecast away from the true signal after a short term while the forecast will maintain statistically consistent properties in the long term. In turn, an unstable $M$ implies also a correct short-term forecast but the long-term behavior would be inconsistent in this case. Thus, the change of stability properties of the invariant set $M$ clarifies the variability of the long-term forecasting quality. It stays a priori unclear why the short-term forecasting quality shows strong sensitive dependence on the parameters.\textsuperscript{18} In particular, this sensitivity was observed for parameter regions where the long-term forecasts remain qualitatively unchanged, i.e., where

$$x_{t+1} = f(x_t),$$

(1)

for some unknown $f: \mathbb{R}^N \to \mathbb{R}^N$. From the recorded past values for $t \in [0, T]$, we wish to infer future $t \geq T$ to high accuracy until a certain lapse of time that characterizes the dynamical system in question. After this time, it is only desired that the forecast remains qualitatively similar to the correct behavior of the system. We will, namely, address cases where $x_t$ evolves on a chaotic attractor, implying an exponential temporal growth of errors in the initial conditions, making the inference task challenging. While the direct way of inference would be to approximate $f$ by a linear combination of a suitably chosen functional basis, we proceed by introducing the dynamical variable $y_t \in \mathbb{R}^D$ that is coupled to the observational data through $g: \mathbb{R}^D \times \mathbb{R}^N \to \mathbb{R}^D$ according to the driven dynamical system given by

$$y_{t+1} = g(x_t, y_t).$$

(2)
FIG. 1. Dynamics in the driven regime. Each dataset \( \{x_i\} \) is normalized to zero mean and variance one. For all datasets, the internal state dimension is set to \( D = 500 \), the internal connectivity matrix \( W \) is obtained by the random Erdős–Rényi algorithm with edge creation probability \( p = 2 \times 10^{-4} \), the regularization parameter is \( r = 10^{-6} \).

(a) Initial transient time evolution of the correlation matrix elements exemplified by the Lorenz system. (b) Long-term time evolution of the transversal error, characterized by short-lived high-amplitude bursts. The time interval \( T \) corresponds to 100 Lyapunov units, where one Lyapunov unit corresponds to the inverse maximal Lyapunov exponent \( 1/\lambda_{\text{max}} \).

(c) Maximal bursts amplitude \( \epsilon_{\text{max}} \) as a function of \( \alpha \). (d) Interburst duration \( \tau \) as a function of \( \alpha \). The sampling resolution of \( \alpha \) is \( 2 \times 10^{-3} \).

the set \( M \) is stable. This fact indicates the presence of a parameter window separating stability from instability.

Chaotic dynamical systems for which the attractor \( A \) is constrained to a subset \( M \) of the full degrees of freedom are known to exhibit bifurcations where the attractor first loses transversal stability only in the neighborhood of its unstable periodic orbits of low period and then becomes fully transversally unstable. Within such a regime, a typical chaotic trajectory subject to transversal perturbations away from \( M \) would explore the attractor \( A \) for long times until it falls into the neighborhood of a transversally unstable orbit where the transversal errors get magnified. For a globally attracting \( M \), this mechanism results in the appearance of intermittent bursts where chaotic trajectories of \( A \) are on the one hand repelled from \( M \) by the transversally unstable orbits and on the other hand attracted back to \( M \) due to the global dynamics of the system. We propose this as a basis to understand the intermittent bursting behavior appearing in the transversal error \( \epsilon_t = \| \varphi(y_t) - x_t \| \) during the driven dynamical regime. Evidence for our proposal is the scaling law describing the mean interburst time \( \tau \) as well as the maximal bursts amplitude \( \epsilon_{\text{max}} \) when the parameter \( \alpha \) is varied.

The bursting behavior is illustrated in Fig. 1(b) for the three chaotic flows used in our study. The plots show the time evolution of the transversal error \( \epsilon_t \) during the driven regime. As the parameter \( \alpha \) is varied, the bursts maximal amplitude decreases as a linear
function of $\alpha$, until it takes a low constant value corresponding to the standard deviation of the error [Fig. 1(c)], where high-quality synchronization is achieved. This qualitative change in the bursting behavior can be monitored by determining the mean duration between two consecutive bursts $\tau$, which is displayed in Fig. 1(d). The scaling shown is obtained by fixing the random samples of $W$ and $W_m$ and evaluating $\varepsilon_{\text{max}}$ and $\tau$ at equidistant values of $\alpha$ starting from the critical point $\alpha_c$, which we define as the point where pronounced scaling begins starting from $\alpha \ll 1$ and thus identify as the cutoff value where linear scaling is observed in Fig. 1(c). The critical value $\alpha_c$ for each dataset can be found in Table I. We note that different scaling exponents for the interburst time are expected from the fact that the three datasets have different Lyapunov spectra, thus corresponding to different repulsion rates in the direction parallel to $M$.\(^7\)

The evidenced locally repellent sets within the basin of attraction of the invariant set $M$ have direct consequences regarding tuning the reservoir. By tuning is meant the problem of specifying a pair of values $(\alpha, \beta)$ for given random matrices $W_m$ and $W$ such that the short-term forecasting performance is optimal. Optimality is achieved when the duration of accurate short-term forecasts is evidently maximized, and importantly when this duration is not significantly affected by the finite time segment $\{x_t\}$ learned by the reservoir. Indeed, since the bursts of $\varepsilon_t$ during the driven regime do not alternate the regression error $\varepsilon$ due to their short-lived and infrequent nature, the inspection of $\varepsilon$ as a function of $(\alpha, \beta)$ leads to a structureless landscape. In contrast, starting the autonomous regime at a time $t'$ in the order of ten Lyapunov units earlier than $T$ and inspecting the average $\varepsilon'$ of $\varepsilon_t$ within this autonomous regime in $[T - t', T]$ yields a highly structured pattern. Figure 2(a)

![Figure 2](https://doi.org/10.1063/5.0030651.1)

**FIG. 2.** Performance landscape $\varepsilon'$ and transversal Lyapunov exponent $\lambda_{\max}^t$ within $t' = 10$ Lyapunov units of autonomous evolution after a duration $T - t'$ corresponding to 100 Lyapunov units of driven evolution. A parameter grid of $10^5 \times 10^5$ was used to generate each of the shown results. (a) $\varepsilon'$ (b) $\varepsilon'$ with the initial condition shifted with respect to (a). (c) $\lambda_{\max}^t$ (d) $\lambda_{\max}^t$ with initial condition shifted with respect to (c). The dynamic change can be visualized in the supplementary material via videos showing the patterns for several consecutive values of $\alpha_0$. Multimedia view: [https://doi.org/10.1063/5.0030651.1](https://doi.org/10.1063/5.0030651.1)

**TABLE I.** Summary of the computed scaling laws and the corresponding scaling exponents.

<table>
<thead>
<tr>
<th>Scaling law</th>
<th>System</th>
<th>Lorenz</th>
<th>Halvorsen</th>
<th>Rößler</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu(\Delta) \sim \Delta^\gamma$</td>
<td>0.038</td>
<td>0.039</td>
<td>0.038</td>
<td></td>
</tr>
<tr>
<td>$\alpha \log \tau \sim \log \alpha$</td>
<td>0.89</td>
<td>0.98</td>
<td>1.34</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_{\text{max}} \sim \alpha$</td>
<td>$8.1 \times 10^{-4}$</td>
<td>$1.1 \times 10^{-3}$</td>
<td>$3.7 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>$\alpha_c$</td>
<td>0.26</td>
<td>0.15</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{\max}$</td>
<td>0.9056</td>
<td>0.7899</td>
<td>0.0714</td>
<td></td>
</tr>
</tbody>
</table>
(Multimedia view) shows an example of the Lorenz chaotic system. The shown patterns are highly dynamic in the sense that a slight shift of the initial point \( x_0 \) of the learned time series results in clear change of the pattern, as illustrated by Fig. 2(b).

Thus, the difficulty we encounter when trying to extract the optimal pair \((\alpha, \beta)\) from the resulting \( \varepsilon' \) landscape is that this landscape relates only to the narrow time interval where it was obtained from, i.e., the resultant optimal parameter sets indicate transversal stability only in a narrow portion of \( M \).

The variations of the transversal stability of the synchronization manifold as well as its existence can be evidenced by calculating the transversal Lyapunov exponents. Since the defining equation of the autonomous regime for the internal states is known, we proceed by calculating the Lyapunov spectrum of the internal states during the autonomous dynamical regime according to the following equation, where \( \delta_0 = \ln P(x_0, y_0) \)

\[
\delta_{n+1} = J_{y}(\varphi(y_i)), \quad y_i \delta_n
\]

where \( \delta_0 \in \mathbb{R}^2 \) refers to a small perturbation of the internal state and \( J_y : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) indicates the Jacobian matrix of the autonomous internal dynamics. The transversal Lyapunov exponent \( \lambda'_{\text{max}} \) is identified as the maximal Lyapunov exponent from the above calculated spectrum after elimination of the Lyapunov exponents of the driving signal (we refer to Ref. 14 for a detailed justification). This identification may be ambiguous since it is a priori unclear which of the calculated exponents relate to transversal directions, and from the inspection of the full spectrum of \( D \) eigenvalues, only statements about the existence or absence of positive transversal exponents can be made. An ambiguity may thus arise if the order of the spectrum of exponents would change when changing \( \alpha \) and \( \beta \). The variations of \( \lambda'_{\text{max}} \) as a function of \( \alpha \) and \( \beta \) are shown in Figs. 2(a) and 2(b). While Figs. 2(c) and 2(d) show some kind of similarity, a substantial difference is the presence of fine-scaled alternations in the former case. The apparent similarity between the two patterns indicates that the order of exponents is more or less preserved. The absence of small-scale features in the transversal stability patterns may be attributed to the change of order of exponents as \( \alpha \) and \( \beta \) are varied. Notably, the fine-scaled alternations were observed in the performance landscape related to several driving signals. While the mechanism underlying these fine-scaled alternations is intricate, their presence immediately indicates the difficulty of tuning \((\alpha, \beta)\) with respect to \( \varepsilon' \).

We insist that this difficulty becomes critical if these fine-scaled alternations have a fractal nature. We mention that fractal parameter sets are already found in the simplest possible nonlinear equation, namely, the quadratic map, where arbitrarily close to a given parameter value for which chaotic solutions are typical, one can find a parameter value that yields periodic solutions. In a similar way, we classify our parameter pairs \((\alpha, \beta)\) into two classes of optimal or suboptimal choices depending on whether \( \varepsilon' \) is below or above a certain quality threshold \( \delta \). We suggest that arbitrarily close to any given pair \((\alpha, \beta)\) belonging to one class, one can find a pair that belongs to the other. Evidence of such a pathological topology can be obtained by calculating the uncertainty exponent \( \gamma \) of the defined parameter sets. The uncertainty exponent characterizes the scaling behavior of the fraction \( \mu(\Delta) \) of uncertain parameter points as the parameter precision \( \Delta \) is varied. A parameter point \( x_0 \) is called uncertain with respect to given precision \( \Delta \) if the points obtained by shifting that point \( x_0 \pm \Delta \) by the given precision belong to a different class. Figure 3 illustrates the alternatives with magnified pictures, as well as the scaling behavior of the uncertainty function [Fig. 3(d)]. The indicated scaling shows examples obtained from performing the described procedure for different initial data points \( x_0 \) [Fig. 3(e)], showing that the scaling law \( \mu(\Delta) \sim \Delta^{\gamma} \) is indeed robust. Notably, for internal states driven by several distinct chaotic systems, the resultant value of the uncertainty exponent \( \gamma = 0.038 \pm 0.002 \) occurs to be the same within the indicated error tolerance. The resulting exponents are summarized in Table 1. An implication of a scaling exponent \( \gamma < 1 \) is that increasing the precision does not significantly decrease the uncertainty.

Thus, we suggest the well known extreme sensitivity of reservoir computers to originate from a seemingly very generic structure of the parameter space. One consequence of such highly sensitive parameter sets is the inefficiency of gradient methods for finding the optimal pair \((\alpha, \beta)\), which minimizes the short-term error \( \varepsilon' \). One way to reduce this sensitivity is to tune the reservoir by minimizing the error \( \varepsilon' \) averaged with respect several initial points \( x_0 \). Another way is to maximize the interburst mean period \( \tau \), which is by definition a long-term average and thus stable against finite-time fluctuations. To show the equivalence between the two methods, we determine the optimal parameter pair \((\alpha, \beta)\) resulting from the error \( \varepsilon' \) averaged over a number of \( 30 \) initial data points \( x_0 \), as well as the parameter pair for which the interburst time \( \tau \) is maximal. We then compare the two optima by evaluating for each optimum the mean and standard deviation of the resulting forecast horizon \( \bar{x} \) with respect to a number of \( 10^3 \) consecutive initial data points \( x_0 \). The comparison is shown in Fig. 4, suggesting the equivalence of the two described calibration methods. The slight shift in the average of the distribution of the forecast horizon for the Rössler system may be caused by the insufficient number of initial conditions \( x_0 \) used to calculate \( \varepsilon' \). In order to assess the equivalence of the interburst time \( \tau \), the maximal burst amplitude \( \varepsilon_{\text{max}} \) and the averaged short-term forecast error \( \varepsilon' \), we further consider the variations of these quantities within the full relevant range of scaling of the parameters \((\alpha, \beta)\). While Figs. 5(b)–5(c) indicate similar qualitative variations, the landscape of \( \varepsilon_{\text{max}} \) is different although the location of the minimum is not significantly different in Figs. 5(b)–5(d). Again, the disagreement may be caused by the inefficiency of the estimate of \( \varepsilon' \).

To conclude, we have characterized the learning process as the establishment of a regime of strong temporal correlation between the observational and internal dynamical states. We have characterized the high-amplitude bursts interrupting this regime and investigated the corresponding consequences related to tuning the parameters \((\alpha, \beta)\). We have noted that while \((\alpha, \beta)\) do not seem to affect the performance if the performance is evaluated by means of the regression error \( s \), the inspection of \( \tau \) and \( \varepsilon_{\text{max}} \) as a function of \((\alpha, \beta)\) shows clear variations. The quantities \( \tau \) and \( \varepsilon_{\text{max}} \) may, therefore, serve as metrics for optimizing \((\alpha, \beta)\). Furthermore, while these considerations were related to the driven dynamical regime, we have noted the difficulties that may arise when defining performance via the error \( \varepsilon' \) obtained from the autonomous regime.
FIG. 3. Uncertainty analysis. (a) Performance landscape of the Lorenz system. (b) and (c) Blown up versions of (a). (d) Scaling of the uncertainty function. A parameter grid of size $10^2 \times 10^2$ in the logarithmic scale was used in order to calculate each of the shown scaling behaviors. (e) Variations with respect to initials conditions exemplified for the Lorenz system.

FIG. 4. Fluctuations of the forecast horizon due to finite-time fluctuations. (a) Optimum of $\varepsilon'$ averaged in respect to 30 initial points $x_0$. (b) Optimum of $r$. 
We have quantified the sensitivity of $\varepsilon'$ by calculating the corresponding uncertainty exponent. The precise mechanism underlying the fine-scaled structures, as well as the reason for the seemingly generic value of the uncertainty exponent, has remained unclear. Future work shall be dedicated to these questions.
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