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Abstract—Semisupervised deep learning methods (DLMs) can mitigate the dependence on large amounts of labeled samples using a small number of labeled samples. However, for semisupervised deep feature learning (SDFL), the quality of extracted features cannot be well ensured without a certain amount of labeled samples. To address this issue, we develop the SDFL method with feature consistency (SDFL-FC) for the hyperspectral image (HSI) classification. The SDFL-FC first adopts the convolutional neural network (CNN) to extract spectral–spatial features of HSI images. Then, the Data Connected layers (FCLs) to model the feature consistency. Moreover, two constraints that enforce both the feature consistency of single pixel (FCS) and feature consistency of group pixels (FCG) are introduced to obtain the representative and discriminative features. The FCS is achieved by the generative adversarial network (GAN) regularization, which can reconstruct the original data from extracted features. The FCG is based on the assumption that the features of group pixels should have similar characteristics within a superpixel, which is embedded in each FCL. The final FCL outputs the class labels, and the cross-entropy (CE) loss is calculated with the labeled samples, while the two losses of FCS and FCG are calculated with all the training samples (both labeled and unlabeled). SDFL-FC integrates the FCS, FCG, and CE loss into a unified objective function and uses a customized iterative optimization algorithm to optimize it. Experiments demonstrate that the SDFL-FC can outperform the related state-of-the-art HSI classification methods.
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I. INTRODUCTION

HYPERSPECTRAL images (HSIs) can provide continuous observation bands and rich spectral information for each pixel in the remote sensing image, which can help us effectively identify different materials of interest [1]. HSI classification has always been one of the important topics in the field of HSI applications. Feature learning is an essential task for the HSI classification due to HSI’s high dimensionality [2].

In the early stage of the studies on feature learning, many related methods extract features in a shallow manner [3], [4], such as the principal component analysis (PCA) [5], independent component analysis [6], and local linear embedding [7]. Bandos et al. [8] employed the regularized linear discriminant analysis for HSI classification in the case of a small ratio between the number of training samples and the number of spectral features. Li et al. [9] proposed a semisupervised learning algorithm to obtain the target’s class label from a posterior distribution, which was built on the learned classification distributions and a Markov random field. In [10], the invariant attribute profiles locally extracted invariant features from HSI in both spatial and frequency domains. Villa et al. [11] proposed an independent component discriminant analysis for HSI classification. The independent component analysis was used to choose a transform matrix to make transformed components independent as soon as possible. Wang et al. [12] proposed a self-supervised low-rank representation method for HSI classification. In [13], a pixel- and superpixel-level aware subspace learning method was proposed to use the spectral information and spatial correlation among pixels effectively. However, these methods learn features in a shallow manner, whose abilities are limited to extract representative and discriminative features.
Recently, deep learning methods (DLMs) that model deep feature presentations have achieved great success for the HSI classification [14]–[16]. In general, the DLMs can be divided into supervised, semisupervised, and unsupervised methods. The supervised DLMs have shown promising results for HSI classification with a certain amount of labeled training samples. In [17], a 3-D convolutional neural network (CNN)-based feature extraction model with L2 regularization and dropout was proposed to extract spectral–spatial features for HSI classification. Liu et al. [18] developed a supervised deep feature extraction model based on a siamese CNN to learn features. Hu et al. [19] employed deep CNNs for HSI classification in a pixel level. Zhao et al. [20] jointly used dimension reduction and deep CNNs to extract spectral– spatial features for HSI classification. A novel classification framework [21] is proposed that utilized deep CNN to learn pixel-pair features. The pixel pairs were constructed by combining the target pixel and its surrounding pixels. Li et al. [22] proposed a 3-D CNN that can simultaneously learn the spectral features and spatial features. A wider and deeper CNN that can optimally explore local contextual interactions was proposed in [23]. This method jointly exploited local spatial–spectral relationships of neighboring pixels by using a multiscale convolutional filter. Zhu et al. [24] explored the discriminator function of generative adversarial network (GAN) in a supervised way for HSI classification, where two GAN networks were designed: the discriminator as a spectral classifier and the discriminator as a spectral– spatial classifier. However, for supervised DLMs, the data instances may not be sufficient in real applications. It usually takes lots of time, labor to label the training samples.

Most unsupervised or semisupervised DLMs can extract deep features from an amount of unlabeled data, which can mitigate the dependence on the large amounts of labeled samples [25]–[27]. Self-supervised DLMs, as a form of unsupervised DLMs, play an essential role in learning from unlabeled or less labeled data. Wang et al. [28] proposed an HSI feature learning network to full advantage of the properties of subpixel, pixel, and superpixel levels by the self-supervised way. Simultaneously, the conditional random field framework is embedded into the network to improve the classification performance. The self-supervised fuzzy clustering network (SFCN) [29] is proposed to conduct retinal image classification, consisting of three main components: a feature learning module, reconstruction module, and a fuzzy self-supervision module. The loss function of SFCN is the weighted sum of three parts: reconstruction, self-supervision, and fuzzy supervision. The SFCN is optimized through a two-stage optimization algorithm. Zhang et al. [30] proposed the self-supervised convolutional subspace clustering network (S2ConvSCN) to achieve simultaneous feature learning and subspace clustering. The S2ConvSCN combines three parts into a joint optimization framework that are a ConvNet module (for feature learning), a self-expression module (for subspace clustering), and a spectral clustering module (for self-supervision). In [31], a more generalized embedding network with self-supervised learning is applied to incorporate with episodic task-based metalearning for few-shot image classification, where a metalearning is applied on top of a pretrained embedding network. Semisupervised DLMs takes a middle ground, which combines a small amount of labeled data with a large amount of unlabeled data. In [32], a 1-D GAN was proposed to construct a semisupervised DLM for HSI classification. The 1-D GAN is first trained with the unlabeled samples and then fine-tune its discriminator to classify HSIs with labeled samples. Wu and Prasad [33] proposed the semisupervised deep learning using pseudolabels (PL-SSDL) method. The PL-SSDL first applied the 1-D convolutional recurrent neural networks to pretrain the abundant unlabeled...
data with pseudolabels and then fine-tune with the labeled data. The 1-D GAN and the PL-SSDL methods are pixel-based methods, where the useful spectral–spatial information of HSI is not well explored. Moreover, for these unsupervised or semisupervised DLMs, the image features’ quality cannot be well ensured. Without the representative and discriminative features, the performance of HSI classification is limited. The challenge is to achieve appropriate representations by improving these approaches. Our method takes a hyperspectral data cube as input. The CNN extractor is used to exploit local spatial structures and spectral correlations. Moreover, the two constraints that enforce FCS and FCG are introduced to ensure the quality of extracted features, which can provide useful feedback information and obtain representative and discriminative features. With these features, the classification performance of HSI can be enhanced.

To reduce the dependence on large amounts of labeled samples, in this article, we develop the semisupervised deep feature learning (SDFL) method with feature consistency (SDFL-FC) for HSI classification. First, with CNN feature extractor, we extract spectral–spatial features from a 3-D patch, which can exploit local spatial structures and spectral correlations. The final layer feature of CNN is transmitted to the fully connected layers (FCLs), which models the feature consistency. Moreover, two constraints that enforce the FCS and FCG are introduced to obtain the representative and discriminative features. The FCS is achieved by GAN regularization, which can reconstruct the original data from extracted features. It drives the extracted features to minimize the differences between the reconstructed data and the original data. The FCG is based on the assumption that the features of group pixels should have similar characteristics within a superpixel. To encode the features more accurately, each FCL is further constrained by the FCG to verify the similarity of features within a superpixel. The final FCL outputs the class labels and the cross-entropy (CE) loss is calculated with the labeled samples, while the FCS and FCG are calculated with all the training samples (both labeled and unlabeled). Then, SDFL-FC integrates the FCS, FCG, and CE loss into a unified objective function and uses a customized iterative optimization algorithm to optimize it. The results tested on three HSI data sets can validate that SDFL-FC outperforms the related state-of-the-art HSI classification methods. An overview of SDFL-FC for HSI classification is shown in Fig. 1.

The main contributions of this article are as follows.

1) SDFL-FC is developed to enforce the feature consistencies, which includes FCS and FCG designs. The FCS reconstructs the original data to minimize the differences between the reconstructed data and original data, whereas the FCG enforces the extracted features of group pixels to have similar characteristics within a superpixel.

2) SDFL-FC integrates the FCS, FCG, and CE loss into a unified objective function, which formulates an efficient end-to-end training framework. With the limited labeled samples, the features extracted from SDFL-FC can be ensured to be representative and discriminative.

3) SDFL-FC is optimized through a customized iterative algorithm. The results tested on three HSI data sets show that SDFL-FC outperforms the related state-of-the-art HSI classification methods.

For clarity, we illustrate important notations and definitions in Table I.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>Data matrix, $X \in \mathbb{R}^{W \times H \times D \times N}$</td>
</tr>
<tr>
<td>$C^{(l_j)}$</td>
<td>The features of $l_j$ layer of CNN, $1 \leq l_j \leq L_1$</td>
</tr>
<tr>
<td>$F^{(l_2)}$</td>
<td>The features of $l_2$ layer of FCLs, $1 \leq l_2 \leq L_2$</td>
</tr>
<tr>
<td>$u^{(l_2)}$</td>
<td>The average vector of features of pixel $i$ in $l_2$ layer</td>
</tr>
<tr>
<td>$h^{(m_1)}_G$</td>
<td>The output of $m_1$ layer of $G$, $1 \leq m_1 \leq M_1$</td>
</tr>
<tr>
<td>$h^{(m_2)}_D$</td>
<td>The output of $m_2$ layer of $D$, $1 \leq m_2 \leq M_2$</td>
</tr>
<tr>
<td>$W^{(l_1)}_G$, $b^{(l_1)}_G$</td>
<td>The weights and bias of $G$, respectively</td>
</tr>
<tr>
<td>$W^{(l_1)}_D$, $b^{(l_1)}_D$</td>
<td>The weights and bias of FCLs, respectively</td>
</tr>
<tr>
<td>$W^{(m_1)}_G$, $W^{(m_1)}_D$</td>
<td>The weights and bias of $G$</td>
</tr>
<tr>
<td>$W^{(m_2)}_G$, $W^{(m_2)}_D$</td>
<td>The weights and bias of $D$</td>
</tr>
<tr>
<td>$K$</td>
<td>The number of the superpixels</td>
</tr>
<tr>
<td>$m$</td>
<td>The number of pixels within a superpixel</td>
</tr>
<tr>
<td>$\psi$, $\varphi$</td>
<td>The activation functions</td>
</tr>
<tr>
<td>$\lambda_1$, $\lambda_2$</td>
<td>Balance the corresponding terms</td>
</tr>
<tr>
<td>$d$</td>
<td>The number of bands</td>
</tr>
<tr>
<td>$n$</td>
<td>The number of samples</td>
</tr>
</tbody>
</table>

II. RELATED WORK

In this section, we introduce the related works about GAN and superpixel-based HSI classification.

A. GAN

GAN is a deep neural network proposed by Goodfellow et al. [34], which consists of two game participants: a generator $G$ and a discriminator $D$. The applications of GAN have appeared in the fields of computer vision. One of the focuses of the studies on GAN is the ability to generate image samples that have the same distribution with the real samples. The SRGAN [35] was proposed for image super-resolution, which can recover the photorealistic textures from heavily downsampled images. The CycleGAN [36] introduced a cycle consistency loss to transform the images from the source domain to the target domain without matching pairs of images, which makes the data preparation much simpler. Another research direction is related to image analysis. An auxiliary classifier GAN [37] can be used in image classifications, whose discriminator $D$ was modified to output the class labels for the training data. The weighted GAN [38] was proposed to transfer the clustering information of images to construct the hashing code for fast image retrieval.

With their success in computer vision, GAN quickly drew research interest in remote sensing domains. The GAN was combined with deep metric learning in [39] to regularize the high-level features extracted from the pretrained CNN.
for high spatial resolution remote sensing images retrieval. Zhang et al. [40] optimized the objective function of the Wasserstein GAN to learn the features for HSI classification, where its discriminator consisted of convolutional layers is used to extract spatial–spectral features. In [32], a 1-D GAN was proposed to construct a semisupervised DLM for HSI classification, where its discriminator is also a spectral classifier to classify HSIs with labeled samples. When applied GAN to the HSI classification, attention is often paid to its discriminant function as a classifier or feature extractor. However, limited attention has been paid to its generator, which can reconstruct the original data to minimize the loss between the reconstructed data and the original data. In [41] and our SDFL-FC, the GAN generator’s function is considered. In [41], the generator has two tasks: the reconstruction task and the classification task. Using an encoder and a decoder, the input HSI cube, which is also the input of the generator, is reconstructed. In our proposed SDFL-FC, the generator’s function is explored when using GAN to achieve the FCS. The generator accepts the extracted features as inputs and reconstructs the corresponding HSI spectrum to ensure the feature consistency of single pixel. Moreover, the qualities of the extracted features can be evaluated.

B. Superpixel-Based HSI Classification

A superpixel in HSI collects spatially proximal and spectrally similar pixels that can preserve the object boundaries and describe the local structural information [42]. Superpixel can be segmented by using the graph-based algorithms, such as entropy rate (ER) superpixel segmentation [43] and normalized cuts [44], and the gradient-descent-based algorithms, such as mean shift [45], TurboPixels [46], and SLIC [47]. Superpixel-based classification methods have been successfully used for HSI classification. Fang et al. [48] employed the ER segmentation algorithm to obtain superpixel, and pixels within a superpixel were represented via the joint sparse regularization. In [49], a superpixel-level sparse representation classification framework with multitask learning was developed, which exploited the class-level sparsity before multiple-feature fusion and the correlation and distinctiveness of pixels in a local spatial region. Zhang et al. [50] proposed the multiscale superpixel-based sparse representation algorithm to obtain different structure information. Jiang et al. [51] used the superpixel-wise PCA to extract the intrinsic low-dimensional features. In [52], the multiscale superpixel features were captured, while the correlation among different scales was considered via the recurrent neural networks. Jia et al. [53] proposed the collaborative representation-based multiscale superpixel fusion method, where multiscale superpixels were generated from the extended multiatribute profiles to regularize the classification map. From a general perspective, existing works for superpixel-based HSI classification mostly employ the ER segmentation algorithm to get homogeneous nonoverlapping superpixels and then obtain the classification results based on the superpixel map. Building on the above studies, we first use the ER method to segment HSI and then propose a simple yet effective approach to regularize the FCG, which enforces the features within a superpixel to have similar characteristics.

III. PROPOSED APPROACH

In this section, a novel semisupervised method SDFL-FC is presented. First, we introduce the motivation of this article in Section III-A. Second, we introduce the CNN feature extractor in Section III-B. Third, the FCLs are described in Section III-C. Next, three loss functions are formulated in Section III-E, and the objective function of SDFL-FC is described in Section III-E. Moreover, we give the optimization of SDFL-FC in Section III-F and the implementation in Section III-G.

A. Motivation

Previous works have proved that supervised DLMs have great potentials for HSI classification with a certain number of labeled samples. However, data instances may not be sufficient. Semisupervised or unsupervised DLMs can extract features from an amount of unlabeled data. In this article, we propose the SDFL-FC method to alleviate the dependence on large amounts of labeled samples. In the SDFL-FC, the CNN feature extractor is adopted to extract spectral–spatial features. However, for the semisupervised or unsupervised DLMs, the quality of image features cannot be well ensured. Thus, in our proposed SDFL-FC, the final feature of CNN is transmitted to the FCLs, which models the feature consistency to ensure the quality of features. Feature consistencies include not only FCS but also FCG. The FCS reconstructs the original data to minimize the differences between the reconstructed data and the original data, whereas the FCG enforces the extracted features of group pixels to have similar characteristics within a superpixel. Moreover, the CE loss is introduced to enhance the feature learning. SDFL-FC integrates the FCS, FCG, and CE loss into a unified objective function, which formulates an efficient end-to-end trained framework. The framework of SDFL-FC is optimized with a customized iterative algorithm.

B. CNN Feature Extractor

Using the DLMs, spectral–spatial features are introduced to describe the high-dimensional HSI data. In this section, we describe the CNN feature extractor for extracting spectral-spatial features. The stride convolutional layers are employed to exploit local spatial structures and spectral correlations of the input 3-D patch. Then, the features extracted by CNN are flattened into a 1-D vector.

Given an HSI data set \( X = (X_1, X_2, \ldots, X_n) \), \( X_i \in \mathbb{R}^{w \times w \times d} \) where \( w \times w \) represents the height and width of input, \( d \) is the number of HSI bands, and \( n \) is all samples of an HSI. The input 3-D patch is fed into stride convolutional layers, which can explore the useful information in the input 3-D patch

\[
C^{(l_i)} = \psi(W^{(l_i)} \otimes C^{(l_{i-1})} + b^{(l_i)}), \quad 1 \leq l_i \leq L_i
\]

where \( \psi \) is ReLU activation function and \( \otimes \) is the convolution operation. \( C^{(l_i)}(1 \leq l_i \leq L_i) \) is the feature of \( l_i \) layer. \( W^{(l_i)} \) and \( b^{(l_i)} \) are the weights and bias of \( l_i \) layer, respectively.
The output of the CNN feature extractor $C^{(L_1)}$ is flattened into a 1-D vector and then fed to the FCLs.

C. Fully Connected Layer

Since the spectral–spatial features have been obtained, we further construct the FCLs. The FCLs can capture the diverse information from the spectral–spatial features and reduce the dimension. We feed the feature $C^{(L_1)}$ into FCLs, which can be described as

$$f^{(l)} = \psi(W^{(l)} \cdot f^{(l-1)} + b^{(l)}), \quad 1 \leq l \leq L_2$$  

(2)

where $\cdot$ is the fully connected operation and $f^{(l)}(1 \leq l \leq L_2)$ is the feature of the $l$-th layer. For the first layer feature of the FCL, we assume $f^{(l-1)} = f^{(0)}$, which is equivalent to the input of FCL $C^{(L_1)}$. $W^{(l)}$ and $b^{(l)}$ are the weights and bias of $l$-th layer, respectively.

The features extracted from each FCL are segmented into $K$ nonoverlapping homogeneous regions via the ER method [43]. Each superpixel in HSI corresponds to a group of similar pixels. The spatially proximal and spectrally similar pixels are clustered via the superpixel segmentation methods in an unsupervised way. Superpixel can reflect the homogeneous regularity of features from the different classes should not be mixed. To achieve this, the superpixel is constructed based on the assumption that features within a superpixel are required to have similar characteristics and the features from the same category should have similar characteristics and the features from the different classes should not be mixed. The superpixel is constructed based on the assumption that features within a superpixel are required to have similar characteristics and the features from the same category should have similar characteristics. Each FCL is constructed by FCG, which can provide useful feedback information and alleviate the “salt-and-pepper” problem. The objective function of FCG for each superpixel is expressed as

$$\Theta_{\text{FCG}} = \frac{1}{L_2} \sum_{l=1}^{L_2} \left[ \eta_l \sum_{i=1}^{n} \| f^{(l)}(i) - u^{(l)}(i) \|_2^2 \right]$$  

(4)

where $\eta_l$ is a constant.

Since the features learned by FCLs are changeable during the iteration, the superpixels are segmented using the features learned from the previous iteration. The average vector of features within a superpixel is changing during iterations, which becomes more accurate with a number of iterations increasing.

D. Output Layer

The output layer computes three kinds of constraints: FCS, FCG, and CE loss. The constraints of FCS and FCG regularize the features with all the training data (both labeled and unlabeled), whereas the CE loss optimizes the features with the labeled data.

1) FCS: The FCS drives the extracted features to minimize the differences between the reconstructed data and the original data, where the reconstructed data are generated by the GAN from the extracted features. With the GAN regularization, the FCS is well preserved, which can ensure the quality of the extracted features. GAN consists of the generator and the discriminator. After the spectral–spatial features of HSI have been obtained, the features are embedded into the generator to reconstruct the corresponding HSI spectrum. Moreover, the reconstructed data and original data are fed into the discriminator, which can evaluate the quality of the reconstructed data. With the optimization of the GAN, the reconstructed data are more similar to the real data, and the features used to generate the reconstructed data are more representative and discriminative. The generator $G$ maps the features $f^{(l)}$ into fake pixels, which is represented by $G(f^{(l)})$. The output $h_G^{(m)}$ of $m_1 (1 \leq m_1 \leq M_1)$ layer can be computed as follows:

$$h_G^{(m)} = \varphi \left( W^{(m)}_G \cdot h_G^{(m-1)} + b^{(m)}_G \right), \quad 1 \leq m_1 \leq M_1$$  

(5)

where $\varphi$ is the leaky ReLU activation function with the leaky rate 0.2. $W^{(m)}_G$ and $b^{(m)}_G$ are the weights and bias of $G$.

The discriminator $D$ accepts both real data and fake data as inputs and classifies the input data into real or fake with a binary classifier. Let $D(X)$ be the probability over real data and $D(h_G^{(M_1)})$ be the probability over fake data. The output $h_D^{(m)}$ of $m_2 (1 \leq m_2 \leq M_2)$ layer is described as follows:

$$h_D^{(m)} = \varphi \left( W^{(m)}_D \cdot h_D^{(m-1)} + b^{(m)}_D \right), \quad 1 \leq m_2 \leq M_2$$  

(6)

where $W^{(m)}_D$ and $b^{(m)}_D$ are the weights and bias of $D$, respectively.

The objective function of GAN is to train with the minimax problem. Since the GAN is not easy to stabilize, we apply the Wasserstein GAN (WGAN) [54] in the GAN setup, whose loss function does not take log transformation

$$\Theta_{\text{GCS}} = \min \max_D \Theta_{\text{FCG}} = \mathbb{E}_{X \sim p(X)}[D(X)] - \mathbb{E}_{\tilde{h}_G^{(m)} \sim p(\tilde{h}^{(m)})} \left[ D(h_G^{(M_1)}) \right]$$  

(7)

where $\mathbb{E}$ represents the expectation operator, $p(X)$ represents the data generating distribution, and $\rho(\tilde{h}_G^{(M_1)})$ represents the generative distribution.

2) FCG: FCG is introduced based on the assumption that the features from the same category should have similar characteristics and the features from the different classes should not be mixed. To achieve this, the superpixel is considered. Superpixel can reflect the homogeneous regularity of objects, which can exploit the contextual information among pixels. The spatially proximal and spectrally similar pixels are clustered via the superpixel segmentation methods in an unsupervised way. In order to offer feedback information about the features of group pixels, the FCG enforces the features of group pixels to have similar characteristics within a superpixel. With the optimization of the network, the FCG is well preserved, which can further ensure the quality of the extracted features. As described in Section III-B, the features and average vector of features within a superpixel have been obtained, and we construct the FCG in each FCL. The final layer feature of FCL $f^{(L_2)}$ is also constructed by FCG. The objective function of FCG is described in (4).
3) **CE Loss**: To boost the classification performance, the softmax layer [55] is wired to the output of FCLs. There are \( s \) labeled HSI samples \((X_1, y_1), (X_2, y_2), \ldots, (X_s, y_s)\), and \( q \) unlabeled images, in which \( y_1, y_2, \ldots, y_q \) are labels and \( n = s + q \). The softmax layer transmits the features \( \mathbf{f}^{(L_2)} \) extracted from the last FCL into their corresponding class label, which can be defined as follows:

\[
P(y = j|\mathbf{f}^{(L_2)}) = \frac{\exp(W^{(L_3,j)} \cdot \mathbf{f}^{(L_2)} + b^{(L_3,j)})}{\sum_{c=1}^{C} \exp(W^{(L_3,c)} \cdot \mathbf{f}^{(L_2)} + b^{(L_3,c)})}
\]

(8)

where \( C \) is the number of HSI categories and \( \hat{y} \) is the predicted class label possibility. \( W^{(L_3)} \) and \( b^{(L_3)} \) are the weights and bias of the softmax layer. \( L_3 = L_1 + L_2 + 1 \).

The CE loss is defined as

\[
\Theta_{CE} = -\frac{1}{s} \sum_{i=1}^{s} \sum_{j=1}^{C} l(j) \log(p(\hat{y}_i = j|\mathbf{f}^{(L_2)}))
\]

(9)

where the value of \( l(j) \) is 1 when \( j \) equals the desired label \( y_i \) of pixel \( i \) \((1 \leq i \leq s)\); otherwise, the value is 0.

**E. SDFL-FC Loss**

Considering the constraints of (4), (7) and (9), we formulate the joint objective function of SDFL-FC as follows:

\[
\Theta = \Theta_{FCS} + \lambda_1 \Theta_{FCG} + \lambda_2 \Theta_{CE} \\
= E_{X \sim \mathcal{P}(X)}[\mathcal{L}(X)] - E_{b^{(m_1)} \sim \mathcal{P}(b^{(m_1)})}[D(\mathbf{h}^{(m_1)}_G)] \\
+ \lambda_1 \left[ \sum_{j=1}^{L_2} \frac{n}{\theta} \left\| \mathbf{f}^{(L_3)}_j - \mathbf{u}^{(L_3)}_j \right\|^2 \right] \\
+ \lambda_2 \left[ -\frac{1}{s} \sum_{i=1}^{s} \sum_{j=1}^{C} l(i) \log(p(\hat{y}_i = j|\mathbf{f}^{(L_2)})) \right]
\]

(10)

where \( \lambda_1 \) and \( \lambda_2 \) are used to balance the importance of the corresponding terms.

**F. Optimization of SDFL-FC**

A customized iterative algorithm for SDFL-FC is summarized in algorithm 1. We iteratively minimize the objective function. The FCS is optimized alternately with the FCG and CE loss, whereas FCG and CE loss are optimized simultaneously. Moreover, we adopt the Adam stochastic gradient descent policy and the backpropagation learning framework.

1) **Optimization for FCS**: The optimization for FCS has two steps. First, fixing the parameters of \( G \), the parameters of \( D \) are updated. Second, fixing the parameters of \( D \), the parameters of \( G \) are updated.

a) **Fixing G and updating D**: We calculate the derivative of (10) with respect to \( W_D^{(m_2)} \) and \( b_D^{(m_2)} \) and would perform the update on each iteration

\[
W_D^{(m_2)} = W_D^{(m_2)} - \alpha_1 \frac{\partial \Theta}{\partial W_D^{(m_2)}}, \quad b_D^{(m_2)} = b_D^{(m_2)} - \alpha_1 \frac{\partial \Theta}{\partial b_D^{(m_2)}}
\]

(11)

where \( \alpha_1 \) is the learning rate of \( D \).

b) **Fixing D and updating G**: We calculate the derivative of (10) with respect to \( W_G^{(m_1)} \) and \( b_G^{(m_1)} \) and would perform the update on each iteration

\[
W_G^{(m_1)} = W_G^{(m_1)} - \alpha_2 \frac{\partial \Theta}{\partial W_G^{(m_1)}}, \quad b_G^{(m_1)} = b_G^{(m_1)} - \alpha_2 \frac{\partial \Theta}{\partial b_G^{(m_1)}}
\]

(12)

where \( \alpha_2 \) is the learning rate of \( G \).

2) **Optimization for FCG and CE Loss**: The parameters \( W^{(l_1)}, b^{(l_1)}, W^{(l_2)}, b^{(l_2)}, W^{(l_3)}, b^{(l_3)} \) \((1 \leq l_1 \leq L_1, 1 \leq l_2 \leq L_2)\) are updated by employing gradient descent method, and we would perform the update on each iteration

\[
W^{(l_1)} = W^{(l_1)} - \alpha_3 \frac{\partial \Theta}{\partial W^{(l_1)}}, \quad b^{(l_1)} = b^{(l_1)} - \alpha_3 \frac{\partial \Theta}{\partial b^{(l_1)}}
\]

\[
W^{(l_2)} = W^{(l_2)} - \alpha_3 \frac{\partial \Theta}{\partial W^{(l_2)}}, \quad b^{(l_2)} = b^{(l_2)} - \alpha_3 \frac{\partial \Theta}{\partial b^{(l_2)}}
\]

\[
W^{(l_3)} = W^{(l_3)} - \alpha_3 \frac{\partial \Theta}{\partial W^{(l_3)}}, \quad b^{(l_3)} = b^{(l_3)} - \alpha_3 \frac{\partial \Theta}{\partial b^{(l_3)}}
\]

(13)

where \( \alpha_3 \) is the learning rate of FCG and CE.

**G. Implementation**

The architecture of the SDFL-FC is implemented using the PyTorch framework with an RTX 2080ti GPU. For learning the network, the Adam stochastic gradient descent policy with a batch size of 256 samples is used. The iteration number and the learning rate are set to 10 K and 1e−4, respectively. We crop each pixel and its surrounding 5 × 5 neighboring pixels as the input of the network. We also augment the samples by replacing the center pixel of 5 × 5 with its corresponding generated pixel, while the other pixels within 5 × 5 keep unchanged.

**IV. EXPERIMENTS**

In this section, we evaluate the performance of the proposed method for HSI classifications. First, we briefly describe the
used HSI data set. Then, we compare the classification results of the proposed method with those of related approaches.

A. Experimental Setup

The performance of the classification results is evaluated on three widely used HSI data sets: the Indian Pines data set, the University of Pavia data set (PaviaU), and the Houston data set (2018).

1) Indian Pines Data Set: The Indian Pines is a mixed vegetation site over the Indian Pines test area that is acquired by the AVIRIS in 1992. It consists of $145 \times 145$ pixels and 220 spectral bands ranging from 0.4 to 2.5 $\mu$m with a spatial resolution of 20 m. The 200 bands are preserved after removing 20 spectral bands (104–108, 150–163, and 220) due to the noise and water absorption. The data set has 16 classes and 10,249 labeled pixels.

2) PaviaU Data Set: The PaviaU data set is collected by the ROSIS sensor over the city of Pavia, Italy. The data set is composed of $610 \times 340$ pixels and 115 bands ranging from 0.43 to 0.86 $\mu$m with a high spatial resolution of 1.3 m. After removing 12 water absorption and noise bands, 103 bands are used in our experiment. The data set has nine classes and 42,776 labeled pixels.

3) Houston Data Set (2018): The Houston data set is collected by the Image Analysis and Data Fusion Technical Committee. The data set is composed of $610 \times 2384$ pixels and 48 bands with a spatial resolution of approximately 1.0 m. The data set has 20 classes and 504,172 labeled pixels.

For a fire comparison, we randomly select 5% per class as training samples (all labeled samples and unlabeled samples) for the PaviaU and Houston data sets and 10% for the Indian pins data set. The rest of the samples are used for testing. We further select 1% per class for the PaviaU and Houston data sets and 5% for the Indian pines data set as the labeled data. The labeled samples are chosen from the training samples. The detailed information with the classes and the numbers of the training and test samples of the three data sets are listed in Tables II–IV.

B. Alternative Approaches

We adopted the following approaches to compare with our proposed SDFL-FC in terms of HSI classification accuracy.

1) SVM With Radial Basis Function (SVM-RBF): SVM-RBF is a classical supervised classification method. The same amount of training data are randomly selected to compare with other semisupervised methods.

2) Active Labeling Method for Deep Learning (ALDL) [56]: ALDL is a semisupervised active learning method, which is proposed for cost-effective selection of data to be labeled. ALDL provides three metrics for data selection, and we choose the entropy sampling.

3) PCA + CE (PCA + CE) [5]: The PCA was first applied to map the high-dimensionality data of HSI into a low-dimensionality domain. Then,
we extracted the neighborhood region of the pixel in the low-dimensionality domain and fed into a two-layer CNN. The spectral–spatial features are classified using the CE loss with the labeled data.

4) Wasserstein GAN + CE (WGAN + CE) [54]: WGAN extracts the spectral–spatial features of training samples using the adversarial loss. The CE loss is trained with labeled data simultaneously to correctly assign labels for the features.

5) Convolutional AE + Local and Global Consistency (CAE + LCG) [57], [58]: CAE extracts the spectral–spatial features using the reconstruction loss, whereas the semisupervised LCG method maps out-of-sample data.

6) Semisupervised CNN (SSCNN) [59]: The SSCNN is a semisupervised network that can automatically learn spectral–spatial features from HSIs. The skip connection parameters are added between the encoder layer and the decoder layer. SSCNN is trained with minimizing the sum of supervised and unsupervised cost functions.

7) SESEMI [60]: The SESEMI introduces a self-supervised loss term to enhance the semisupervised image classification. The supervised CE loss is computed using the ground-truth labels and self-supervised CE loss is computed using the proxy labels. The SESEMI is learned by minimizing the weighted sum of supervised and self-supervised loss components.

In the LN, PCA + CE, WGAN + CE, CAE + LCG, SSCNN, SESEMI, and our SDFL-FC, the number of the feature dimensions in each layer is selected from {32, 64, 128, 256, 512}. The number of batch size is selected from {16, 32, 64, 128, 256, 512}, whereas the learning rate is selected from {0.00001, 0.00005, 0.0002, 0.002, 0.02}. For the Indian pines and PaviaU data set, the value of $L_1$ is 3.
TABLE VII
CLASSIFICATION RESULTS (%) WITH 5% TRAINING SAMPLES FOR THE HOUSTON DATA SET

<table>
<thead>
<tr>
<th>Class</th>
<th>SVM-RBF</th>
<th>ALDL</th>
<th>PCA+CE</th>
<th>WGAN+CE</th>
<th>CAE+LGC</th>
<th>SSCNN</th>
<th>SESEMI</th>
<th>SDFL-FC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy Grass</td>
<td>93.74</td>
<td>89.39</td>
<td>88.21</td>
<td>85.55</td>
<td>93.62</td>
<td>89.66</td>
<td>37.62</td>
<td>93.37</td>
</tr>
<tr>
<td>Stressed Grass</td>
<td>95.02</td>
<td>93.10</td>
<td>93.99</td>
<td>93.85</td>
<td>90.73</td>
<td>91.67</td>
<td>95.77</td>
<td>95.26</td>
</tr>
<tr>
<td>Artificial Turf</td>
<td>100.00</td>
<td>89.14</td>
<td>99.36</td>
<td>95.13</td>
<td>97.49</td>
<td>99.10</td>
<td>0.00</td>
<td>99.56</td>
</tr>
<tr>
<td>Evergreen Trees</td>
<td>93.55</td>
<td>92.96</td>
<td>96.03</td>
<td>93.53</td>
<td>94.86</td>
<td>94.69</td>
<td>82.69</td>
<td>97.44</td>
</tr>
<tr>
<td>Deciduous Trees</td>
<td>55.06</td>
<td>62.71</td>
<td>70.10</td>
<td>64.86</td>
<td>63.46</td>
<td>67.69</td>
<td>34.34</td>
<td>77.05</td>
</tr>
<tr>
<td>Bare Earth</td>
<td>79.24</td>
<td>80.12</td>
<td>92.76</td>
<td>85.08</td>
<td>83.47</td>
<td>92.88</td>
<td>76.13</td>
<td>98.39</td>
</tr>
<tr>
<td>Water</td>
<td>71.90</td>
<td>68.20</td>
<td>82.76</td>
<td>84.79</td>
<td>84.03</td>
<td>82.79</td>
<td>65.98</td>
<td>92.02</td>
</tr>
<tr>
<td>Residential Buildings</td>
<td>75.67</td>
<td>75.40</td>
<td>79.61</td>
<td>75.16</td>
<td>71.86</td>
<td>80.09</td>
<td>80.81</td>
<td>88.15</td>
</tr>
<tr>
<td>Non-residential Buildings</td>
<td>93.29</td>
<td>93.66</td>
<td>95.60</td>
<td>93.73</td>
<td>94.42</td>
<td>94.26</td>
<td>88.87</td>
<td>97.12</td>
</tr>
<tr>
<td>Roads</td>
<td>53.60</td>
<td>63.08</td>
<td>66.07</td>
<td>59.28</td>
<td>62.91</td>
<td>62.01</td>
<td>59.16</td>
<td>71.06</td>
</tr>
<tr>
<td>Sidewalks</td>
<td>40.30</td>
<td>56.62</td>
<td>61.40</td>
<td>56.08</td>
<td>57.18</td>
<td>56.31</td>
<td>29.57</td>
<td>68.24</td>
</tr>
<tr>
<td>Crosswalks</td>
<td>0.00</td>
<td>11.56</td>
<td>5.34</td>
<td>7.13</td>
<td>3.6</td>
<td>1.01</td>
<td>0.00</td>
<td>13.47</td>
</tr>
<tr>
<td>Major Thoroughfares</td>
<td>55.15</td>
<td>71.91</td>
<td>65.52</td>
<td>67.13</td>
<td>67.24</td>
<td>60.51</td>
<td>50.95</td>
<td>78.52</td>
</tr>
<tr>
<td>Highways</td>
<td>60.82</td>
<td>74.84</td>
<td>82.61</td>
<td>82.22</td>
<td>77.27</td>
<td>74.33</td>
<td>40.93</td>
<td>88.86</td>
</tr>
<tr>
<td>Railways</td>
<td>85.57</td>
<td>92.51</td>
<td>96.99</td>
<td>94.98</td>
<td>96.53</td>
<td>94.72</td>
<td>66.36</td>
<td>99.30</td>
</tr>
<tr>
<td>Paved Parking Lots</td>
<td>63.92</td>
<td>78.75</td>
<td>85.30</td>
<td>75.71</td>
<td>80.59</td>
<td>83.32</td>
<td>9.31</td>
<td>91.84</td>
</tr>
<tr>
<td>Unpaved Parking Lots</td>
<td>0.00</td>
<td>85.90</td>
<td>28.68</td>
<td>26.53</td>
<td>74.15</td>
<td>22.09</td>
<td>0.00</td>
<td>97.28</td>
</tr>
<tr>
<td>Cars</td>
<td>1.23</td>
<td>44.26</td>
<td>63.04</td>
<td>38.81</td>
<td>52.1</td>
<td>56.28</td>
<td>0.52</td>
<td>76.27</td>
</tr>
<tr>
<td>Trains</td>
<td>38.93</td>
<td>86.47</td>
<td>85.83</td>
<td>81.28</td>
<td>80.14</td>
<td>81.50</td>
<td>31.94</td>
<td>91.00</td>
</tr>
<tr>
<td>Stadium Seats</td>
<td>70.96</td>
<td>84.56</td>
<td>92.31</td>
<td>85.14</td>
<td>87.51</td>
<td>86.83</td>
<td>62.16</td>
<td>96.21</td>
</tr>
</tbody>
</table>

OA = 77.05 ± 0.16 82.55 ± 0.18 84.74 ± 0.11 81.77 ± 0.81 82.43 ± 0.15 82.37 ± 0.16 71.08 ± 0.44 89.17 ± 0.08
AA = 61.40 ± 0.28 74.56 ± 1.04 76.58 ± 1.16 72.3 ± 1.16 75.66 ± 0.80 73.59 ± 1.44 45.65 ± 1.10 85.52 ± 0.26
Kappa = 0.696 ± 0.002 0.772 ± 0.003 0.801 ± 0.002 0.761 ± 0.012 0.769 ± 0.005 0.770 ± 0.002 0.616 ± 0.007 0.859 ± 0.001

The best results are highlighted in bold.

Fig. 2. Classification maps of the different methods with 10% training samples for the Indian Pines data set. (a) False color. (b) Ground truth. (c) SVM-RBF. (d) ALDL. (e) PCA + CE. (f) WGAN + CE. (g) CAE + LGC. (h) SSCNN. (i) SESEMI. (j) SDFL-FC.

and L₂ equals 2. For the Houston data set, the values of L₁ and L₂ are both 2. For the three data sets, the values of M₁ and M₂ are both 4. The number of nonoverlapping superpixel regions K is selected from {100, 300, 500, 700, 900, 1100}. The balancing parameters λ₁, λ₂, and η₂ are selected from {0.01, 0.1, 1, 10, 100}. Since the size of the Houston data set is too large, we first crop the Houston data set into 20 parts, and then, the 20 parts are segmented using the ER method. For the CE loss, we randomly select s training samples as the labeled data. For the Indian pines data set, the labeled data are set to 5%, 6%, 7%, 8%, 9%, and 10%. For the PaviaU and Houston data sets, the labeled data are set to 1%, 2%, 3%, 4%, and 5%. The remaining data are unlabeled.
Fig. 3. Classification maps of the different methods with 5% training samples for the PaviaU data set. (a) False color. (b) Ground truth. (c) SVM-RBF. (d) ALDL. (e) PCA + CE. (f) WGAN + CE. (g) CAE + LGC. (h) SSCNN. (i) SESEMI. (j) SDFL-FC.

### TABLE VIII
PERFORMANCE COMPARISON (OA%) WITH DIFFERENT PERCENTAGES TRAINING SAMPLES

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indian</td>
<td>CAE+LGC</td>
<td>83.32±0.49</td>
<td>84.30±0.73</td>
<td>85.31±0.87</td>
<td>86.21±0.54</td>
</tr>
<tr>
<td></td>
<td>SDFL-FC</td>
<td>95.78±0.19</td>
<td>96.92±0.23</td>
<td>97.72±0.19</td>
<td>98.49±0.08</td>
</tr>
<tr>
<td>PaviaU</td>
<td>CAE+LGC</td>
<td>92.38±0.35</td>
<td>93.18±0.69</td>
<td>93.85±0.16</td>
<td>94.21±0.07</td>
</tr>
<tr>
<td></td>
<td>SDFL-FC</td>
<td>97.13±0.20</td>
<td>97.97±0.07</td>
<td>98.45±0.07</td>
<td>98.70±0.06</td>
</tr>
<tr>
<td>Houston</td>
<td>CAE+LGC</td>
<td>82.43±0.15</td>
<td>83.43±0.15</td>
<td>84.19±0.10</td>
<td>85.25±0.08</td>
</tr>
<tr>
<td></td>
<td>SDFL-FC</td>
<td>89.17±0.08</td>
<td>89.93±0.07</td>
<td>90.91±0.03</td>
<td>91.53±0.13</td>
</tr>
</tbody>
</table>

The best results are highlighted in bold.

**C. Classification Results**

Three indicators, including overall accuracy (OA), average accuracy (AA), and Kappa coefficient, are used to compute and compare the HSI classification performances of the different methods. The training and testing samples are randomly taken 15 times, and the classification results are evaluated on testing data with reporting the average and standard deviation of three evaluation indicators. The classification results of the three data sets are shown in Tables V–VIII and Figs. 2–6.

We further have the following observations.

1) Compared with the related methods, the SDFL-FC can achieve the best classification performances using the testing HSI samples for the three data sets. The SDFL-FC has the best classification accuracies than those that are obtained by other methods. It demonstrates that SDFL-FC can extract more representative and discriminative features with the help of FCS and FCG.

2) From Figs. 2–4, the classification map obtained by the SDFL-FC is more compact than those obtained by other methods using the three data sets. The main reason is that FCS and FCG can provide useful feedback information for feature learning, which is useful and beneficial for HSI classification.

3) In Fig. 5, with the number of labeled samples increasing, the classification performances of all methods are improved. Moreover, the overall classification accuracies achieved by the SDFL-FC are higher than other methods with different numbers of the labeled samples. It further validates that SDFL-FC outperforms the compared methods. In the SDFL-FC, FCS, FCG, and CE loss are integrated to form a unified objective function. The FCS reconstructs the original data to minimize the differences between the reconstructed data and the original data, whereas the FCG enforces the features of group pixels to have similar characteristics within a superpixel. Therefore, the HSI classification results of SDFL-FC are much better than the results of other methods.
Fig. 4. Classification maps of the different methods with 5% training samples for the Houston data set. The regions are circled in red dotted line to show the differences. (a) False color. (b) Ground truth. (c) SVM-RBF. (d) ALDL. (e) PCA + CE. (f) WGAN + CE. (g) CAE + LGC. (h) SSCNN. (i) SESEMI. (j) SDFL-FC.

Fig. 5. Classification results of the semisupervised methods: ALDL, PCA + CE, WGAN + CE, CAE + LGC, SSCNN, SESEMI, and SDFL-FC with different percentages of labeled samples. (a) Indian Pines data set. (b) PaviaU data set. (c) Houston data set.

4) In Table VIII, we compare the OA performance of SDFL-FC with CAE + LGC to analyze the effects of training samples as the percentage of the training data set is changed: 5%, 10%, 15%, and 20%. With the number of training samples increases, the values of OA obtained by SDFL-FC increase. The SDFL-FC provides higher accuracy than CAE + LGC using different percentages of training samples.

5) In Fig. 6, we provide the classification maps on the whole image of SDFL-FC and SSCNN. It can be observed that both SDFL-FC and SSCNN can maintain the edge information in most cases, whereas other meth-
of the SSCNN and SDFL-FC for the three data sets. (a) and (b) Maps of SSCNN and SDFL-FC for the Indian pines data set, respectively. (c) and (d) Maps of SSCNN and SDFL-FC for the PaviaU data set, respectively. (e) and (f) Maps of SSCNN and SDFL-FC for the Houston data set, respectively.

ods have the limited performances of HSI classification. Overall, it is concluded that our proposed SDFL-FC is more effective than SSCNN.

D. Parameter Analysis

In our method, five parameters need to be tuned, including $\lambda_1$, $\lambda_2$, $\eta_1$, $\eta_2$, and $K$. We discuss the influences of these parameters on the classification results. The parameters $\lambda_1$ and $\lambda_2$ are related to the terms of FCG and CE terms, respectively. The parameters $\eta_1$ and $\eta_2$ represent the balancing constant corresponding to the FCG of the first FCL and second FCL, respectively. The parameter $K$ represents the number of superpixels in the superpixel segmentation. Fig. 7 shows the OA results of the tuned parameters. Every data set has its distinctive data structure. Thus, the parameters that achieve the best performances would be different for each data set. We acquire the initial values of parameters of $\lambda_1$, $\lambda_2$, $\eta_1$, and $\eta_2$ according to the magnitude among different parts. The best values of these parameters should refer to the classification results of the testing data.

For the Indian pines data set, the optimal parameters $\lambda_1$ and $\lambda_2$ are close to 0.01 and 0.01, respectively, which indicates that the FCG and CE regularizations are equally important. For the PaviaU data set, the best $\lambda_1$ and $\lambda_2$ are to be 0.1 and 10.0, respectively, which indicates that CE loss plays the more important role. For the Houston data set, the optimal parameters $\lambda_1$ and $\lambda_2$ are close to 1.0 and 0.01, respectively, which indicates that FCG regularization plays the more important role.

For the Indian pines data set, the optimal parameters $\eta_1$ and $\eta_2$ are close to 0.1 and 0.01, respectively. For the PaviaU data set, the best $\eta_1$ and $\eta_2$ are close to 0.01 and 0.01, respectively. The values of $\eta_1$ and $\eta_2$ are nearly the same, which proves that the influences of FCG of the first and second FCL are equally important for Indian pines and PaviaU data set, respectively. For the Houston data set, the best $\eta_1$ and $\eta_2$ are to be 10.0 and 0.01, which proves that the FCG of the first FCL is more important than that of the second FCL.

The best classification results for three data sets are achieved when the values of $K$ are close to 300, 900, and 1100 (for each segmented parts), respectively. The sizes of the three data sets are $145 \times 145$, $610 \times 340$, and $601 \times 2384$, respectively. For the PaviaU and Houston data sets, the image sizes are larger than the Indian pines data set, and the data structure is more complicated than the Indian pines data set. Therefore, the optimal $K$ tends to increase as the size of HSI increases and the data structure becomes complex.

E. Discussion

The HSI classification results using different components in (10) are discussed. The effectiveness of the input sizes is also discussed.

1) Independent Analysis of the Regularization Terms: To verify the contribution of FCS and FCG term in the objective function (10), we compare the independent term and the joint terms for HSI classification. Since the CE is adopted to classify with the labeled samples, the CE loss cannot be removed.
As follows, the objective function can be divided into two learning models.

a) Without FCS: It does not consider the FCS term and is defined with the following equations:

\[ \Theta_{\text{FCG}} + \lambda_2 \Theta_{\text{CE}} = \lambda_1 \left( \sum_{l_{ij} = 1}^{L_{ij}} \left( \eta_{ij} || f_{ij}^{(l)} - u_{ij}^{(L_{ij})} ||_2^2 \right) \right) + \lambda_2 \left[ -\frac{1}{s} \sum_{i = 1}^{s} \sum_{j = 1}^{C} I(j) \log(p(\hat{y}_i = j|f^{(L_{ij})})) \right]. \]

b) Without FCG: It does not consider the FCG term and is defined with the following equations:

\[ \Theta_{\text{FCS}} + \lambda_2 \Theta_{\text{CE}} = E_{X \sim p(X)}[D(X)] - E_{h_{G}^{(M_{i})} \sim p(h_{G}^{(M_{i})})}[D(h_{G}^{(M_{i})})] + \lambda_2 \left[ -\frac{1}{s} \sum_{i = 1}^{s} \sum_{j = 1}^{C} I(j) \log(p(\hat{y}_i = j|f^{(L_{ij})})) \right]. \]

From Table IX, we have the following observations. First, for the Indian pines and PaviaU data sets, the method without FCG performs better than the method without FCS. The reason is that FCS reconstructs the original data to minimize the loss between the reconstructed data and the original data. The reconstructed data as the augmented samples also enhance the classification performances. For the Houston data set, the method without FCS performs better than the method without FCG. For the Houston data set, the number of samples of different categories is not balanced. For example, for taking 1% labeled samples, the number of labeled samples for Unpaved Parking Lots is only 1, whereas the number of labeled samples for Nonresidential Buildings is 2237. The FCG can help the samples with a small number of tags get more clustering information because FCG enforces the features within a superpixel to have similar characteristics. Therefore, compared to the method without FCG, the method without FCS can achieve better classification results for the Houston data set. Second, both the FCS and FCG designs are considered in the SDFL-FC, so the SDFL-FC outperforms FCS and FCG designs.

2) Effectiveness of the Input Sizes: To evaluate the effectiveness of the input sizes in the proposed method, we compare the SDFL-FC with different input sizes, which consists of 1 × 1, 3 × 3, 5 × 5, and 7 × 7. In Table X, for the three data sets, the OAs of input patches 5 × 5 and 7 × 7 outperform that of input patches 1 × 1 and 3 × 3. The reason is that the networks with 1 × 1 and 3 × 3 input patches fail to exploit the spatial information effectively.

V. Conclusion

In this article, a novel semisupervised method called SDFL-FC is proposed to reduce the dependence of the labeled samples, in which the FCS, FCG, and CE loss are integrated into a unified objective function. The FCS is achieved by GAN regularization, which can reconstruct the original data from extracted features. It is achieved via minimizing the differences between the reconstructed data and the original data. The FCG is based on the assumption that that the features of group pixels should have similar characteristics within a superpixel, which is also embedded into each FCL. In this way, SDFL-FC can extract more representative and discriminative features in a semisupervised way to mitigate the need for large amount of labeled samples. The SDFL-FC is optimized using a customized iterative optimization algorithm. Experimental results on three HSI data sets demonstrate the effectiveness of the SDFL-FC. In the future, the SDFL-FC will be integrated into other deep learning frameworks, such as graph convolutional networks, to improve the performance of the HSI classification.
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