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ABSTRACT
Since its first introduction, it has always been a subject of research to find models for a meaningful approximation of the highly accurate but complex Boltzmann equation. In the kinetic Fokker–Planck (FP) approach, a FP operator in velocity space is employed to approximate the collision integral of the Boltzmann equation. Instead of directly solving the resulting FP equation, a Monte Carlo technique is used to model an associated random process. This approach leads to an efficient stochastic solution algorithm. In recent years, the FP ansatz has become increasingly popular. Nevertheless, the modeling of gas mixtures in the context of kinetic FP has so far only been addressed in a very few papers. This article introduces a kinetic FP model that is capable of describing gas mixtures with particles interacting according to the hard-sphere collision model. The model is constructed to reproduce Grad’s 13 moment equations on a Navier–Stokes level of accuracy for gas mixtures with an arbitrary number of constituents. A stochastic simulation algorithm is derived that ensures a correct evolution of the species diffusion velocities and the species temperatures for a homogeneous gas, regardless of the applied time step size. It is shown that the proposed model is capable of correctly predicting shear stresses, heat fluxes, and diffusion velocities for different test cases, employing a He–Ar mixture.
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I. INTRODUCTION
Many applications of aerodynamics, for example, the modeling of gas flows in vacuum systems or reentry flows, require the modeling of a wide range of rarefaction and nonequilibrium effects. The magnitude of non-equilibrium is often characterized by the Knudsen number $\text{Kn} = \frac{\lambda}{l}$, where $\lambda$ denotes the particle mean free path and $l$ is a characteristic length scale of the regarded problem. When the local Knudsen number is small, many particle collisions occur, which leads to the assumption that the distribution of the thermal particle velocities is near to a local Maxwellian. In this case, the gas flow can be modeled macroscopically by the well-known system of Navier–Stokes equations. On the other hand, a large local Knudsen number may lead to a non-equilibrium velocity distribution function. In such a case, the Navier–Stokes equations lose validity.

Gases in nature may be composed of several particle species. Hence, the modeling of gas mixtures is an essential task for the treatment of a number of aerodynamic problems such as reentry flows, expansion flows, or flows in vacuum facilities. In continuum theory, the treatment of mixtures is usually simplified by several assumptions, such as the postulation of an equalized temperature for all particle species. However, in strong non-equilibrium flows, these simplifications lose their validity.

In kinetic theory, a gas mixture can be described by a set of Boltzmann equations,

$$\frac{\partial f^{(\alpha)}}{\partial t} + v_k \frac{\partial f^{(\alpha)}}{\partial x_k} + \frac{F_k}{m_{\alpha}} \frac{\partial f^{(\alpha)}}{\partial v_k} = 2\pi \left( \int f^{(\alpha)} f^{(\beta)\prime} - f^{(\alpha)\prime} f^{(\beta)} \right) g^{(\alpha\beta)} b d\beta d\mathbf{v}^{\beta}. \tag{1}$$

The indices $\alpha$ and $\beta$ refer to the different particle species, $b$ denotes the impact parameter for a collision between $\alpha$ and $\beta$ particles, $m^{(\alpha)}$ means the particle mass, $g^{(\alpha\beta)} = \left| \mathbf{v}^{(\beta)} - \mathbf{v}^{(\alpha)} \right|$ is the relative particle velocity, $f^{(\alpha)}(\mathbf{x}, \mathbf{v}^{(\alpha)}, t)$ is the species particle distribution function before the collision, and $f^{(\alpha)\prime}(\mathbf{x}, \mathbf{v}^{(\alpha)}, t)$ denotes the species particle distribution function after a collision. Theoretically, Eq. (1) can be
used to accurately model gas mixtures at arbitrary Knudsen numbers, but due to the high dimensionality of \( f(\alpha)(x, v^{(\alpha)}, t) \) and the complexity of the collision integral, the direct solution becomes a computationally expensive task.

An alternative way to model non-equilibrium gas flows features the Direct Simulation Monte Carlo (DSMC) algorithm. In the DSMC method, the molecular particle motion is calculated directly by a stochastic simulation approach. DSMC is proven to be consistent with the solution of the Boltzmann equation for the monatomic case and has been validated for the diatomic case. Hence, in the last few decades, the algorithm has become a standard tool for modeling rarefied gas flows. An important requirement of accurate DSMC simulations is the proper resolution of molecular scales: The time step size shall be smaller than the local mean collision time, and the grid cell size shall be smaller than the mean free path. As a result, the computational effort for DSMC increases strongly as the Knudsen number decreases. This might become a challenge when modeling multiscale gas flows feature a wide range of different local Knudsen numbers.

To resolve this issue, a common practice is to couple DSMC with less accurate but more efficient flow solvers in regions where the resolution of DSMC is not required. One approach to such a hybridization is the coupling between the DSMC algorithm and Navier–Stokes solvers. However, combining DSMC and Navier–Stokes solvers becomes a challenging task because of the fluctuating boundary conditions for the Navier–Stokes solver, caused by the stochastic nature of the DSMC algorithm. Another approach features the coupling of DSMC with macroscopic particle methods, which calculates the motion of individual gas particles, but without modeling intermolecular collisions. A recent example for such a particle method is the kinetic Fokker–Planck model.

The fundamental approach of the kinetic Fokker–Planck model is the approximation of the Boltzmann equation by a Fokker–Planck equation in velocity space. Instead of obtaining the particle distribution function by solving the Fokker–Planck equation directly, the motion of the underlying particles is modeled by an associated random process. This leads to a particle handling similar to the DSMC algorithm, which allows for a simple coupling of both methods. Jenny et al. first introduced the linear model, which leads to an incorrect Prandtl number for monatomic gases in the continuum limit. To fix this issue, various authors developed extensions to the linear model. A popular extension is the cubic model by Gorji et al., which has been extended by methods to model gas mixtures, polyatomic species, dense gases, and efficient integration algorithms. Gorji and Jenny also suggested a scheme to efficiently couple the cubic Fokker–Planck model with the DSMC algorithm.

To the best of the authors’ knowledge, so far only one paper addresses the modeling of gas mixtures within the kinetic Fokker–Planck approach. In analogy to the modeling of a single species gas, Gorji and Jenny approximated the set of Boltzmann equations by a set of Fokker–Planck equations in velocity space. Assuming the Maxwell molecule model, a stochastic solution algorithm is derived that is consistent with time evolution of the first few moments of the Boltzmann equations. All derivations are performed for a binary gas mixture, and the model is tested for a simple Couette flow.

In this paper, we expand the ideas of Gorji and Jenny to construct a Fokker–Planck model for gas mixtures with particles interacting according to the hard-sphere collision model. The model is designed to reproduce Grad’s 13 moment equations on a Navier–Stokes level of accuracy for gas mixtures with an arbitrary number of constituents. A stochastic simulation algorithm is derived that ensures a correct evolution of the species diffusion velocities and the species temperatures for a homogeneous gas, regardless of the applied time step size. It is shown that the proposed model is capable of predicting the correct shear stresses, heat fluxes, and diffusion velocities for different test cases in a He–Ar mixture.

The structure of this paper is as follows: Sec. II gives a short introduction to the kinetic theory of gas mixtures and the mixture Fokker–Planck model of Gorji and Jenny. In addition, the DSMC algorithm is briefly outlined, since it is used to perform reference calculation for various test cases. In Sec. III, a Fokker–Planck model for hard sphere (HS) gas mixtures is derived. In Sec. IV, different test cases are investigated. Section V presents the conclusion.

II. METHODS

A. Kinetic theory of gas mixtures

In this section, a brief introduction to the kinetic theory of gas mixtures is given. For further information, the reader is referred to Refs. 5 and 24–26.

The microscopic state of each species is described by a particle distribution function \( f^{(\alpha)}(x, v^{(\alpha)}, t) \), describing the number of particles of species \( \alpha \) that can be found in a small volume \( dx \) around \( x \), with velocities in a small range \( dv^{(\alpha)} \) around \( v^{(\alpha)} \) at time \( t \). In the following, superscript indices in brackets refer to different particle species. The distribution functions are normalized to the total number of particles

\[
N^{(\alpha)} = \int \int f^{(\alpha)}(x, v^{(\alpha)}, t) dv^{(\alpha)} dx
\]

per species in the system. Here, \( V \) denotes the volume of the system. Macroscopic quantities can be calculated as moments of the distribution function. In general, a velocity moment with respect to the distribution function \( f^{(\alpha)} \) is defined by

\[
\{ g^{(\alpha)} \} = \int f^{(\alpha)}(x, v^{(\alpha)}, t) g(v^{(\alpha)}) dv^{(\alpha)}.
\]

The reader should note that moments (3) feature a spatial and time dependency that is suppressed for the sake of simplicity. As an example, the species flow velocities are given by

\[
u^{(\alpha)}(x, t) = \frac{1}{n^{(\alpha)}} \left\langle v^{(\alpha)} \right\rangle f^{(\alpha)},
\]

where \( n^{(\alpha)} = \left\langle 1, f^{(\alpha)} \right\rangle \) denotes the species number density. Thermal particle velocities are defined in terms of the species velocities

\[
c^{(\alpha)} = v^{(\alpha)} - u^{(\alpha)}.
\]

It is worthwhile to mention that some authors define thermal velocities,

\[
c^{(\alpha)} = v^{(\alpha)} - u.
\]
relative to the hydrodynamic velocity of the entire mixture as given by expression (10). However, if not explicitly mentioned, this definition is not further used in the work. Similar to the single species case, species specific temperatures

$$T^{(α)}(x, t) = \frac{m^{(α)}}{3k_B n^{(α)}} \left( c^{(α)} \right) \right| f^{(α)}$$

are defined. The species specific pressure tensors are given by

$$P_{ij}^{(α)}(x, t) = m^{(α)} \left( \epsilon_i^{(α)} \epsilon_j^{(α)} \right) f^{(α)}$$

and heat fluxes can be calculated as

$$q^{(α)}(x, t) = m^{(α)} \left( \epsilon_x^{(α)} \epsilon_y^{(α)} \right) f^{(α)}$$

Here, $m^{(α)}$ mean the mass of an α particle. Averages for the whole mixture are given by summation over species specific moments. An important example features the hydrodynamic flow velocity,

$$u(x, t) = \frac{1}{\rho} \sum_{α} (u^{(α)} f^{(α)})$$

where $\rho^{(α)} = m^{(α)}n^{(α)}$ denotes the species mass density and $\rho = \sum_α \rho^{(α)}$ the mixture mass density. When calculating the mixture temperature

$$\frac{3}{2} k_B n T(x, t) = \sum_α \left( \frac{3}{2} k_B n^{(α)} T^{(α)} + \frac{1}{2} \rho^{(α)} u^{(α)} - u^{(α)} \right)$$

additional terms describing the relative motion of species must be taken into account, where diffusion velocities are given by

$$u_d^{(α)} = u^{(α)} - u$$

The evolution of distribution functions is described by kinetic models, such as the set of Boltzmann equations (1). Of particular interest is the behavior of kinetic models in the continuum limit. This can be characterized by production terms

$$P_q^{(α)}(X) \equiv m^{(α)} \int S_q^{(α)} X dc^{(α)}$$

where $S_q^{(α)}$ refers to a collision operator. Obviously, production terms are directly related to a collision operator. Kinetic models that feature the same lower order production terms $P_q^{(α)}(c_i)$, $P_q^{(α)}(c_{ij})$, and $P_q^{(α)}(c_i c_j)$ show the same characteristics in the continuum limit. Hence, production terms are a powerful indicator for analyzing kinetic models in the limit of small Knudsen numbers.

B. DSMC

This section briefly summarizes the DSMC method that is applied to perform reference simulation for validating the proposed Fokker–Planck (FP) model. For further details on the method, the reader is referred to Ref. 6.

In the DSMC algorithm, the distribution function $f^{(α)}(r, v^{(α)}, t)$ is approximated by a set of computational particles, typically representing a large number of real atoms or molecules. The ratio between the number of real to simulated particles defines the scaling factor $F_N$.

Figure 1 schematically shows a procedure for a standard DSMC simulation. The particles are moved through the domain, and the particle velocities are updated by modeling molecular collisions in a separate step.

Particles are generated at simulation boundaries according to macroscopic inflow conditions. Neglecting external forces, the motion of the particles is described by a linear displacement based on the current particle velocities. To model the collision process, the domain is divided into grid cells and collisions are only performed between particles that are in the same cell. Macroscopic quantities are calculated by averaging over the attributes of the particles in a grid cell.

A crucial part of the algorithm is the modeling of particle collisions. DSMC collisions are modeled in a two-step process. Initially, collision partners are selected. Afterwards, a collision between the selected particle pair is carried out. In order to select collision partners, the "no time counter" (NTC) scheme is applied. This scheme selects randomly a number of particle pairs. Here, $N_p$ denotes the number of particles in the cell, $V_c$ denotes the cell volume, and $\Delta t$ denotes the time step size. The floor function ⌈⌉ and the random number $R \in [0, 1]$ are required to reach a statistical exact collision. The value $(σ_{ccoli})_{max}$ denotes the maximum of the collision probability $σ_{ccoli}$. It is species independent, saved separately for each grid cell and continuously updated during a simulation. The total cross section $σ_{coli}$ depends on the collision model and is discussed later in this section. $c_i$ refers to the relative particle velocity. Each particle pair is tested for a collision with probability

$$P_{coli} = \frac{σ_{coli}}{(σ_{coli})_{max}}$$

Once a particle pair has been selected for a collision, particle velocities are adjusted accordingly. For this, certain collision models can be employed. To be consistent with the FP model, this work applies the simple hard sphere (HS) model that describes particles as hard spheres. Hence, the intermolecular force is completely characterized.
by a distance \( d^{(αβ)} = (d^{(α)} + d^{(β)})/2 \), where \( d^{(α)} \) and \( d^{(β)} \) characterize the diameters of the collision partners. The total collision cross section

\[
\sigma_T = \frac{d^{(αβ)}^2}{4}
\]

is a constant, and the scattering angle is isotropic in the center of mass reference.

Various other collision models can also be used for describing more complex collision phenomena, for example, the variable hard sphere,\(^2\) the variable soft sphere,\(^3,4\) or the generalized hard sphere model.\(^5\) However, since they are not used in this work, they will not be discussed further.

Due to splitting of the particle motion and collisions, the cell size should be smaller than the smallest species local mean free path and the time step size shall be less than the smallest species mean collision time.

For a single species gas, it has been proven that the distribution function, which is represented by DSMC particles, is consistent with the solution of the Boltzmann equation.\(^6\) Although there is no such strict proof for multi-species flow, the similarity with the single species case suggests a similar relationship for gas mixtures. In this work, the DSMC algorithm is applied to generate reference solutions for test cases studied in Sec. IV.

### C. Cubic Fokker–Planck

This section outlines the cubic Fokker–Planck model for a two component gas mixture of Maxwell molecules, as derived by Gorji and Jenny.\(^7\) The components of the mixture are referred to by indices \( α \) and \( β \). For the sake of simplicity, but without loss of generality, all equations are given only for species \( α \). Equations for species \( β \) can be obtained by simply exchanging the indices \( α \) and \( β \).

Similar to monatomic Fokker–Planck models, the set of Boltzmann equations (1) is approximated by a set of Fokker–Planck equations

\[
\frac{∂f^{(α)}_i}{∂t} + v_i \frac{∂f^{(α)}_i}{∂x_i} + \frac{F^{(α)}_i}{m^{(α)}} \frac{∂f^{(α)}_i}{∂v_i} = -\frac{∂}{∂v_i} \left( A^{(α)}_{i,i}^{MAX} \right) + \frac{∂^2}{∂v_i∂v_j} \left( D_{i,j}^{(α)}^{MAX} \right)
\]

in velocity space. Here, \( S^{(α)}_{FP\text{MAX}} \) designates the Fokker–Planck operator and \( F^{(α)}_i \) denotes an external force. The drift coefficient \( A^{(α)}_{i,i}^{MAX} \) and diffusion coefficient \( D_{i,j}^{(α)}^{MAX} \) are chosen separately for each species. A cubic ansatz

\[
A^{(α)}_{i,i}^{MAX} = b^{(α)}_i + y^{(α)}_i v_i + y^{(α)}_i v_i (c^{(α)}_i c^{(α)}_j - c^{(α)}_j c^{(α)}_i f^{(α)}) + \Lambda^{(α)} \left( c^{(α)}_i c^{(α)}_j c^{(α)}_j - c^{(α)}_j c^{(α)}_i c^{(α)}_i f^{(α)} \right)
\]

in terms of thermal particle velocities is used for the drift coefficient. The constant \( \Lambda^{(α)} \) is chosen to ensure the stability of the model.\(^17\) The model parameters \( b^{(α)}_i, y^{(α)}_i, y^{(α)}_i \), and the diffusion coefficient \( D_{i,j}^{(α)}_{MAX} \) are chosen so that the Fokker–Planck operator \( S^{(α)}_{FP\text{MAX}} \) reproduces lower order Boltzmann production terms,

\[
p^{(α)}_{FP\text{MAX}}(X) = p^{(α)}_{Boltz}(X),
\]

\[X \in \left\{ \epsilon_{i}^{(α)}, \epsilon_{i}^{(α)}, \epsilon_{i}^{(α)} \epsilon_{i}^{(α)}, \epsilon_{i}^{(α)} \epsilon_{i}^{(α)} \right\}.
\]

The brackets \( \ldots \) refer to the deviatoric part of the tensor \( c^{(α)}_i c^{(α)}_j \). It is worth noting that the right side of expression (19) does not vanish for \( X = c^{(α)}_i \) and \( X = c^{(α)}_i c^{(α)}_j \) since energy and momentum can be transferred between species. The production terms on the right hand side of (19) are evaluated for binary Maxwell mixtures in Ref. 33. The parameters \( b^{(α)}_i \) and \( D_{i,j}^{(α)}_{MAX} \) are set so that the linear part of expression (18) satisfies (19) for \( X \in \left\{ \epsilon_{i}^{(α)}, \epsilon_{i}^{(α)} \epsilon_{i}^{(α)} \right\} \). The nine remaining model parameters \( y^{(α)}_i, y^{(α)}_i \) are determined as a solution of a system of nine linear equations that can be derived out of expression (19) for \( X \in \left\{ \epsilon_{i}^{(α)} \epsilon_{i}^{(α)}, \epsilon_{i}^{(α)} \epsilon_{i}^{(α)} \epsilon_{i}^{(α)} \right\} \).

Particle trajectories are calculated by integrating a species depended system of the stochastic equation of motions,

\[
dX = V_i^{(α)} dt,
\]

\[
dV^{(α)} = A^{(α)} dt + \sqrt{2D^{(α)}} dW^{(α)} + F^{(α)}.
\]

Here, \( X \) and \( V \) denote particle position and velocity, respectively, and \( dW^{(α)} \) denotes a Wiener process with zero expectation and \( \langle dW^{(α)} dW^{(α)} \rangle = \delta_{ij} \). In the limit of an infinite number of particles, which are simulated according to (20) and (21), the distribution of the particle positions and velocities corresponds to the distribution function as described by the FP equation (17). For details about the solution of (20) and (21), the reader is referred to Ref. 21.

### III. FOKKER–PLANCK MODEL FOR HARD-SPHERE MIXTURES

This section describes an approach for modeling gas mixtures within the kinetic Fokker–Planck method. The approach is based on the method of Gorji and Jenny,\(^7\) who derived a model for describing binary gas mixtures, assuming that particles interact with a mathematical simple but physical unrealistic Maxwell molecular model. However, the model presented in this work features two major improvements compared to the work of Gorji and Jenny.\(^7\) The proposed model can describe not only binary gas mixtures but also mixtures with an arbitrary number of species. In addition, particle interaction is modeled through the hard-sphere (HS) collision model. Compared to the Maxwell molecule model, the HS model can be advantageous, since it can better catch transport properties for many gases.\(^8\) The HS model is also able to describe the thermodiffusion effect, which is not the case with the Maxwell molecule model.\(^9\) The influence of thermodiffusion will be discussed in more detail in Sec. IV C.
Similar to the model described in Sec. II C, the set of Boltzmann equations (1) is approximated by the following set of Fokker–Planck equations:

$$\frac{\partial f^{(a)}}{\partial t} + v_i^{(a)} \frac{\partial f^{(a)}}{\partial x_i} + m^{(a)} \frac{\partial}{\partial v_i^{(a)}} f^{(a)}(v^{(a)}) = \frac{\partial}{\partial v_i^{(a)}} \left[ f^{(a)} A_i^{(a)}(v^{(a)}) \right] + \frac{\partial^2}{\partial v_i^{(a)} \partial v_j^{(a)}} \left[ f^{(a)} P^{(a)}(v^{(a)}) \right].$$

(22)

The species-specific drift coefficients $A_i^{(a)}$ and the diffusion coefficients $D^{(a)}$ are constructed so that the Fokker–Planck model gives a correct prediction of the species temperatures, the mass diffusion, shear stresses, and heat fluxes in the continuum limit. This leads to conservation of mass, momentum, and energy as well as a correct prediction of the transport coefficients for the mixture in the continuum limit. To fulfill these requirements, the FP operator must reproduce the following lower-order Boltzmann production terms in the limit of small Knudsen numbers:

$$P^{(a)}_{Boltz}(X) = F^{(a)}(X),$$

(23)

where $X = \{ v_i^{(a)} c_i^{(a)}, v_j^{(a)} c_j^{(a)} \}$. The calculation of production terms $P^{(a)}_{Boltz}(X)$ for the Boltzmann collision operator is, in general, a non-trivial task. Since the FP model is intended to describe particles interacting through the HS collision model, Boltzmann production terms must be derived based on the same assumptions. For the HS collision model, it is, in general, not possible to calculate Boltzmann production terms independently of a distribution function. For example, Gupta evaluated $P^{(a)}_{Boltz}(X)$, assuming the HS collision model and a distribution function according to Grad’s 13 and 26 moment method. Because Grad’s moment method only applies for low Knudsen number gases, the resulting production terms are only valid for near continuum flow. However, since the identity (23) must be true only in the continuum limit, the results of Gupta may be still applied for this work. In Appendix A, these results are discussed in more detail.

For the FP operator, production terms (13) can be calculated independently of a distribution function. For more details, the reader is referred to Appendix B.

Similar to the work of Gorji and Jenny, a Fokker–Planck operator with a linear drift coefficient is constructed, which correctly predicts the evolution of the species temperatures and the species mass diffusion in the continuum limit. In a second step, the drift coefficient is extended by a higher order expression in the thermal particle velocities, which leads to a correct prediction of the species shear stresses and heat flows in the continuum limit.

A. Linear model

The drift coefficient $A_i^{(a)}$ is chosen so that the model predicts a correct species mass diffusion in the continuum limit. This requirement is satisfied, when expression (23) is fulfilled for $X = c_i^{(a)}$. Applying the production terms (A12) and (B10), expression (23) leads to

$$A_i^{(a)} = \frac{5}{3} \sum_{\beta=1}^{N} \frac{v^{(a\beta)} \mu^{(a\beta)}}{\rho^{(a\beta)}} \left[ u_i^{(a\beta)} - u_i^{(\beta)} \right] + \frac{1}{6 \theta(a\beta)} \left[ h_i^{(a\beta)} - \frac{1}{\rho^{(a\beta)}} H_i^{(a\beta)} \right] = m^{(a)} \left( A_i^{(a)} f^{(a)} \right).$$

(24)

The following choice for the drift coefficient $A_i^{(a)}$ satisfies (24):

$$A_i^{(a)} = -\sum_{\beta=1}^{N} v^{(a\beta)} \mu^{(a\beta)} \left[ \frac{5}{3} \beta_i^{(a\beta)} - u_i^{(\beta)} \right] + \frac{1}{6 \theta(a\beta)} \left[ \frac{1}{m^{(a)}} h_i^{(a\beta)} - \frac{1}{\rho^{(a\beta)}} H_i^{(a\beta)} \right].$$

(25)

Recall that $\theta^{(a)}$ denotes the thermal particle velocities as defined by (6). The species heat fluxes $h_i^{(a)}$ are defined, as given by expression (A9). The collision frequencies $s^{(a)}$ are given by

$$s^{(a)} = \frac{5}{3} \sum_{\beta=1}^{N} v^{(a\beta)} h_i^{(\beta)},$$

(27)

where $v^{(a\beta)}$ is defined in (A10). The constants $K_i^{(a)}$ are given by

$$K_i^{(a)} = -\sum_{\beta=1}^{N} v^{(a\beta)} \mu^{(a\beta)} \left[ \frac{5}{3} \beta_i^{(a\beta)} - u_i^{(\beta)} \right] + \frac{1}{6 \theta(a\beta)} \left[ \frac{1}{m^{(a)}} h_i^{(a\beta)} - \frac{1}{\rho^{(a\beta)}} H_i^{(a\beta)} \right].$$

(28)

The term marked as $(\ast)$ in expressions (25) and (28) is responsible for the prediction of the thermodynamic effect, as discussed in more detail in Sec. IV C.

The diffusion coefficient $D^{(a)}$ is chosen so that the model predicts the correct evolution of the species temperatures in the continuum limit. This requirement is satisfied, when expression (23) is fulfilled for $X = c_i^{(a)} c_j^{(a)}$. Applying production terms (A16) and (B11), expression (23) leads to

$$-10 \sum_{\beta=1}^{N} v^{(a\beta)} p^{(a\beta)} \frac{k_B}{m^{(a\beta)}} \left[ T_i^{(\beta)} - T_i^{(a\beta)} \right] \left[ u_i^{(a\beta)} - u_i^{(\beta)} \right] + \frac{1}{2} \beta_i^{(a\beta)} \left( u_i^{(a\beta)} - u_i^{(\beta)} \right)^2 \leq 2 m^{(a)} \left( A_i^{(a)} c_i^{(a)} f^{(a)} \right) + 6 \rho^{(a)} D^{(a)}.$$

(29)

Using Eq. (26), one can obtain

$$D^{(a)} = \frac{10}{6} \sum_{\beta=1}^{N} v^{(a\beta)} p^{(a\beta)} \mu^{(a\beta)} \left[ \frac{k_B T_i^{(a\beta)}}{m^{(a\beta)}} + \frac{k_B T_i^{(\beta)}}{m^{(\beta)}} + \frac{1}{3} \left( u_i^{(a\beta)} - u_i^{(\beta)} \right)^2 \right].$$

(30)

for the diffusion coefficient. Note that the diffusion coefficient is always positive, which is an essential requirement for a physically meaningful Fokker–Planck model.
B. Higher order model

In this section, a higher order extension for the drift coefficient (26) is constructed, leading the Fokker–Planck model to a correct prediction of species shear stresses and heat fluxes in the continuum limit. Similar to the model of Gorji and Jenny,\textsuperscript{21} the drift coefficient is extended as follows:

\[
A_i^{(a)} = -\psi^{(a)}_c c_i^{(a)} + K_i^{(a)} + \psi^{(a)}_i c_j^{(a)} + \varphi_i^{(a)} \left( \phi_i^{(a)} - \left( c_j^{(a)} f_j^{(a)} \right) \right) \tag{31}
\]

Here, \( \psi^{(a)}_c \) denotes a symmetric matrix and \( \varphi_i^{(a)} \) an vector. Gorji’s cubic model (18) additionally contains a third-order parameter to ensure the stability of the model. Such is not included in expression (31), mainly because of the author’s experience that the model is stable even without a stabilization parameter. If necessary, however, it would be very easy to extend expression (31) by an additional third-order parameter.

The model parameters \( \psi^{(a)}_c \) and \( \varphi_i^{(a)} \) must be chosen so that identity (23) holds for \( X \in \{ c_i^{(a)}, c_j^{(a)}, c_{ij}, c_{ij}, c_{ij}, c_{ij} \} \). For \( X = c_i^{(a)} \), model (31) satisfies expression (23), since \( N_i^{(a)} \left( f_i^{(a)} \right) = 0 \) and the linear model already fulfills the requirement. Therefore, the model parameters \( \psi^{(a)}_c \) and \( \varphi_i^{(a)} \) are chosen so that

\[
p^{(a)}_{\text{FP}} \left( \phi_i^{(a)} c_j^{(a)} \right) = p^{(a)}_{\text{Boltz}} \left( \phi_i^{(a)} c_j^{(a)} \right) + \frac{1}{3} \frac{\partial p^{(a)}_{\text{Boltz}} \left( \phi_i^{(a)} c_j^{(a)} \right)}{\partial \phi_i^{(a)}} \tag{32}
\]

\[
p^{(a)}_{\text{FP}} \left( \phi_i^{(a)} c_j^{(a)} \right) = \frac{1}{3} \frac{\partial p^{(a)}_{\text{Boltz}} \left( \phi_i^{(a)} c_j^{(a)} \right)}{\partial \phi_i^{(a)}} \tag{33}
\]

Using \( \sum_i p^{(a)}_{\text{Boltz}} \left( \phi_i^{(a)} c_j^{(a)} \right) = 0 \), it can easily be checked that (32) and (33) lead to a fulfillment of (23) for \( X \in \{ c_i^{(a)}, c_j^{(a)}, c_{ij}, c_{ij}, c_{ij}, c_{ij} \} \). Using (32) and (33) and applying the FP production terms (B12) and (B13), a system of nine linear equations for the nine parameters \( \psi^{(a)}_c \) and \( \varphi_i^{(a)} \) can be deduced. The system is discussed in more detail in Appendix C.

For the diffusion coefficient, the same expression is applied as in the linear model.

Note that in thermal equilibrium, the right side of the linear system (C2) and (C1) vanishes, which implies that the model parameters \( \psi^{(a)}_c \) and \( \varphi_i^{(a)} \) become zero. Consequently, the higher-order model reduces to the linear model.

C. Stochastic solution algorithm

In this section, a stochastic solution algorithm for the model described in Sec. III B is derived. The algorithm is constructed to predict, for the case of a homogeneous gas, a correct evolution of the species temperatures and velocities, independently of the applied time step size. Consequently, the conservation of energy and momentum is guaranteed. The stochastic equations of motion that are consistent with the higher order model are

\[
\frac{dV_i^{(a)}}{dt} = A_i^{(a)} + \sqrt{2 D_i^{(a)} + \frac{dW_i^{(a)}}{dt}} = -s_i^{(a)} c_i^{(a)} + K_i^{(a)} + \frac{1}{2} \frac{dW_i^{(a)}}{dt} + \frac{1}{2} D_i^{(a)} \frac{dW_i^{(a)}}{dt} \tag{34}
\]

Here, \( c_i^{(a)} = V_i^{(a)} - u_i^{(a)} \) denotes the thermal part of the velocity \( V_i^{(a)} \). For the temporal evolution of the species, flow velocity \( u_i^{(a)} \) follows

\[
\frac{dV_i^{(a)}}{dt} = \frac{dV_i^{(a)}}{dt} = \frac{dC_i^{(a)}}{dt} + K_i^{(a)} \tag{35}
\]

Combining

\[
\frac{dC_i^{(a)}}{dt} = -s_i^{(a)} c_i^{(a)} + \sqrt{2 D_i^{(a)} + \frac{dW_i^{(a)}}{dt}} + \frac{1}{2} \frac{dW_i^{(a)}}{dt} \tag{36}
\]

that determines the thermal particle velocities. In order to solve \( \text{Eq. (38)} \), a similar approach than described in Ref. 24 is applied. The right side of (38) is divided into a linear part \( C_i^{(a)} \) and a non-linear part \( N_i^{(a)} \left( C_i^{(a)} \right) \). Assuming constant macroscopic coefficients, for the resulting linear equation

\[
\frac{dC_i^{(a)}}{dt} = -s_i^{(a)} c_i^{(a)} + \sqrt{2 D_i^{(a)} + \frac{dW_i^{(a)}}{dt}} \tag{39}
\]

the following analytic solution can be found: \textsuperscript{35}

\[
C_i^{(a),n+1} = C_i^{(a),n} \exp \left( -s_i^{(a)} \Delta t \right) + \sqrt{\frac{D_i^{(a),n}}{s_i^{(a),n}} \left( 1 - \exp \left( -2 s_i^{(a),n} \Delta t \right) \right)} \xi_i^{(a)} \tag{40}
\]

The indices \( n \) and \( n + 1 \) refer to the beginning and the end of the time step, \( \Delta t \) denotes the time step size and \( \xi_i^{(a)} \) are independent standard normal variates. For the non-linear part \( N_i^{(a)} \left( C_i^{(a)} \right) \), a simple Euler scheme is applied. In summary,

\[
C_i^{(a),n+1} = C_i^{(a),n} \exp \left( -s_i^{(a)} \Delta t \right) + \frac{N_i^{(a)} \left( C_i^{(a),n} \right)}{s_i^{(a),n}} \left( 1 - \exp \left( -s_i^{(a),n} \Delta t \right) \right) + \sqrt{\frac{D_i^{(a),n}}{s_i^{(a),n}} \left( 1 - \exp \left( -2 s_i^{(a),n} \Delta t \right) \right)} \xi_i^{(a)} \tag{41}
\]

can be found as a solution for (38). The Euler integration of the non-linear part leads to a wrong prediction of the species temperatures. This error can be corrected by the following scaling of the new particle velocities.
The scaling parameter $\epsilon$ is defined as

$$
\epsilon = \frac{3k_B T^{(a),n+1}/m^{(a)}}{\left(\langle C_i^{(a),n+1} f^{(a)} \rangle / \rho^{(a)} \right)}.
$$

(43)

where $T^{(a),n+1}$ denotes the correct species temperatures at the end of the time step. The temperatures $T^{(a),n+1}$ are obtained by solving a system of differential equations that is discussed in more detail in Appendix D. The final particle velocities are calculated as

$$
u^{(a),n+1} = \epsilon \cdot \mathbf{c}^{(a),n+1} + \mathbf{u}^{(a),n+1}.
$$

(44)

The species flow velocities $\mathbf{u}^{(a),n+1}$ are also obtained as a solution of the system of differential equations, described in Appendix D.

As described by Eq. (44), the final particle velocities are scaled and shifted to adopt the species temperatures $T^{(a),n+1}$ at the end of the time step. These quantities are calculated based on the system of differential equations, discussed in more detail in Appendix D. This system captures the time evolution of macroscopic quantities for a homogeneous gas. As long as the system is properly integrated, Eq. (44), therefore, leads to correct species temperatures and flow velocities in a homogeneous flow, regardless of the time step size.

For the calculation of the particle positions, Eq. (35) has to be integrated. For the sake of simplicity, the positions

$$
X^{(a),n+1} = \mathbf{V}^{(a),n} \Delta t + X^{(a),n}
$$

(45)

are updated by assuming free flight trajectories. In summary, particle positions and velocities are updated as described in Algorithm 1. Due to the simple position integration scheme (45), the time step should not be much larger than the local mean collision time to avoid errors caused by numerical diffusion. However, this limitation could be avoided by using more accurate but also more complex integration schemes.

D. Averaging of moments

The correct evaluation of velocity moments is a crucial task for the execution of the particle algorithm described in Algorithm 1. In the simplest case, a moment

$$
\frac{1}{N^{(a)}} \left(Q^{(a)} f^{(a)}\right) \approx \frac{1}{N_{\nu}} \sum_{i=1}^{N_{\nu}} Q_i^{(a)}
$$

(46)

can be approximated by instantaneously averaging over all particles of a grid cell. Here, $N_p$ means the number of $p$ particles in the grid cell and $f^{(a)}$ denotes the distribution function, the particles are representing. However, for a finite number of particles, expression (46) can lead to additional bias errors. To reduce these errors, an under-relaxation technique can be applied for stationary problems. For this purpose, a average number of particles per cell and species $X^{(a),n}$ at time step $n$ is calculated by

$$
X^{(a),n+1} = \mu X^{(a),n} + (1-\mu) Y^{(a),n+1},
$$

(47)

where $\mu \in (0, 1)$ denotes a weighting factor. The index $n$ refers to the time step. Similarly, time averaged moments

$$
Y^{(a),n} = \mu Y^{(a),n} + (1-\mu) \sum_{i=1}^{N^{(a),n+1}} Q_i^{(a)}
$$

(48)

are continuously calculated for each time step. Finally, statistical moments at time step $n$ can be calculated as

$$
\frac{1}{n} \left(Q^{(a),n+1} f^{(a)}\right) \approx \frac{Y^{(a),n+1}}{X^{(a),n+1}}
$$

(49)

Using $\mu = 1 - \frac{1}{N_{\nu}}$ leads to similar statistical noise than regular time averaging over $N_{\nu}$ time steps. Time averaged moments as defined by (49) always develop slower than the instantaneous averaged moments as given by expression (46). Therefore, the use of time averaged moments in unsteady problems is not recommended. However, for steady gas flows featuring a small signal to noise ratio, this technique can dramatically reduce the number of required particles per cell.

IV. Test cases

In this section, the proposed model is applied to various test cases to discuss its performance and efficiency for describing non-equilibrium gas flows. A He–Ar mixture is used for all simulations. The molecular reference diameters are listed in Table 1.

The mixture Knudsen number is defined by

$$
Kn \equiv \frac{\lambda_{\text{mix}}}{l}.
$$

(50)

Here, $l$ denotes a reference length scale and the average mixture mean free path is given by

$$
\lambda_{\text{mix}} = \sum_{\alpha} \frac{n^{(\alpha)} m^{(\alpha)}}{n^{(\alpha)} \lambda^{(\alpha)}},
$$

(51)

TABLE I. HS collision parameter.

<table>
<thead>
<tr>
<th>Species $\alpha$</th>
<th>Species $\beta$</th>
<th>$d^{(\alpha \beta)}$ $(10^{-10} \text{m})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>He</td>
<td>2.33</td>
</tr>
<tr>
<td>He</td>
<td>Ar</td>
<td>3.25</td>
</tr>
<tr>
<td>Ar</td>
<td>Ar</td>
<td>4.17</td>
</tr>
</tbody>
</table>
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where \( n = \sum_{\alpha=1}^{N} n^{(\alpha)} \) denotes the mixture number density and

\[
\chi^{(\alpha)} \equiv \left[ \sum_{\beta=1}^{N} n^{(\alpha-\beta)} \right]^{2} n^{(\beta)} \sqrt{1 + \frac{m^{(\beta)}}{m^{(\alpha)}}}^{-1} \tag{52}
\]

the mean free path of a species \( \alpha \) particle. The mole fraction \( \chi^{(\alpha)} \) is defined as

\[
\chi^{(\alpha)} = \frac{n^{(\alpha)}}{n} \tag{53}
\]

For all test cases, reference DSMC simulations assuming the hard-sphere collision model are performed. To avoid different results due to numerical discretization, the same spatial and temporal discretization is used for DSMC and Fokker–Planck simulations. All simulations are performed with the SPARTA code,\(^{39–42} \) which is extended by the Fokker–Planck model proposed in this work.

### A. Heat bath

The homogeneous relaxation of species diffusion velocities and temperatures in a heat bath is studied. To investigate the relaxation process of diffusion velocities, particle velocities are set at the beginning of the simulation according to a Maxwell distribution with temperature \( T_{\text{mix}} = 300 \) K. The distribution of He velocities is additional shifted by \( v_{0}^{(\text{He})} = 180 \text{ m/s} \) in the \( x \) direction. To investigate the relaxation process of the species temperatures, the particle velocities are set at the beginning of the simulation according to a Maxwell distribution with temperature \( T_{0}^{(\text{He})} = 600 \) K for the He particles and temperature \( T_{0}^{(\text{Ar})} = 300 \) K for the Ar particles. In both cases, number densities of \( n^{(\text{Ar})} = 2 \times 10^{20} \text{ m}^{-3} \) and \( n^{(\text{He})} = 10 \times 10^{20} \text{ m}^{-3} \) are used. For each simulation, a single grid cell with total 5000 particles is simulated. Since both relaxation processes are non-stationary problems, the results of 100 calculations are averaged for each case.

Figure 2 shows the relaxation process of the species flow velocities and temperatures. The simulation time \( t \) is normalized to an average collision time \( \tau = 1/\nu \), with \( \nu \) defined as

\[
\nu = \frac{1}{2} v^{(\text{He-Ar})} (T = 300 \text{ K}) + v^{(\text{Ar-He})} (T = 300 \text{ K})
\]

\[
= 16 \sqrt{3} \frac{k_{B} 300 \text{ K}}{m^{(\text{He})}} + \frac{k_{B} 300 \text{ K}}{m^{(\text{Ar})}} n_{\text{mix}} \tag{54}
\]

and \( n_{\text{mix}} = n^{(\text{He})} + n^{(\text{Ar})} \). The equilibrium values

\[
\nu_{\text{eq}} = \frac{n^{(\text{He})} v^{(\text{He})} + n^{(\text{Ar})} v^{(\text{Ar})}}{n^{(\text{He})} + n^{(\text{Ar})}} = 60 \text{ m/s}, \tag{55}
\]

\[
T_{\text{eq}} = \frac{n^{(\text{He})} T^{(\text{He})} + n^{(\text{Ar})} T^{(\text{Ar})}}{n^{(\text{He})} + n^{(\text{Ar})}} = 550 \text{K} \tag{56}
\]

at the end of the relaxation process are correctly predicted by the Fokker–Planck model. A good agreement between Fokker–Planck and DSMC results during the relaxation process can also be observed.

Figure 3 shows four different energy distribution functions along the relaxation process of the species temperatures. Times at which the distribution functions are calculated are marked on the right side of Fig. 2. Again, a good agreement between Fokker–Planck and DSMC results can be observed. The equilibrium distribution \( f_{\text{eq}}^{(\alpha)} \) at the end of the relaxation process as well as the non-equilibrium distributions \( f^{(\alpha)} \), \( f_{1}^{(\alpha)} \), and \( f_{2}^{(\alpha)} \) along the relaxation process is correctly predicted by the Fokker–Planck model.

Figure 4 shows two different particle velocity distribution functions at the beginning and at the end of the relaxation process of the species velocities. The particle velocity is normalized to the most probable speed \( v^{*} = \sqrt{\frac{2 k_{B} T_{\text{eq}}}{m^{(\text{He})}}}. \) Times at which the distributions are calculated are also marked on the left side of Fig. 2. Again, a good agreement between Fokker–Planck and DSMC results can be observed.

In summary, the good agreement between FP and DSMC results is somewhat unexpected since the FP model is only valid for near continuum flows. However, the good agreement to DSMC results is discussed in more detail in Sec. IV E.

### B. Couette flow

A Couette flow is investigated. The flow is modeled in three dimensions. Domain boundaries in the \( x \)-direction are modeled as fully diffusive walls with a temperature of \( T_{\text{w}} = 300 \) K. The lower wall is stationary, while the higher wall moves in the \( y \)-direction with a velocity of \( v_{\text{w}} = 300 \text{ m/s}. \) The distance between both walls is set to

---

**FIG. 2.** Left: relaxation of species flow velocities in terms of the initial He velocity. Right: relaxation of species temperatures in terms of the initial He temperature. Lines: DSMC results and circles: FP results.
1 m, which is also used as a reference length for defining the Knudsen number \( \text{Kn} \). The domain boundaries in the \( y \)- and \( z \)-direction are set as periodic. Simulations are performed for different Knudsen numbers \( \text{Kn} \in \{1, 0.5, 0.25, 0.05\} \) assuming a constant mole fraction \( \chi(\text{He}) = 0.5 \) and for different mole fractions \( \chi(\text{He}) \in \{0.25, 0.5, 0.75\} \) assuming a constant Knudsen number \( \text{Kn} = 0.05 \). The domain is divided into 100 equal sized cells in the \( x \)-direction, resulting in a cell size \( \Delta x \), which is seven times smaller than the mean free path \( \lambda(\text{He}) \) and three times smaller than \( \lambda(\text{Ar}) \) for the smallest Knudsen number case. The time step size is set to \( \Delta t = \frac{\Delta x}{5 \cdot c^\ast(\text{He})} + 300 \text{ m s} \approx 2 \cdot 10^{-6} \text{ s} \), where \( c^\ast(\text{He}) = \sqrt{\frac{2 k_B T}{m(\text{He})}} \) denotes the most probable speed of a He particle. To reduce the amount of statistical fluctuations, the scaling factor \( f_N \) between the number of real and simulated molecules is set to obtain a minimum number of 200 particles per cell and per species. A steady flow is achieved after 50,000 simulation time steps. Afterwards, the under-relaxation technique as described in Sec. III D is applied, using a weighting factor of \( \nu = 0.001 \). To obtain the final results, averages are taken every ten time steps to the total number of 90,000 averages, with exception of the case with the lowest Knudsen number, where the averages are taken every 100 time steps.

Figure 5 shows the species flow velocities along the simulation domain for cases with different Knudsen numbers. For the case with the lowest Knudsen number, the shape of the velocity distribution is linear, both species adopt similar flow velocities and slip effects at the walls are negligible small. As the Knudsen number increases, slip effects become dominant and the velocity distribution adopts a non-linear shape. For the case with the largest Knudsen, the species adopt different flow velocities in the direct vicinity of the walls. The Fokker–Planck model accurately predicts velocity slips on the walls as well as the non-linear shape of the velocity distribution with increasing Knudsen number. Differences between species velocities for the large Knudsen number case are, in principle, predicted.

Figure 6 shows the shear stresses of Ar and He for cases with different Knudsen numbers. The large variance in results for the lowest Knudsen case may be due to non-independent samples used for averaging. For the case with the lowest Knudsen number, a good agreement is found between Fokker–Planck and DSMC results, whereas in the higher Knudsen number cases, the Fokker–Planck model slightly over predicts the shear stresses compared to the DSMC simulations. The deviations are larger for the He species, which might be due to the large mass ratio \( \frac{m(\text{Ar})}{m(\text{He})} \approx 10 \), causing the He species to reach thermal non-equilibrium faster.

Figure 7 shows species shear stresses for cases with different mole fractions. Independently of the mixture composition, shear stresses are accurately predicted by the Fokker–Planck model.
The reader should note that the correct prediction of shear stresses and flow velocities suggests a correct prediction of the mixture viscosity in the continuum limit.

C. Supersonic Couette flow

The supersonic Couette flow is investigated. In contrast to the subsonic Couette flow studied in Sec. IV B, the supersonic Couette flow features strong heat fluxes that allow us to study phenomena, such as thermodiffusion.

The same simulation domain and spatial resolution as described in Sec. IV B for the subsonic Couette flow is used, only the velocity of the moving wall is changed to \(v_w = 1000 \text{ m/s}\). Simulations are performed for a Knudsen number of \(Kn = 0.05\) and three different global mole fractions \(\chi(\text{He}) \in \{0.25, 0.5, 0.75\}\). Later results show that the species temperatures increase up to \(T_{\text{max}} \approx 450 \text{ K}\) along the simulation domain. Therefore, the time step size is adjusted to \(\Delta t = \frac{\Delta x}{c^{\ast}(\text{He})} \approx 1 \times 10^{-6} \text{s}\) with \(c^{\ast}(\text{He}) = \sqrt{\frac{2 k_B T_{\text{max}}}{m(\text{He})}}\).

The scaling factor \(f_N\) is set to obtain a minimum number of 200 particles per cell and per species. A steady flow is assumed after 50000 simulation steps. Because of the large signal to noise ratio, no under-relaxation technique needs to be applied. To obtain the final result, averages are taken every 20 time steps up to the total number of 90000 averages.
The left upper picture in Fig. 8 shows the mixture flow velocity for the case with a mole fraction of $\chi^{(He)} = 0.5$. As for the Couette flow, the velocity distribution is linear, slip effects are negligible, and flow velocities are similar for different species. Again, Fokker–Planck results fit very well with the DSMC results. The remaining pictures in Fig. 8 show density distributions along the simulation domain. The parabolic shape of the distributions is due to the parabolic shape of the temperature distributions (see the right side of Fig. 9) and a constant pressure along the simulation domain. A good agreement between Fokker–Planck and DSMC results can be detected. Worth noting is the separation of the species densities for the case with a mole fraction $\chi^{(He)} = 0.5$. Since the binary diffusion coefficient is symmetric, this separation cannot be caused by classical mass or pressure diffusion. Instead, the separation must be the result of thermodiffusion. As described by Burgers, thermodiffusion is induced by interaction of heat fluxes in production terms $P^{(a)}\left(c^{(a)}c^{(a)}c^{(a)}\right)$, as given, for example, by the term marked as ($\ast$) in expression (28). To further study this effect, Fokker–Planck calculations without thermodiffusion are performed by simply neglecting this term. The left side of Fig. 9 shows the resulting density distributions for the case with a mole fraction of $\chi^{(He)} = 0.5$. While the standard FP simulation accurately predicts the species separation, the FP simulation with the neglected term does not predict species separation. This results show that thermal diffusion can explicitly be turned on or off for the FP model, simply by including or excluding the term marked by ($\ast$) in expression (28).


FIG. 8. Left upper picture: mixture flow velocity in terms of the wall velocity $v_w$ for a density ratio of $\chi^{(He)} = 0.5$. Other pictures: density distributions for different mole fractions. Lines: DSMC results and circles: FP results.
The right side of Fig. 9 shows the temperature distributions along the simulation domain. The temperature increases with an increasing He fraction due to the growth of the dissipated flow energy. Species temperatures are separated, and a significant temperature slip occurs at the walls. With exception of small deviations for the Ar species, the Fokker–Planck model accurately reproduced DSMC results. Figure 10 shows the species shear stresses. The shear stresses are not constant over the domain, indicating a strong degree of thermal non-equilibrium. However, the Fokker–Planck model accurately predicts the shear stress distributions expect of small deviations for the case with a mole fraction of $\chi^{(\text{He})} = 0.75$.

Figure 11 shows the distributions of the species heat fluxes. The distributions feature a non-linear shape, indicating again a strong degree of thermal non-equilibrium. Again, the Fokker–Planck model accurately reproduces DSMC results.

D. One-dimensional mass diffusion

A one-dimensional diffusion test case is investigated. The flow is described three-dimensionally. The lower $x$-boundary is modeled as a reservoir of Ar particles and the higher $x$-boundary as a reservoir of He particles. For both reservoirs, the same temperature $T_0 = 300 \text{ K}$ is set. The distance between the $x$-boundaries is set to 1 m, which is also used as a reference length to define the Knudsen number (50). For the $y$- and $z$-boundaries, periodic boundary conditions are applied. Reservoir densities are set to achieve different Knudsen numbers $K_n \in \{0.5, 0.25, 0.1, 0.05\}$ and a constant density fraction $\chi^{(\text{He})} = 0.5$. The domain is divided into 100 equal sized cells in the $x$-direction resulting in a cell size $\Delta x$, which is seven times smaller than the mean free path $\lambda^{(\text{He})}$ and three times smaller than $\lambda^{(\text{Ar})}$ for the smallest Knudsen number case. Later simulations show that the He flow velocity increases up to 800 m/s in the $x$-direction. Therefore, the time step size is set to $\Delta t = \frac{\Delta x}{c^{(*)(\text{He})} + 800 \text{ m/s}} \approx 2 \times 10^{-6} \text{ m/s}$ with $c^{(*)(\text{He})} = \sqrt{\frac{2 k_B T_{\text{max}}}{m^{(\text{He})}}}$. The number of simulated molecules is adjusted to obtain the minimum number of 15 particles per cell and per species. The flow is assumed to be steady after 50,000 time steps. Because of the large signal to noise ratio, no under-relaxation technique is applied. To obtain the final results, averages are taken every ten time steps up to the total number of 90,000 averages.

Figure 12 shows the distribution of the species densities, normalized to the reservoir densities. For the flow with the lowest Knudsen number, a good agreement between Fokker–Planck and DSMC results can be found. As the Knudsen number increases, increasing differences can be detected. Large deviations can be found, in particular, for the Ar species.

Figure 13 shows the distribution of the species flow velocities. Even for the case with the lowest Knudsen number, small deviations between the Fokker–Planck and DSMC can be detected. The reason...
for this disagreement can be explained by the production terms that have been utilized to construct the FP model. The terms (A1)–(A4) are of linear order. This approximation is only valid if differences between the species flow velocities are small, which is clearly not the case for the simulations in this section, even for the flow with the smallest Knudsen number. As the Knudsen number increases, differences between DSMC and Fokker–Planck results become more dominant.

**E. Performance considerations**

This section attempts to evaluate the performance of the FP model to describe non-equilibrium flows based on the previously examined test cases. In general, the model shows a good performance for describing non-equilibrium flows. Even for strong non-equilibrium flows, no major deviations to reference DSMC calculations can be detected. Upon closer inspection, the following conclusions can be drawn.

The performance of the model depends on the quantity that is investigated. For example, the FP model accurately predicts the flow velocity for the Couette flow even for high Knudsen numbers. In contrast, deviations can be observed for the shear stresses. The FP model also accurately reproduces density distributions for the supersonic Couette flow, while small deviations can be observed again for the shear stress. This observation could be generalized to the statement that the performance of the model increases for lower order velocity moments.

**FIG. 11.** Left: heat flux of He for different mole fractions. Right: heat flux of Ar for different mole fractions. Lines: DSMC results and circles: FP results.

**FIG. 12.** Number densities of He, Ar, and the entire mixture in terms of the reservoir densities $n_0$ for different Knudsen numbers. Lines: DSMC results and circles: FP results.
The model shows a good performance with varying Knudsen number. As expected, the deviations from reference DSMC simulations become larger with increasing Knudsen numbers, but important non-equilibrium effects, for example, slip effects for the Couette flow are accurately predicted.

The FP model is able to model flows in which different species assume different flow states, such as in the diffusion test case, in which species assume very different flow velocities and in the relaxation test case, where species adopt different temperatures. This can be explained by the modeling approach made that assumes for each species a separate distribution function and Fokker–Planck equation.

The model is able to handle the mixture that features species with a large mass ratio. For example, all simulations are performed for an He–Ar mixture, featuring a mass fraction of $m(Ar)/m(Ar) \approx 10$.

Finally, the reader should remember that this conclusion is based only on very simple test cases. Additional investigations are required to examine the performance of the model for realistic scenarios.

F. Computational efficiency

The main motivation for the introduction of the FP model is to reduce the computational effort in comparison to conventional particle simulation methods, such as DSMC. Hence, in order to evaluate the efficiency of our model, the computing effort of a pure DSMC simulation is compared with the effort of our FP model. In general, such a comparison is a complex task, especially since the DSMC method must resolve molecular scales, while the FP algorithm does not. Hence, a satisfactory efficiency study would require DSMC and FP simulations with different temporal and spatial resolutions. Such a detailed study would go beyond the scope of this paper. Instead, we examine the scaling of the computing time with respect to the Knudsen number.

For this, the heat bath test case, as described in Sec. IV A, is studied. Calculations are performed for an He–Ar mixture with equalized temperatures $T_0(He) = T_0(Ar)$ and vanishing flow velocities. Figure 14 shows the relative computing time of DSMC and FP simulations for varying Knudsen number.
calculations with varying Knudsen number. The Knudsen number is calculated with respect to the reservoir size, while the computing times are normalized to time, required for an FP simulation with $Kn = 0.01$.

The effort for the DSMC calculations increases sharply with a decreasing Knudsen number, since more and more particle collisions have to be treated. In contrast, the effort for the FP model is nearly not affected by the Knudsen number. For Knudsen numbers of $Kn < 1$, the FP method becomes clearly more efficient than DSMC.

V. CONCLUSION

The kinetic Fokker–Planck ansatz is applied to model a hard sphere gas mixture with an arbitrary number of constituents. The model is constructed to reproduce Grad’s 13 moment equations on a Navier–Stokes level of accuracy. To model the associated random process, a stochastic simulation algorithm is derived, which leads to a correct prediction of the species diffusion velocities and temperatures for a homogeneous gas, independent of the applied time step size. Various test cases are studied to show the accuracy of the proposed model, focusing not only on flow quantities of the entire mixture but also on flow quantities of the different species. Within the bounds of expectations, a good agreement between Fokker–Planck simulations and reference DSMC simulations can be observed.

APPENDIX A: BOLTZMANN PRODUCTION TERMS

Gupta calculated Boltzmann production terms for the HS collision model assuming a distribution function according to Grad’s 13 and 26 moment method. In contrast to expression (23), Gupta evaluated production terms based on the thermal velocities $\hat{c}(a)$ as defined in (6). Therefore, in the following, all quantities $Q$ marked as $Q$ are calculated on the basis of $\hat{c}(a)$ instead of $c(a)$. In particular, lower order production terms are given by

$$P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)) = -\sum_{\beta=1}^{N} v^{(a\beta)}(\mu^{(a \beta)}(\hat{c}(a) \hat{c}(a) c(a))) \frac{1}{6\hat{q}^{(a\beta)}} \left[ \hat{r}(a) - \frac{\rho^{(a \beta)}}{\rho^{(a \beta)}} \hat{r}(a) \right],$$

$$P^{(a)}_{\text{Boltz}}(c(a) c(a) \hat{c}(a)) = -\sum_{\beta=1}^{N} v^{(a\beta)}(\mu^{(a \beta)}(c(a) c(a) \hat{c}(a))) \frac{1}{3\hat{q}^{(a\beta)}} \left[ 10\hat{q}^{(a\beta)} \hat{q}^{(a\beta)} + \frac{1}{3} \left( \hat{q}(a) - \frac{\rho^{(a \beta)}}{\rho^{(a \beta)}} \hat{q}(a) \right) \right],$$

$$P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)) = \sum_{\beta=1}^{N} v^{(a\beta)}(\mu^{(a \beta)}(\hat{c}(a) \hat{c}(a) c(a))) \frac{10}{3} \left( \frac{\mu^{(a \beta)}}{\mu^{(a \beta)}} - \frac{\rho^{(a \beta)}}{\rho^{(a \beta)}} \hat{q}(a) \right),$$

$$P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) \hat{c}(a)) = -\sum_{\beta=1}^{N} v^{(a\beta)}(\mu^{(a \beta)}(\hat{c}(a) \hat{c}(a) \hat{c}(a))) \frac{10}{3} \left( \frac{\mu^{(a \beta)}}{\mu^{(a \beta)}} - \frac{\rho^{(a \beta)}}{\rho^{(a \beta)}} \hat{q}(a) \right).$$

The values $\mu^{(a \beta)}$, $\hat{q}^{(a \beta)}$, $\hat{q}^{(a \beta)}$, $\Delta \hat{q}^{(a \beta)}$, and $\hat{q}^{(a \beta)}$ are defined as

$$\mu^{(a \beta)} = \frac{m^{(a)}}{m^{(a \beta)} + m^{(a \beta)}},$$

$$\hat{q}^{(a \beta)} = \frac{B_{k}^{(a \beta)}}{m^{(a \beta)}},$$

$$\hat{q}^{(a \beta)} = \frac{\hat{q}^{(a \beta)} + \hat{q}^{(a \beta)} + \hat{q}^{(a \beta)}}{2},$$

$$\Delta \hat{q}^{(a \beta)} = \frac{\mu^{(a \beta)}}{\mu^{(a \beta)} + \mu^{(a \beta)}},$$

$$\hat{q}^{(a \beta)} = \frac{m^{(a)}}{m^{(a \beta)} + m^{(a \beta)}} \frac{\hat{q}^{(a \beta)} + \hat{q}^{(a \beta)} + \hat{q}^{(a \beta)}}{2} \hat{q}^{(a \beta)},$$

where $\hat{d}^{(a)}$ denotes the diameter of a species $a$ particle. It is worth noting that the right sides of expressions (A1) and (A2) do not vanish, since energy and momentum can be transferred between species. The production terms (A1)–(A4) contain only terms of first order with exception of expression (A2), which additionally contains a second order expression. Since for low Knudsen number flows, only terms of first order are relevant, higher order terms are not required to capture a correct continuum limit. However, the additional term in (A2) is necessary to derive a FP model with a positive diffusion coefficient, as described in Sec. III A. Using the identity

$$\hat{c}(a) = c(a) + u_{d}(a),$$

the production terms

$$P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)) = P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)) = 2u_{d}(a) P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)),$$

$$P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)) = P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)) = -u_{d}(a) P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)),$$

$$P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)) = P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)) = -u_{d}(a) P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)),$$

$$P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)) = P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)) = -2u_{d}(a) P^{(a)}_{\text{Boltz}}(\hat{c}(a) \hat{c}(a) c(a)).$$
can be transformed into a $c$ basis. When we neglected the second term in expression (A1), expression (A13) approximately becomes
\[
p^{(a)}(c^{(a)}c^{(a)}) = -10 \sum_{j=1}^{N} \frac{k_B}{m^{(a)} + m^{(b)}} \left( T^{(a)} - T^{(b)} \right)
\]
\[= \frac{\mu^{(b)}}{3} (u^{(a)} - u^{(b)})^2. \]  
(A16)

Expression (A16) is employed in Sec. III A for the construction of the linear FP operator. Therefore, the linear FP operator may not reproduce the production terms (A13) when the heat fluxes $\delta h_i^{(a)}$ become large and the second term in expression (A1) becomes dominant. However, the higher order model, constructed in Sec. III B, reproduces the full production term (A13).

**APPENDIX B: FOKKER–PLANCK PRODUCTION TERMS**

For the FP-operator, production terms (13) can be calculated independently of a distribution function. For the following derivations, it is only assumed that $\delta h_i^{(a)}$ does not depend on microscopic particle velocities $v^{(a)}$ and that the distribution function tends to zero for large velocities sufficiently fast. Hence, the identities
\[
\lim_{v^{(a)} \to 0} f^{(a)} = 0, \quad \text{(B1)}
\]
\[
\lim_{v^{(a)} \to 0} \frac{\partial f^{(a)}}{\partial v^{(a)}} = 0 \quad \text{(B2)}
\]
must hold. The meaning of *sufficiently fast* depends on the production term and will be discussed later in this section. Applying definition (13), it can be calculated
\[
P^{(a)}_{FP} (X) = -m^{(a)} \int \frac{\partial}{\partial v^{(a)}} \left( f^{(a)} A^{(a)} \right) X \, dc^{(a)}
\]
\[+ m^{(a)} D^{(a)} \int \frac{\partial^2 f^{(a)}}{\partial v^{(a)} \partial v^{(a)}} X \, dc^{(a)}. \]  
(B3)

Term $I$ can be written as
\[
I = \frac{\partial}{\partial v^{(a)}} \left( f^{(a)} A^{(a)} X \right) - \frac{\partial X}{\partial v^{(a)}} A^{(a)} f^{(a)}. \]  
(B4)

Similarly, term $II$ can be written as
\[
II = \frac{\partial}{\partial v^{(a)}} \left( \frac{\partial f^{(a)}}{\partial v^{(a)}} X \right) - \frac{\partial X}{\partial v^{(a)}} \frac{\partial f^{(a)}}{\partial v^{(a)}}, \]  
(B5)

\[
= \frac{\partial}{\partial v^{(a)}} \left( \frac{\partial f^{(a)}}{\partial v^{(a)}} X \right) - \frac{\partial}{\partial v^{(a)}} \left( \frac{f^{(a)} \partial X}{\partial v^{(a)}} \right) + f^{(a)} \frac{\partial^2 X}{\partial v^{(a)} \partial v^{(a)}}. \]  
(B6)

Hence, for the production terms, follow
\[
P^{(a)}_{FP} (X) = -m^{(a)} f^{(a)} A^{(a)} X \int_{-\infty}^{\infty} \frac{\partial X}{\partial v^{(a)}} A^{(a)} f^{(a)} \, dc^{(a)}
\]
\[+ m^{(a)} D^{(a)} \int \frac{\partial^2 X}{\partial v^{(a)} \partial v^{(a)}} f^{(a)} \, dc^{(a)}. \]  
(B7)

Assuming that the distribution function and its derivative vanish sufficiently fast for large velocities, the first, third, and fourth terms in (B7) can be neglected. 

*Sufficiently fast* means that the distribution function vanishes faster for large velocities than the terms $A^{(a)} X, X$, and $\partial X/\partial v^{(a)}$ might increase. This assumption is generally difficult to prove. However, in this work, $A^{(a)} X, X$, and $\partial X/\partial v^{(a)}$ feature a simple polynomial form. In addition, only production terms for low Knudsen number flows are relevant. Hence, the distribution function
\[
f^{(a)} = \exp \left( -c^{(a)} \phi^{(a)} \right) \]  
(B8)

can be expanded around a Maxwell distribution and features an exponential dependency of microscopic velocities. As a result, the first, third, and fourth term in (B7) vanish. For the production terms, follow
\[
P^{(a)}_{FP} (X) = m^{(a)} \left( \frac{\partial X}{\partial v^{(a)}} A^{(a)} \right) f^{(a)} + m^{(a)} D^{(a)} \left( \frac{\partial^2 X}{\partial v^{(a)} \partial v^{(a)}} f^{(a)} \right). \]  
(B9)

In particular, it can be found
\[
P^{(a)}_{FP} \left( \phi^{(a)} \right) = m^{(a)} \left( A^{(a)} \right) f^{(a)} \]  
(B10)
\[
P^{(a)}_{FP} \left( \phi^{(a)} \right) = 2 m^{(a)} \left( A^{(a)} \right) \phi^{(a)} f^{(a)} + 6 \rho^{(a)} p^{(a)} \]  
(B11)
\[
P^{(a)}_{FP} \left( \phi^{(a)} \right) = 2 m^{(a)} \left( A^{(a)} \right) \phi^{(a)} f^{(a)} + 2 \delta^{(a)} \phi^{(a)} f^{(a)} \]  
(B12)
\[
P^{(a)}_{FP} \left( \phi^{(a)} \right) = m^{(a)} \left( A^{(a)} \right) \phi^{(a)} f^{(a)} + 2 m^{(a)} \left( A^{(a)} \right) \phi^{(a)} f^{(a)} \]  
(B13)

**APPENDIX C: LINEAR SYSTEM OF EQUATIONS**

The nine parameters $\psi^{(a)}_j$ and $\psi^{(a)}_j$ occurring in the higher-order model (31) are calculated as a solution of a linear system of equations.
Combination of (33) with (B13) results in three linear equations
\[K_j^{(a)}\left(\gamma_j^{(a)} - \gamma_i^{(a)}\right) + 2\psi_k^{(a)}\left(\gamma_k^{(a)} - \gamma_j^{(a)}\right) - 3\psi_l^{(a)}\left(\gamma_l^{(a)} - \gamma_j^{(a)}\right) + \psi_m^{(a)}\left(\gamma_m^{(a)} - \gamma_j^{(a)}\right) = \frac{1}{m^{(a)}_\text{Boltz}}\left(\gamma_i^{(a)} - \gamma_j^{(a)}\right)\]

Combining Eq. (32) with expression (B12) yields six linear equations

\[-2\gamma_j^{(a)}\gamma_i^{(a)} + \psi_0^{(a)}\left(\gamma_j^{(a)} + \gamma_i^{(a)}\right) + \psi_j^{(a)}\left(\gamma_j^{(a)} + \gamma_j^{(a)}\right) + \psi_m^{(a)}\left(\gamma_j^{(a)} + \gamma_j^{(a)}\right) + 2\psi_0^{(a)}\left(\gamma_j^{(a)} + \gamma_j^{(a)}\right) = \frac{1}{m^{(a)}_\text{Boltz}}\left(\gamma_i^{(a)} - \gamma_j^{(a)}\right)\]

In a kinetic FP simulation, the nine linear equations (C2) and (C1) are solved at each time step and each grid cell to calculate the model parameters \(\gamma_i^{(a)}\) and \(\gamma_j^{(a)}\).

**APPENDIX D: TIME EVOLUTION OF MOMENTS**

To integrate the stochastic equation of motion (34), the species velocities and temperatures at the end of the integration process must be known. When assuming homogeneous systems, the rate of change of velocity moments is given by production terms. Hence, the system

\[
\begin{pmatrix}
\frac{d}{dt}\left(\gamma_i^{(a)}\right) \\
\frac{d}{dt}\left(\gamma_j^{(a)}\right) \\
\frac{d}{dt}\left(\gamma_m^{(a)}\right)
\end{pmatrix}
= \begin{pmatrix}
\frac{p^{(a)}_{\text{Boltz}}}{\gamma_i^{(a)}} \\
\frac{p^{(a)}_{\text{Boltz}}}{\gamma_j^{(a)}} \\
\frac{p^{(a)}_{\text{Boltz}}}{\gamma_m^{(a)}}
\end{pmatrix}
\]

of ordinary differential equations can be deduced for each species. Note that the right side of (D1) depends on all species in the mixture. Hence, expression (D1) designates a system of \(7 \times N_{\text{species}}\) differential equations, where \(N_{\text{species}}\) denotes the number of species. The evolution equations for the heat fluxes are included in system (D1), since the production terms (A1) also depend on heat fluxes. When the vector \(\left(\gamma_i^{(a)}, \gamma_j^{(a)}, \gamma_m^{(a)}\right)\) is employed as an initial condition, the solution of (D1) yields the species flow velocities and temperatures \(\left(\gamma_i^{(a)}, \gamma_j^{(a)}, \gamma_m^{(a)}\right)\) at the end of the time step.
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