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Some popular techniques are:

ADensitybased techniques (LOF,

A Cluster analysis-based outlier detection (DBSCAN,
OPTI CS, ¢é)

.00s
A One-class support vector machines (SVM) . -ﬁ;}';,_,;‘p
PR
A Adapted neural networks (autoencoders, variational : C? O -
autoencoders, ¢€) . .o
.00s : 13s ) : .00s

A Covariance estimation in Gaussian distributed dataset Anomaly detection on 2d toy datset*
A orange: inlier

*https://scikit-learn.org/stable/modules/outlier_detection.html A blue: outlier

A black: decision boundary
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Applications: Outlier Detection on Rocket Fuel Combustion Image Data

Application 1

Hybrid rocket fuel combustion

with RA-TRS

Test 284 (3 seconds, 30 000 images)

Application 2

Projects ATEK / STORT

with AS-HYP, MORABA, BT-KVS
Static Firing Tests
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How to find an adequate algorithm for our applications?

A Start: Comparison of two features ‘ iy for all ’'Q ph8 ho 1t 1 imAges of test 203 and 284 (Application 1).

Robust cou
s e test 203 test 284 | drizontal axis:
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X-component image center
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Local Outlier Factor (LOF)

A Algorithm that bases on local density of data points.

A Shares some concepts with clustering algorithms such as
DBSCAN and OPTICS.

ADoes not show a decision boundary, i.e. cannot directly be used
on new data (not necessary here)

ACore idea: Compare local density of an object to the local
densities of its neighbors.

ARati o ADensity of neighbors / Il ocal density of an c
A4 1.0 means similar density as neighbors .
A> 1.0 means lower density than neighbors (outlier candidate) Point density with respect to k=3

closest neighbors
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Pros and Cons of Local Outlier Factor (LOF)

Advantages
A Algorithm recognizes local outliers
Applications: detect anomalies in different
combustion flow phases and not in transition regime.
A Deals with regions of varying densities.
AOnly requires a dissimilarity function not a distance
function (i.e. triangle inequality is not required).

Disadvantages
AOutlier score > 1.0 is hard to interpret (threshold
value is problem dependent).
ANo decision boundary (important for additional data).
AHow to determine hyperparameter k (number of
neighbors that is considered)?
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Dissimilarity measure for image data

A LOF requires pairwise dissimilarity of images (matrix of
size nr_of images x nr_of _images).

A Standard approaches such as mean squared error (MSE)
/ discrete L2-norm often differ from human recognition.

(a) Original (b) Mean luminance shift (c) Contrast stretch
MSE =0:SSIM = | MSE = 144, SSIM = 0.988 MSE = 144, SSIM =0.913

A Advanced dissimilarity measures such as structural
similarity (SSIM) often perform better (considers
luminance, contrast and structure) but are much more
expensive.

A Structural similarity (SSIM)/ structural dissimilarity

. . . . d) Impuls i Blurri EG i
(DSSIM) is not a distance metric (but not required for K iy e Mt
LO F)- MSE = 144, SSIM = (0.840

Example: (b)-(f) with same MSE, SSIM decreases*

* https://nsf.gov/news/mmg/mmg_disp.jsp?med_id=79419&from=
# 7 ; o
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Pairwise distance matrices for test 284

O more irregular O more regular
matrix structure? matrix structure?
potdreitér for anomaly O betttenvial
anonetiesion? Clasi@magj@s
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Computing time: 3-4 minutes Computing time: 5 days (OpenMP parallel, 56 cores)

one comparison & 0 . stikitsmade)




