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Software of rocket propulsion systems has a very high complexity but must also guarantee an outstanding
level of reliability. Therefore, extensive tests are inevitable during the development process to meet the
requirements. However, ground tests of the entire propulsion system are extremely expensive and can not
address all nominal and off-nominal behavior that could possibly occur during the mission. Hardware-in-
the-loop simulations allow realistic testing of embedded systems (e.g., the engine controller or an actuator)
by combining a software simulation with emulated electrical sensor and actuator signals. This contribution
discusses hardware-in-the-loop methods for anomaly detection and control systems of rocket propulsion
systems. We develop a roadmap surveying a step-by-step approach to demonstrate the reliability of advanced
control algorithms and sketch how to deploy such algorithms on space-graded embedded systems. In the
future, adaptive and reconfigurable control for the propulsion system will become increasingly important.
Adaptive control can tune the control actions to uncertain or changing system characteristics. Also, coupling
the control algorithms to suitable anomaly detection systems allows the safe reaction to unforeseen events,
which further improves the reliability of the propulsion system. The DLR Institute of Space Propulsion
operates extensive test facilities for developing propulsion system technologies to operational maturity and
ensuring their quality. Specific attitude pointing aspects of the propulsion system software can be simulated
by high precision turntables at the company Zentrum für Telematik (ZfT). Within the cooperation between
the DLR Institute and ZfT, different aspects of complex control software for propulsion systems are analyzed
and tested using the available facilities.
keywords: hardware-in-the-loop simulation, rocket engine control, control system development, rocket
propulsion test facilities

1. Introduction

The demands placed on the software are constantly
increasing in the area of space transportation. The
reasons for this are that mission profiles are becoming
more complex, e.g. landing of first stages for subse-
quent reuse, and that control aspects are gaining in
importance.4

Liquid rocket engines like the Space Shuttle main
engine use closed-loop control at most near steady
operating conditions. The control of the transient
phases is traditionally performed in open-loop due to
highly nonlinear system dynamics. The situation is
unsatisfactory, in particular for reusable engines. The
open-loop control system cannot react to external dis-

turbances. It is therefore intended to extend the use
of closed-loop control to the transient phases. Only
optimal control can guarantee a long life expectancy
of the engine without damaging pressure and tem-
perature spikes. Although the importance of a suit-
able closed-loop control system has been evident for
many years, the majority of rocket engines still em-
ploy valves which are operated with pneumatic ac-
tuators, too inefficient for sophisticated closed-loop
control. The development of an all-electric control
system3 started in the late 90s in Europe. The fu-
ture European Prometheus engine will have such a
system.16 Other countries are also well advanced in
the research and development of electrically operated
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flow control valves.1 Due to the electrification of the
actuators and the grown demands, the interest in op-
timal engine control increased recently and will fur-
ther rise in the future.

Since rocket engines operate at the limits of what
is technically feasible, they are inherently suscepti-
ble to anomalies. The immense costs associated with
the loss of the launch vehicle clearly show the im-
portance of a suitable condition monitoring system.
Machine condition monitoring systems must provide
a proper diagnosis in real-time from existing sensor
data to detect abnormal behavior and, for example,
to trigger an emergency shutdown. Condition mon-
itoring algorithms must be able to detect all critical
faults that may occur during the operation of a rocket
engine. Furthermore, it is not enough to detect and
categorize a fault. One must also be able to react ac-
cordingly to it. Fault-tolerant control systems aim at
an optimal control reconfiguration and satisfy the in-
dustrial demand for enhanced availability and safety,
in contrast to traditional reactions to faults, which
bring about sudden shutdowns and loss of availabil-
ity.

Modern control methods offer significant advan-
tages compared to classical techniques. However, the
use in a safety-critical area such as space transporta-
tion places great demands on robustness and reliabil-
ity. For this reason, the testing of appropriate soft-
ware is of utmost importance.

2. Rocket Propulsion Systems Control

Rocket propulsion systems produce thrust by
ejecting a gas that has been accelerated to high speed
through a propelling nozzle. Efficient engines use
the combustion of reactive chemicals, consisting of
fuel and oxidizer components, within a combustion
chamber to supply the necessary energy. According
to Newton’s third law, the gas expansion pushes the
engine in the opposite direction. The net thrust of a
rocket engine depends on the mass flow of the exhaust
gas and its effective exhaust velocity. Changing the
direction of the thrust can be achieved by gimbaling
the whole engine, which is the standard procedure
for big liquid rocket engines used on modern launch
vehicles. For a given propellant combination, nozzle
geometry, and ambient conditions, the magnitude of
the thrust is a function of the combustion chamber
pressure and mixture ratio, i.e. oxidizer to fuel ratio.
Thus, those factors are usually the focus of the main
control loops and are controlled via adjustable flow
control valves.12 Linear actuators are used to change
the gimbal angle of the engine and therefore the direc-

𝜙 
|𝐹| 

Vehicle 

Fig. 1: Gimbaled Engine

tion of the thrust, compare Fig. 1. Further actuators
are the ignition systems. Sequences like the start-
up of a rocket engine must be carried out in a closely
coordinated manner. Pressure peaks may cause back-
flows in the feed lines, which can destroy the engine.
Other constraints are given by temperature and ro-
tational speed limits. Especially the reuse of engines
necessitates the use of condition monitoring methods.
This is the only way to monitor changes in system
health. Condition monitoring and anomaly detection
are also a prerequisite for health management tech-
niques and emergency shutdowns. As already men-
tioned, it is common to handle the demanding tran-
sients in open-loop. In steady-state operation, classic
control methods, e.g. of the PI type, are used if at all.
Concerning the condition monitoring simple red line
methods are state-of-the-art. Although classical con-
trol algorithms are well tested and can be made very
robust, they have fundamental limitations and may
not be sufficient for future reusable engines in terms
of performance. To make matters worse, the perfor-
mance of a reusable engine might degrade over time
due to soot depositions, increased leakage mass flows,
which are caused by seal aging, or turbine blade ero-
sions. Therefore, it must be possible to easily adapt
the control system to guarantee optimal performance.
The last years have witnessed an enormous interest
in the use of artificial intelligence methods for auto-
matic control, especially machine learning algorithms
including neural networks. These methods seem to be
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Trained Network Rocket Engine Controller
Supervised / Reinforcement

Learning

Training (CPU/GPU) Format Conversion Deployment - Inference

Fig. 2: Development Flow. Figure adapted from Fig. 1 by Nadeski11

.

particularly promising for adaptive control, fast opti-
mal control, and condition monitoring, but challenges
remain.

A major challenge in rocket engine applications is
that the control systems are safety-critical. A rocket
engine can destroy or degrade itself and the environ-
ment around it if improperly controlled. Reliability
and safety have top priority in aerospace applications.
Considering operation constraints is fundamentally
necessary in such cases. Constraints are not only
important during system operation, but also during
adaption phases as well. Although the stability of
neural network controllers is in general not guaran-
teed, there has been promising recent work on certi-
fying the stability of certain control policies.8 The
verification and validation of neural networks and
adaptive systems have intensively been examined as
well.7 Another challenge is given by the limited com-
putational resources associated with typical embed-
ded systems used in space applications.

3. Deployment on Embedded Systems

As precisely stated by Roth et al.,13 the computing
power during the operating phase of machine learning
algorithms is typically limited. This is particularly
true for space applications, where robust and fail-
safe computing hardware is used in the harsh envi-
ronment of space or during a rocket launch. Further-
more, high-performance computing hardware with
high weight is not feasible for space launch vehicles
as weight is one of the most critical design param-
eters limiting the launcher’s performance. In recent
years, different techniques were developed to reduce

the computational demands during neural network
training and inference.13 These techniques can re-
duce memory usage, and increase inference speed and
energy efficiency.

However, these improved methods are only neces-
sary for very deep and complex neural network ar-
chitectures used for computer vision (e. g., object de-
tection or video tracking), natural language process-
ing, or when training the neural network directly on
the embedded system. For most applications, it is
enough to deploy only the trained neural network on
the embedded system. One would train the neural
network using suitable data sets (supervised learning)
or simulation environments (reinforcement learning)
on a dedicated workstation in Python with commonly
used machine frameworks such as TensorFlow or Py-
Torch. Then, one would convert the neural network
to C/C++, and copy the network to the embedded
system on the actual space system, compare Fig. 2.
Thus, the embedded system just needs to handle the
inference, which has much lower computational de-
mands than the training of the network.

Furthermore, the necessary network architectures
for engine control and condition monitoring are much
smaller than those used for computer vision. For
example, a closed-loop controller of the combustion
chamber pressure and mixture ratio was realized with
only two hidden layers of 400 and 300 neurons.19

A single inference on this network needs only ap-
proximately 250 000 floating-point operations (flops).
A space-graded microcontroller used in a variety of
spacecraft is the RAD750 with a computing perfor-
mance of 80 million flops per second.10 Clearly, this
microcontroller can handle the inference in real-time.
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Fig. 3: HIL Configuration

For computer vision or similar applications, which
need bigger neural networks and more computing per-
formance, rugged computers based on industrial AI
boards could be used after strengthening them for
space conditions.

There is a loss in accuracy if a neural network
is trained only in a simulated environment. Espe-
cially when aerodynamics and fluid dynamics have
to be considered. There are reinforcement learning
approaches that explicitly consider modeling errors.
Domain randomization can produce controllers that
generalize well to a wide range of environments.17

Nevertheless, fine tuning of the control law on the
real propulsion system is preferable. Since the test
bench measurement command and control systems
lacks corresponding restrictions on computing power,
such a procedure would be executed using test bench
infrastructure. For control law adaption one could
also use recorded flight data.

4. Hardware-in-the-Loop Testing

Hardware-in-the-loop (HIL) testing2 refers to the
inclusion of physical devices (hardware) into the sim-
ulation process. A typical example would be connect-
ing a real physical controller, i.e., the same one that
would perform this duty in the actual plant, with a
software simulation of the plant. This allows validat-
ing a control system without putting the plant (in
our case the propulsion system) at risk. It is not
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Fig. 4: Extended HIL Configuration

only more economical to develop and test while con-
nected to a HIL simulator than the real plant, but
also increases the scope of the testing. HIL tests en-
able testing at or beyond the range of the nominal
engine parameters and verification of the system at
failure conditions. A suitable mathematical system
representation is required, which must be real-time
capable.

A suitable simulation environment for rocket
propulsion systems is given by EcosimPro, which
is a modeling and simulation tool for 0D and 1D
multidisciplinary continuous and discrete systems.
In EcosimPro, the system description is based on
differential-algebraic equations and discrete events.
Within a graphical user interface, one can combine
different components, which are arranged in sev-
eral libraries. Of particular interest are the Euro-
pean Space Propulsion System Simulation (ESPSS)
libraries, which are commissioned by the European
Space Agency (ESA). These EcosimPro libraries are
suited for the simulation of liquid rocket engines and
test benches. Employees of DLR Lampoldshausen
have many years of experience in the use of Ecosim-
Pro/ESPSS and used it for example for the design
and optimization of the LUMEN engine.5 Further-
more, advanced machine learning based surrogate
models can be integrated into EcosimPro to improve
the simulation quality.6,18

Using an EcosimPro deck, i.e. is a simulation
model designed to run as a standalone black box
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independent from the main program, and so called
S-functions the model can be easily exported to
Simulink. Via the Simulink Coder tool, a package is
obtained that is ready for use on different platforms,
which can act as HIL simulators like the National In-
struments PXI platforms. It must be checked that
real-time conditions are satisfied in the execution of
the model selecting an appropriate sample time.

Fig. 3 shows a HIL set up which includes an elec-
trical emulation of all sensors and actuators. The
embedded controller receives simulated sensor data
from the HIL simulator and sends control inputs to
the HIL system.

As a next step, real actuator hardware can be in-
cluded. Electrically operated flow control valves are
composed of three parts: the hydraulic part, the ac-
tuator part and the electronics command part. The
actuators, which can be given by one or two electrical
motors, can easily be included in the HIL tests, com-
pare Fig. 4. The hydraulic parts have to be replaced
by other actuators which provide a realistic torque
calculated by the HIL simulator. Obviously, not all
actuators can easily be included in this way, e.g. igni-
tion systems are still emulated. A more complex test
set up also allows the partial inclusion of representa-
tive environmental conditions, e.g., temperature and
vibrations.

The HIL simulator can also simulate the occur-
rence of anomalies and the gradual deterioration of
system health. Therefore this system is perfectly
suited for testing the anomaly detection and condi-
tion monitoring functions of the developed real engine
controller.

5. DLR Rocket Engine Test Facilities

Although HIL tests can make a significant contri-
bution to the development of rocket engine control
systems, they cannot completely replace tests of the
control system during the firing of a real engine us-
ing a suitable rocket engine test facility. The main
reason is that even the most sophisticated simulation
models have prediction errors due to not included ef-
fects or model miss-specification. This is especially
true for complex systems like rocket engines. Thus,
real engine tests are needed for system identification
and tuning of the controllers. Fig. 6 shows the devel-
opment process for a new engine controller. In the
first step, the implemented control software is tested
within a modeling environment to prove the control
software design (software-in-the-loop testing). Next,
the previously discussed hardware-in-the-loop tests
are performed to test the embedded control archi-

Fig. 5: P8.3 Engine Test Facility

tecture. Finally, the developed control system and
the simulation models are validated by firing tests of
a real engine at a suitable rocket engine test facility.

Sensor data from hot firing tests also provide the
training data for machine learning based condition
monitoring systems. Fortunately there are machine
learning algorithms, which only need data for nomi-
nal operation. Once trained, neural networks can be
used to distinguish nominal and off-nominal behav-
ior. By taken the correlations and interactions be-
tween various variables into account, the transition
to off-nominal behavior is detected before a classical
red line gets triggered.

The test facilities at the DLR Institute of Space
Propulsion are a fundamental pre-requisite for de-
veloping engine technologies to operational maturity
and ensuring their quality. The P4 altitude simu-
lation test bench played a indispenable role during
the development of the Vinci upper stage engine,
which will be on the upper stage of the Ariane 6
launch vehicle. The P5.2 test facility can even be
used to qualify not only engines and individual com-
ponents, but also complete cryogenic upper stages.
Perfectly suitable for researching advanced technolo-
gies for future space engines is the P8 test bench,
which is operated by CNES, DLR and ArianeGroup.
At the interfaces to the test objects in the test cells
P8.1 and P8.2 the high pressure supply system pro-
vides fuel at pressures of up to 360 bar. This allows
for fundamental research and technology testing of
pre-combustion chambers, gas generators and main
combustion chambers for rocket propulsion systems.
With the launch of test cell P8.3, , compare Fig. 5, a
low-pressure supply will also be available, so that in-
vestigations on rocket engines with pump supply are
possible there.
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6. Zentrum für Telematik (Zft) Test Facility

In order to characterize the thrust vector, the
satellite orientation plays a crucial role for resulting
orbit changes.9 The high precision pointing capabil-
ities, which are necessary in a typical dynamic space
environment, can be tested with the turntables of
“S4 – Smart Small Satellite Systems GmbH” in the
ZfT facility. The concept of the Dynamic Bench Test
Facility, compare Fig. 7, is based on the combined
operation of two high-precision three-axis motion
simulators, sensor stimulators and a simulation
computer system. Arranging motion simulators and
sensor stimulators into proper geometrical configu-
ration enables HIL simulations, as well as material
stress tests, sensor characterization, and calibration.

This unique precision facility offers testing of
multi-satellite14 systems with a focus on formation
control, relative navigation, inter-satellite communi-
cation links and cooperative target observation.15

7. Conclusion

As the demands on the rocket propulsion control
systems continue to rise, the control software is also
becoming increasingly complex. The complex soft-
ware requires more powerful hardware in turn. Mod-
ern embedded system can handle neural networks
and diverse model-based approaches. Thus, exten-
sive testing becomes even more important and is in-

Axis Outer Middle Inner

Range [◦] ±120 ±120 ∞
Torque [N m] 2x4000 2x2500 95
Max. Acceleration [◦ s−2] 1000 6000 2000
Min. Velocity [◦ s−1] 10−4 10−4 10−4

Max. Velocity [◦ s−1] 150 150 150
Pointing Accuracy [◦] 10−4 10−4 10−4

Orthogonality [arc sec] < 5
Intersection [mm] 0.2

Table 1: Characteristics of the Turntable

evitable during the development process to guarantee
the reliability of the control system. We sketched a
development and test roadmap for rocket propulsion
systems. First, the testing is completely performed
in simulation. Second, step by step some virtual el-
ements are replaced with real hardware (hardware-
in-the-loop tests). Third, real embedded systems are
tested with real rocket engines using advanced rocket
engine test facilities.
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