
Empathic assistants – Methods and use cases 
in automated and non-automated driving  

Anna-Antonia Pape1, Sonja Cornelsen1, Victor Faeßler1, Klas Ihme2,  
Michael Oehl2, Uwe Drewitz2, Franziska Hartwich3, Frank Schrödel4, 
Andreas Lüdtke5, Martin Schramm6 

1: TWT GmbH Science & Innovation 
2: Deutsches Zentrum für Luft- und Raumfahrt, Braunschweig  
3: Technische Universität Chemnitz  
4: IAV Automotive Engineering, Chemnitz 
5: OFFIS Institut für Informatik, Oldenburg 
6: Soundreply GmbH, Köln 

  

435© Springer Fachmedien Wiesbaden GmbH, ein Teil von Springer Nature 2020
M. Bargende et al. (Hrsg.), 20. Internationales Stuttgarter Symposium ,
Proceedings, https://doi.org/10.1007/978-3-658-29943-9_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-658-29943-9_34&domain=pdf


Empathic assistants – Methods and use cases in automated and non-automated …  

Introduction 
Modern vehicles come with various advanced driving assistance systems. Today, most 
of these systems are targeted at improving safety, because human error is a major cause 
for accidents. Most human errors are related to impaired cognitive processing due to 
sleepiness, alcohol intoxication or engagement in secondary tasks such as cell phone 
use that distract from the driving task. Therefore, systems that monitor driver states for 
improved safety are on the market and will be mandatory in new cars starting in 2022 
[1]. 

However, with the advent of self-driving cars, human driving errors are deleted from 
the equation. This means that safety becomes less of an issue because the human is no 
longer the driver. Instead, tomorrow’s passenger will want to use the free time relaxing, 
working or doing something fun [2] and, he1 will want to switch between these activities 
quickly without too much hassle. That means with the arrival of self-driving cars, new 
needs and expectations have to be catered to both with hardware, e.g. for working or 
sleeping, but also with intuitive human machine interfaces to operate that hardware.  

Despite its many promises, many people have concerns about autonomous cars accord-
ing to previous research [3]. They therefore plan to either not use them at all or plan to 
keep watching the road, thereby missing out on the benefits autonomous vehicles have 
to offer to their users. These challenges, if not addressed, will at best severely impair 
the user experience in self-driving cars and at worst reduce the acceptance of this tech-
nology in a way that its market spread is delayed. 

To help tomorrow’s passenger enjoy the ride, we suggest to repurpose the technology 
for use in empathic assistants [4,5,6,7]. An in-car empathic assistant is a digital assistant 
whose goal is to make driving comfortable and safe by catering to the user’s needs. To 
this end, it detects user states and tries to improve the situation either by directly exe-
cuting or by suggesting in-car adaptations tailored to the user need in the situation. 

Such interventions can be anything that improves the comfort of the passenger. If the 
passenger is sleepy, the empathic assistant could carefully recline the chair and make 
sure that driving maneuvers are gentle and don’t wake the passenger up. If the passenger 
wants to work, the empathic assistant could reduce the number of notifications or block 
incoming calls and choose route alternatives where working is easy (e.g. less bends and 
curves).  

  

 
 
1 Whenever the personal pronoun „he“ is used, it should be understood as referring to all genders, 

unless explicitly stated. 
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As we will see, use cases of empathic assistants are not limited to automated driving. 
In fact, for manual driving contexts, a pro-active human co-driver is the role model of 
an empathic assistant. Just like a pro-active caring human co-driver understands the 
current situation inside and outside the car, the empathic assistant understands the driver 
and takes care that the atmosphere in the car is as comfortable as possible and actively 
supports the driver by suggesting and/ or completing small secondary tasks. An exam-
ple of pro-active support could be to turn the radio sound lower on a busy intersection 
if the co-driver notices signs of increased workload in the driver or knows the driver to 
be sensitive to noise in stressful situations.  

In our work on empathic assistants, we put the user and his needs into the center of our 
attention and develop for his needs in the car. In the remainder of the paper, we will 
shortly talk about the technical building blocks of empathic assistants before describing 
our work on two empathic assistants we are currently developing in two federally-
funded research projects, namely AutoAkzept and F-RELACS. 

Technical building blocks of empathic assistants 

 
Figure 1: System Architecture of an Empathic Assistant, see [8] 

To implement an empathic assistant as a helpful digital companion in cars, a compre-
hensive system architecture is necessary, see Figure 1. We designed and currently im-
plement this architecture in AutoAkzept [8]. It is implemented in a similar way in  
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F-RELACS. The architecture consists of six modules. On one end of the system archi-
tecture is a set of sensors (1) that monitor the user2 and the context and uses them to 
model both user and context separately (2, 3). Information about the user and the con-
text is then integrated in the integrated situation model (4). A user profile (5) holds 
information about user preferences. In the end, a recommender system (6) suggests the 
best possible reaction or action that the empathic assistant can take. 

Data about the user is continuously captured using contactless sensors such as cameras 
tracking his face, eyes and body, and sensors monitoring e.g. heart rate and skin con-
ductance via electrodes or photoplesmography (PPG). These data are fed into machine 
learning classifiers that have been trained to detect certain behaviors (“e.g. taps with his 
foot”, “bites his lips”) and categorized physiological states (“has increased heart rate”). 

To monitor the context, the system taps into several different environmental data that 
may have an influence on the user’s current state. These data can include recent inter-
actions with the car HMI, calendar entries on the user’s phone, the time of day, the car’s 
current speed, its time-headway, etc. The context model (3) clusters the environmental 
data into categories that have been found to correlate with certain user states. 

The integrated situation model (4) integrates information from the user model and the 
context model and derives the most likely user state along with its most likely environ-
mental cause (e.g. P(anxious| time pressure)) using Bayesian methods.  

Module (5) and (6) have slightly similar purposes: they suggest the best intervention 
strategy that the empathic assistant should take. The user profile (5) outputs an inter-
vention strategy that a specific user would most likely prefer given his personal history 
of previous interventions and his reactions to them [9]. 

As this user profile is not always available or the preferred intervention may not be 
suitable, the recommender system (6) after additional security checks makes the final 
decision. It chooses the most suitable intervention strategy to improve the current user 
experience and transfers it for execution.  

  

 
 
2 For ease of reading, we will use the word “user” to refer to the human whose cognitive or emo-

tional state is being inferred. In a manual driving situation, the user is the driver, in an autono-
mous driving situation any passenger of the car can be the user. 
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AutoAkzept – An empathic agent improving trust in 
automated vehicles 
AutoAkzept puts the human passenger and his needs during automated and autonomous 
driving into the center of our research and development. In this project, we are devel-
oping solutions for three uses cases, namely (1) enabling working in the mobile office, 
possibly under time pressure, (2) improving trust and comfort in a RoboTaxi, and (3) 
preventing kinetosis [8].  

Regarding use case 2, previous research has shown that passengers often feel discom-
fort and anxiety when riding in autonomous cars because maneuver decisions may seem 
unsafe from the perspective of the human passenger [10]. This occurs for example when 
the car keeps small distances to leading cars or overtakes when the human driver per-
ceives it to be unsafe. However, under the assumption that the automation makes sound 
decisions (e.g. because it is wirelessly connected to the leading car and shares infor-
mation about maneuvers with it), the passengers’ feelings of discomfort and anxiety are 
unnecessary and can and should be avoided through an empathic assistant. 

The goal of our work in AutoAkzept is a demonstration of an empathic assistant than 
can address the user needs in all three use cases. Here, we present parts of this work 
addressing the user story in the scenario named Shared Space which is part of the use 
case nr 2 (RoboTaxi): 

User Story Shared Space Scenario in the UseCase RoboTaxi in AutoAkzept 

It is Saturday. You just finished shopping downtown and it’s very busy and 
crowded. With all those heavy, voluminous bags you don’t want to block the pub-
lic transport. Luckily, as you leave the store, you spot a self-driving taxi and grab 
it. As you sink relieved into the seat, the taxi leaves the parking spot and every-
thing seems fine, but then your way leads across a shared space. Your relief is ex-
changed by anxiety for all the pedestrians and bikes around the taxi. Has the car 
seen that bike next to us and that it seems to want to go straight where the taxi 
needs to turn right? And what about the mother with her little girl wanting to cross 
our path...? 

 
In the user story above, the empathic assistant should take measures to relieve the pas-
senger from his anxiety, e.g. by sharing information about the car’s situational model 
of the surroundings or upcoming trajectory. This should be done when it’s necessary, 
i.e. when he is anxious about how the car handles the traffic. It should not be done at 
uninvited or unnecessary times to avoid annoying the user with unwanted information, 
e.g. when the user is sleeping or working.  
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That means, to put the “empathic” into the empathic assistant, the assistant needs to be 
able to know when to assist. This is why we need user state detection, i.e. machine 
learning algorithms that have been trained to differentiate between anxious and non-
anxious users and can infer from the context whether present anxiety is caused by the 
driving situation. 

To train the algorithms, large amounts of data are necessary that have to be captured 
from real users in contexts that match the real application as closely as possible. We 
collected data from 17 participants riding on the passenger seat of a self-driving car 
through seven everyday scenes with several pedestrians and a bike (see Figure 2). For 
reasons of safety and experimental design, the experiment was carried out on the run-
way of a small airport. All participants (9 women) had a driver’s license and drove at 
least 3.000 km / year. Mean age was 28.88 (range = 20 – 50).  

 
 

Figure 2: Scene in which a pedestrian crosses the car’s path while he is wearing head-phones  
and staring at the phone. Anxiety could arise because the pedestrian remains unaware of the  

approaching self-driving car and if the car did not start breaking early enough for the  
passenger to feel safe.  

The data we collected from the participants during this experiment included camera 
data observing the participant’s face and body, eyetracker-data, and data on physiolog-
ical variables (heart rate and skin conductance) collected by a wristband worn on the 
left arm. In addition, participants continuously rated their anxiety level using a tracking 
device to be operated with their right hand’s index finger.  
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The data collected for context observation included information from the car’s environ-
mental sensors, e.g. time headway, position and path of detected objects in the car’s 
vicinity and so on.  

After each scene, participants rated the potential sources of anxiety, e.g. whether they 
felt the car was able to handle the situation, whether they felt well informed about the 
upcoming behavior of the car, whether it kept enough distance to the pedestrian and to 
the bike and so on. Based on these data, we are currently developing user models and 
an integrated situation model to link user states and likely causes. 

 
 

Figure 3: Average agreement (N=17) to two statements after riding on the passenger seat of an 
automated car through different scenes without and with other road users. In the 0th ride, no 

other road users were present. The 1st, 4th and 7th scene participants experienced different eve-
ryday scenes with pedestrians and bikes. 

In addition, the results from these questionnaires (Figure 3, left panel) are in line with 
the rationale of the project, because they show that participants reported a gap of trust 
in the abilities of the self-driving car. Also, this gap slightly increased, at least initially, 
once other road user were present on scene. At the end of the experiment, after experi-
encing seven scenes, the trust gap still remained.  

In a similar way, participants felt they could not foresee what the car would be doing 
next (Figure 3, right panel). To find out whether information about the egocar’s upcom-
ing behavior would be helpful, we asked after each scene which information they would 
have liked to have while riding in the car. And indeed, most participants agreed that 
information about the intention of the egocar (i.e. the car in which participants were 
sitting) would be very helpful. Information about the position and inferred information 
about the intention of the other road users was also rated to be helpful with slightly less 
between-subject agreement (Figure 4). 

The questionnaires gave us a first insight in what kind of information should be offered 
by the empathic assistant to improve user experience. To get a more detailed insight 
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into our user’s thoughts, we also conducted an interview with each participant after he 
experienced all seven scenes. In the later part of this interview we used a rapid proto-
typing method to iteratively improve prototypes on human machine interfaces to com-
municate helpful information to allow the user to better understand the maneuver deci-
sions and reduce anxiety. Based on the interviews, we are currently developing a head-
down and a head-up HMI using our driving simulators and virtual reality set-ups. 

As mentioned before, this paper describes just one of three scenarios in one of three use 
cases that we’re currently building demonstrators for in AutoAkzept. Together, our de-
velopments on empathic assistants will contribute to better user experience and ulti-
mately acceptance of self-driving cars. 

 
 

Figure 4: Average agreement (N=17) to statements about which information participants deemed 
helpful. Abbreviated axis labels refer to the information about (left to right) intention of other 

road users inferred by the car, position of the other road users, intention of the egocar (the car in 
which participants were riding) and distance between the egocar and the other road users.  

F-RELACS – An empathic assistant reducing 
frustration in two automation levels 
Negative emotions such as frustration are common in traffic and while driving. When 
drivers experience negative emotions such as frustration, they are most often triggered 
by events happening in the surrounding traffic or while interacting with the navigation 
system or other parts of the human computer interface [11]. For example, triggers of 
frustration can be congested roads, slow leading vehicles or red traffic lights that hinder 
the driver from reaching his destination at the expected time [12,13,14]. These exam-
ples demonstrate that frustration can occur in all automation levels. Ergo, many possible 
use cases can be thought of where an empathic assistant may sense and reduce frustra-
tion.  
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Also, frustration has practical implications for safety and user experience, underlining 
the value of a frustration-reducing empathic assistant. Not only is frustration generally 
unpleasant and but it is also detrimental to user experience, if it is directed at the inter-
action between user and a certain technology and will limit acceptance and spread of 
this technology. In addition, frustration can also turn into a safety issue: Previous re-
search has shown that frustration and anger can lead to aggressive driving and more 
generally impairs cognitive processing ability needed for driving [4,12].  

Having identified frustration as a worthwhile challenge and playfield for an empathic 
assistant because it impairs both safety and user experience, in the federally-funded 
research project F-RELACS (Frustration Real-Time Recognition for an Adaptive In-
Car System) we work on developing an empathic assistant that reduces in-car frustra-
tion.  

First, in a workshop with experts from automotive human factors, human-machine in-
teraction and voice user interfaces, we generated user stories describing concrete frus-
trating scenarios, and picked one from the field of manual driving, one from the field 
of automated driving. These user stories are the basis of all our work in F-RELACS.  

User Stories in F-RELACS  

01 Autonomous Driving / User Experi-
ence 

02 Manual Driving / Safety 

Paul is going to an important business 
meeting in another city in a rented, auton-
omous car. Halfway there, he receives a 
call from the day care of his child, that his 
son needs to be picked up immediately. 
Because he has no other option, Paul de-
cides to go pick up his son, but first he 
has to manage to reprogram the naviga-
tion system. Because the navigation sys-
tem is confusing, this turns out to be quite 
a hassle and while the car keeps going to-
wards the business meeting, Paul be-
comes more and more frustrated.  

Tina wants to meet her friends in the 
neighbor town to go see a movie with 
them. On the rural streets that lead her 
there, she gets stuck behind a slow 
truck and cannot overtake due to heavy 
traffic on the opposite lane. As she 
gets a message from her friends that 
the parking options are more limited 
than usual, her frustration level rises. 
When she finally enters the city, she 
needs to take a left turn, but the green 
light phases are painfully short delay-
ing her even further. 

 
To find out what users perceive as helpful strategies to reduce frustration, we conducted 
a focus group study. Here, one often-mentioned strategy was a voice user interface 
(VUI) that assists the user in various ways through natural speech [15].  
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Indeed, use of in-car voice user interfaces is wide-spread [16]. There are more monthly 
users of in-car voice user interfaces than monthly users of smart home speakers. Also, 
previous results suggest that empathic voice user interfaces seem to work in reducing 
anger or sadness [17]. Based on these promising previous results and wide-spread use 
of in-car voice user interfaces, we decided to investigate the questions whether people 
accept voice user interfaces for reduction of frustration and the specific variables that 
make an empathic voice assistant effective for reduction of frustration. 

To reduce frustration using digital assistants, several paths can be taken [18]: Of course, 
removing the cause of frustration would immediately resolve frustration. However, this 
is not always possible as in the case of slow leading traffic or traffic jams and construc-
tion sites (user story 2). Therefore, we are currently exploring two voice-based inter-
ventions strategies that may reduce frustration even if the immediate cause cannot be 
removed. 

On the one hand, we assess whether user’s frustration is reduced when the voice user 
interface employs emotion regulation strategies. Theoretically, this work in grounded 
on Gross’ process model of emotion regulation [19]. Specifically, we test whether and 
how the success of the intervention depends on timing [20].  

Another strategy we explore is to manipulate the VUI’s prosody, i.e. the tone of voice. 
Prosody is an important element of natural conversation. Not only does it often help the 
listener to recognize the speaker’s emotion and intention, it can also be an important 
display of affective empathy, the capacity to respond with an appropriate emotion to 
another’s mental state. In therapy, changing just the prosody of a statement, can make 
the difference in the effect of a therapist’s response to his client, either validating or 
challenging the client [21]. Thus, we want to test the effect of natural prosody in in-car 
VUI and whether it is helpful to reduce frustration. Indeed, an earlier study showed that 
matching a VUI’s prosody to the driver’s mood, subjectively and objectively improved 
attention measures and led to less driving mistakes [22]. In our experiment we test 
whether participant’s frustration is reduced by comments and support offered by an 
understanding voice aimed to validate the feeling of frustration.  
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Figure 5: The picture shows part of our simulator set-up used to manipulate and record user 

states. The screen shows a frustrating scene in F-RELACS use case 02 (frustration in manual  
driving) built in our product Tronis®.  

In parallel to our work on frustration intervention strategies, we are currently also col-
lecting data on user’s expression of frustration (see Figure 5). As of now, the corpus 
already contains data of 50 participants. The experiments are carried out partly in our 
driving simulators and partly in an automated car. While we use a cover story to distract 
from the real purpose of the study, we do manipulate the participants’ frustration level. 
This allows us to collect expressions of frustration as they naturally occur using cam-
eras, eyetracking and physiological sensors. The data is used to train machine learning 
algorithms that can detect different levels of frustration to allow the empathic voice 
assistant of F-RELACS to jump in and be helpful when needed by responding with 
appropriate, suitable frustration mitigation strategies. 

Conclusion and Outlook 
We presented our ongoing work on developing empathic assistants for automated and 
non-automated driving.  

Empathic assistants can be useful for both safety and comfort applications because they 
sense user states, their likely environmental causes and infer the user’s needs and suit-
able adaptations or interventions to these needs. 
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When developing empathic assistants, two aspects are especially important: The adap-
tations and interventions need to be as situation-specific and solution-oriented as pos-
sible because general unspecific strategies have shown to be less effective on changing 
user states [17]. Second, the interventions and suggestions need to come at the right 
time. We address these aspects with the comprehensive system architecture presented. 

Of course, there are limits to this approach. For example, as of right now it is unclear 
how to react to user states that are the result of situations that have happened either in 
the past or are generally not related to the current situation. In such situations, the em-
pathic assistant will not be able to find the cause of the user state and therefore cannot 
react with situation-specific and solution-oriented adaptations. How to handle this situ-
ation in the best manner needs to be dealt with to maintain a high user acceptance and 
trust towards the empathic assistant itself. 

Another current limitation is how to address individual differences and preferences 
about different interventions and adaptations. While we do develop a user profile mod-
ule to keep track of individual user preferences, this user profile initially needs to learn 
the preferences and may need thousands of data points on each individual user to be 
able to do that reliably. Therefore, during the learning phase, the adaptations may not 
match the individual’s preferences but an adaptation that matches the taste of most  
users. 

Last but not least, it may be worthwhile to broaden the applications of empathic assis-
tants beyond improving safety and comfort by reacting to negative user states towards 
empathic assistants that strengthen and foster already present positive user states such 
as happiness [23]. 
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