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Abstract

In order to reduce greenhouse gas emissions of the power sector, high shares of renewable power sources need to be integrated into existing systems. This will require vast amounts of investments. Cost of the capital needed for these investments are unevenly distributed among European regions. They show a clear North-South and West-East divide, which has not exhibited significant signs of narrowing in recent years. Power system studies investigating a continent-wide European power system, however, usually assume homogeneous cost of capital.

The objective of this paper is to investigate how regional differences in cost of capital affect the result of these studies with respect to the optimal power system design. Our analysis is based on power system optimization with inhomogeneous cost of capital in Europe. We find that assuming homogeneous cost of capital leads to estimates on the levelized costs of electricity in a highly renewable European power system, which are too conservative. The optimal system design is significantly affected compared to an inhomogeneous scenario. In particular, we show that inhomogeneous cost of capital favors overall wind power deployment in the case of Europe, while the investment in solar power decreases.
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1. Introduction

In order to fulfill the goals of the Paris climate agreement [1], Europe must meet ambitious CO2 reduction targets. In this context, renewable power sources play a major role. Due to their growing cost competitiveness and vast potential they offer an efficient way to decarbonize the electricity sector. Their relevance even increases, because other sectors besides electricity such as heat and transportation need to be decarbonized as well [2], which is likely to be done via electrification [3]. The transition towards a power system based on renewables is subject of intense research and various solutions have been proposed to ease the large-scale integration of intermittent renewable generation sources: One important aspect is the mixing of different renewable resources to profit from the smoothing effect. This smoothing effect has been investigated for various combinations, e.g. solar photovoltaics (PV) and hydro reservoir storage [4], wind and solar power [5, 6], solar and hydro power [7]. PV and run-off-river [8], solar, wind and pumped hydro storage [9, 10], wind power and concentrated solar power [11], and even small scale hybrid energy systems [12]. The smoothing effect can best be utilized in large scale interconnected systems. However, these systems require the enhancement of the transmission grid [13]. Kies et al. [14] for instance found that insufficient transmission capacities might cause large amounts of renewable generation to be curtailed. Consequently, Cao et al. [15] suggested to incorporate transmission bottlenecks directly into energy system models. Similar to the optimal mix of generation sources, there is a well-known interaction between transmission and storage [16]. Weitemeyer et al. [17] found that storage devices – especially small units with high efficiencies such as lithium-ion batteries [18] – are beneficial for a renewable share of more than 50% in Germany. For higher shares seasonal storage devices and the expansion of the transmission grid become more important [19]. To a small extend over-capacities can reduce the need for both storage and transmission [20]. Furthermore, options to modify the demand side have been investigated [21, 22]. Kies et al. [23] found that demand-side management can balance generation-side fluctuations for a renewable share of up to 65% in Europe. More recently, the establishment of so-called system-friendly renewables such as wind turbines [24] or PV modules [25] that are designed to resemble load patterns or the use of vehicle-to-grid technologies [26] have been proposed.

In the European Union, renewable shares are growing rapidly. This requires vast amounts of capital for investments. Contrary to conventional generation, where generation and operation cost (fuel costs, maintenance, etc.) is crucial, renewable energy sources like wind and solar PV require large upfront investments, while fuel costs are non-existent. In addition, most mentioned integration options are capital-intensive or might even require building up entirely new infrastructures such as demand-side management with smart meters or electric vehicles and their charging infrastructure. This increases the need for investments even further. The European Commission estimates necessary investments of 379 billion Euro p.a. in the
European Union after 2021 [27]. Zappa et al. [28] estimate the cost for building a 100% renewable European power system until 2050 to be 560 billion Euro p.a.. These costs are to a large extent driven by the cost of the capital needed to make investments. According to Noothout et al. [29], conditions to invest in renewables vary considerably between regions in Europe. These variations are reflected in different rates at which investors can raise funds. Noothout et al. [29] measure these rates as the weighted average cost of capital (WACC). Regional differences in WACC mainly originate from different financing and tariff-related risks for renewables [29]. Egli et al. [30] reported that financing conditions for solar PV and wind power projects in Germany have improved significantly over the last years contributing to the reduction of the levelized cost of electricity from these two resources.

In this context, Klessmann et al. [31] suggested to reduce the capital needs for renewables by applying political means to reduce financing risks in the renewables sector. Temperton [32] proposed to establish a transnational European facility in order to reduce the cost for financing renewable projects in Europe. And Kitzing et al. [33] showed that a convergence of policies to support renewables could be observed, which might spur a slight convergence of WACC in the future. However, Brückmann [34] found that no tightening of this WACC gap has occurred in recent years. An interaction between the WACC and the price for CO₂ emissions has been found by Hirth and Steckel [35]. Accordingly, higher WACC require higher CO₂ prices to achieve the same reduction target.

Existing power system studies – such as the studies mentioned above – often apply power system optimization to find the cost-optimal system while keeping greenhouse gas emissions below a certain threshold. From this optimization, the following information can be obtained: What does the optimal system design look like and where should generation, storage and transmission capacity be erected? What is the levelized cost of electricity? These studies, however, often do not consider regional differences in the cost of capital: Schlachtberger et al. [36], for instance, assumed spatially homogeneous costs for optimizing a European power system and for investigating the benefits from increased continent-wide transmission capacity limits. Schlott et al. [37] investigated the impact of climate change on a similar system with the same homogeneous cost assumption. Bearing the results of Noothout et al. [29] in mind, the assumptions made in these studies appear questionable.

Besides the capital cost of generation assets, power system optimization models require the specification of several additional parameters, such as the electrical load at each node and each time step, the electrical properties of the transmission lines or the availability of the volatile renewable resources. Each of these parameters can only be specified within a certain range of uncertainty. Although recommended by DeCarolis et al. [38], these uncertainties are, however, only rarely addressed in current power system models [39]. A possible way to characterize them has for instance been described by Moret et al. [40]. Accordingly, variation ranges can be defined for uncertain parameters by either using values proposed in literature, modeling the variation or using historic data sets (e.g.).

The aim of this study is to investigate the effect of regional differences in cost of capital in Europe on the cost-optimal design of power systems with ambitious CO₂ reduction targets. Unlike other studies in the same field of research of recent years, we directly consider regional differences in the cost of capital. We investigate changes in expenditures for investment and operation compared to a homogeneous reference setup and relate these changes to differences in the cost-optimal deployment of generation capacity. Furthermore, we investigate the impact on overall system costs and the effect of diverging cost of capital. By doing so, our work contributes to a deeper understanding of the effect of input parameter uncertainties on the results of power system optimization models.

2. Data and Methodology

2.1. Power system expansion modeling

In this paper, we investigate the impact of regional differences of the cost of capital on the cost-optimal design of a simplified highly renewable European power system. This cost-optimal design is derived from a greenfield expansion model. No existing generation, transmission and storage assets or retirement of these assets is considered. Instead, the cost-optimal expansion of all assets (starting from scratch) is determined using mathematical programming (Eq. (1) - (9)). The power system considered comprises one node per country (30 in total) and 52 simplified transmission links connecting them. Electricity generation may stem from solar PV, on- and offshore wind, open cycle gas turbines (OCGT), run-of-river power plants and hydro reservoirs. Furthermore, we considered pumped hydro storage units and two generic storage types with fixed power-to-energy ratios (Table 1). Generation from coal and nuclear power plants has not been included for the following reasons: Firing coal for the generation of electricity contradicts the European Union’s goals to significantly reduce greenhouse gas emissions. This goal is implemented by a global cap on CO₂ emissions (see below). Nuclear power is expected not to be cost-competitive. According to Wealer et al. [41], investing in nuclear power is uneconomical independent of the cost of capital, electricity prices and specific investment costs. Lazard [42] found levelized costs for electricity (LCOE) for nuclear power to be between 112 and 183 USD/MWh, which is far above the LCOE for utility scale PV (43-53 USD/MWh) and onshore wind (30-60 USD/MWh). Furthermore, nuclear power exhibits a similar ratio between capital and marginal costs as the renewable resources, i.e. high upfront investments and almost no marginal generation costs. Thus, results likely hold if new developments render nuclear power a cost-efficient alternative.

In our model, the generation capacity of PV, wind and OCGT as well as the transmission capacity were expandable, but we fixed the capacity of hydro dams, run-of-river plants and pumped hydro storage units to the values published by Kies et al. [43]. Different formulations of power system expansion models exist. The main difference is whether unit commitment of the generators or discrete expansion steps for the generator’s nominal power or the transmission capacity are considered. In both
cases, the optimization problem to be solved would be a mixed-integer problem. For this study, we use the pure linear approach, which has been used in several studies before, e.g., \cite{2,36,37}. The optimization problem used to derive the optimal system design contains investments in generation, storage and transmission capacity as well as hourly operational costs originating from load dispatch. It can be represented by:

\[
\min_{\lambda_n,s,l,F} \sum_{n,s} c_{n,s} \cdot G_{n,s} + \sum_{l} c_l \cdot L_l \cdot F_l + \sum_{n,t} o_{n,t} \cdot g_{n,s,t} \tag{1}
\]

subject to

\[
\sum_{s} g_{n,s,t} - d_{n,t} = \sum_{l} K_{n,l} \cdot f_l : \lambda_{n,t} \tag{2}
\]

\[
g_{n,s,t} \cdot G_{n,s} \leq \bar{g}_{n,s} \cdot G_{n,s} , \forall n,t \tag{3}
\]

\[
\text{soc}_{n,s,t} = (1 - \eta_{n,s}^l) \cdot \text{soc}_{n,s,t-1} + \eta_{n,s}^u \cdot \text{uptake}_{n,s,t}, \forall n,s,t > 1 \tag{4}
\]

\[
0 \leq \text{soc}_{n,s,t} \leq \text{soc}_{n,s,t}^u , G_{n,s} \tag{5}
\]

\[
|f_l| \leq F_l , \forall l \tag{6}
\]

\[
\sum_{l} F_l \cdot L_l \leq \text{CAP}_F : \lambda_{n,s}^{\text{trans}} \tag{7}
\]

\[
\sum_{n,s,t} \frac{1}{\eta_{n,s}} \cdot g_{n,s,t} \cdot e_{n,s} \leq \text{CAP}_{\text{CO}_2} : \lambda_{n,t}^{\text{CO}_2} \tag{8}
\]

For an explanation of the used symbols see the nomenclature (Tab. \ref{tab:nomenclature} in the supplementary material). Constraint (2) describes the balance between generation and demand. Constraints (3) - (7) effect the dispatch and state of charge of generators, storage and transmission. The dispatch is constrained by the capacity – or nominal power – of the respective generator and/or storage unit (3). In the case of storage units, the lower bound can be negative, i.e. when the storage takes up energy. In the case of generation technologies, the lower boundary equals zero. The potential generation \(g_{n,s}(t)\) describes the resource availability in case of fluctuating renewable generation facilities. Constraints (4) and (5) ensure storage consistency and cyclic usage of storage, i.e., state of charge at the beginning equals state of charge at the end of the investigated period. Constraint (6) defines the bounds for the storage unit’s state of charge. In equation (4) \(\text{uptake}_{n,s,t}\) refers to the net energy uptake of the storage unit given by:

\[
\text{uptake}_{n,s,t} = \eta_1 \cdot g_{n,s,t,\text{store}} - \eta_2^{-1} \cdot g_{n,s,t,\text{dispatch}} + \text{inflow}_{n,s,t} - \text{spillage}_{n,s,t},
\]

where \(\eta_1,2\) denote the efficiencies for storing and dispatching electricity, respectively. \(g_{n,s,t,\text{store}}\) denotes the storing of electricity into the storage unit, \(g_{n,s,t,\text{dispatch}}\) the dispatch. \(\text{inflow}_{n,s,t}\) is the natural inflow into the water reservoir of dams. And \(\text{spillage}_{n,s,t}\) denotes the amount of the natural inflow, which is spilled. In addition, global limits on transmission and CO\(_2\) emissions are enforced (Eq. (8) and (9) respectively). For this paper, we assumed a global limit of three times today’s net transfer capacities (3 - 31.25 TWkm) as an appropriate compromise between cost-optimal extension and technical and social concerns. Although, this assumption is slightly more conservative than the compromise grid defined in Schlachtberger et al. \cite{36} and Brown et al. \cite{2} at four times today’s values, it allows to capture large parts of the benefits of distributing electricity from renewable resources due to the non-linear decrease in system costs with increasing transmission capacity \cite{36}. Inline with European emission reduction targets, we define a global CO\(_2\) cap of 5\% of the historic level of 1990. In Eq. (2), \(e_{n,s,t}\) refers to the emissions given in tonnes of CO\(_2\) equivalent per MWh of primary energy. \(\eta_{n,s}\) denotes the efficiency of transforming one unit of primary energy into one unit of electrical energy (\(g_{n,s,t}\)). In this model, OCGT is the only generation type with non-zero CO\(_2\) emissions. \(e_{n,s,t}\) and \(\eta_{n,s}\) are set to 0.18 tonnes per MWh and 0.39, respectively.

The same methodology has been used to study, for instance, the impact of climate change \cite{37}, synergies between sector coupling and transmission \cite{2}, the benefit of cooperation in a highly renewable European power system \cite{36} or the impact of CO\(_2\) constraints \cite{44}. We used the software-toolbox Python for Power System Analysis \cite{45} and the commercial Gurobi solver to solve the optimization problem.

2.1.1. Locational marginal prices for electricity

Besides the cost-optimal deployment of generation capacity and the dispatch of electricity, the power system expansion modeling also delivers some information about how prices must develop to achieve this optimal system design via its dual problem. For instance, if a global, i.e., system-wide, CO\(_2\) cap constraint is enforced, the corresponding dual variable \(\lambda_{\text{CO}_2}\) to this constraint yields a price for CO\(_2\) emissions. If this price was set to the emissions in the primal problem without CO\(_2\) constraint, the exact same optimization result would be obtained. In the same manner, the dual problem determines the price for electricity for each time step and at each bus within the system – usually referred to as locational marginal price for electricity (LMPE).

The dual problem corresponding to Eq. (1) again, is a linear problem. By applying the Karush Kuhn Tucker conditions, its objective function reads:

\[
\max_{\lambda_{\text{CO}_2},\lambda_{\text{trans}},\lambda_{n,t},\lambda_{n,s}} \sum_{n,t} \lambda_{n,t} d_{n,t} + \lambda_{\text{CO}_2} \cdot \sum_{n,s} \frac{1}{\eta_{n,s}} g_{n,s} e_{n,s} + \lambda_{\text{trans}} \cdot \sum_{l} F_l L_l \tag{10}
\]

At the global optimum, primal and dual problem are in equilibrium, Eq. (10) equals Eq. (11), which is equivalent to:

\[
\sum_{n,s} C_{n,s} G_{n,s} + \sum_{n,s,t} o_{n,t} g_{n,s,t} + \sum_{l} (c - \lambda_{\text{trans}}) L_l F_l = \sum_{n,t} \lambda_{n,t} d_{n,t} \tag{11}
\]

with \(\lambda_{\text{CO}_2}\) and \(\lambda_{\text{trans}}\) being the global CO\(_2\) price and the global price for expanding the transmission lines by one MWkm, respectively. Note that relaxing constraints (8) and (9) leads to a decrease of the objective function. Hence, \(\lambda_{\text{trans}}\) and \(\lambda_{\text{CO}_2}\) are less than or equal to zero. \(\lambda_{n,t}\) is the LMPE, which is the price consumers at a node \(n\) and at time \(t\) would have to pay for their electricity demand \(d_{n,t}\) in equilibrium. According to Eq. (11), these payments cover the following three cost terms: (i) the regional investment in generation and/or storage capacity, (ii) the operational costs for generating electricity locally depending on the respectively available generation sources and (iii)
the investment in transmission capacity. Here, the updated operational costs \( o_{n,t,s} = \left( o_{n,t,s} - \lambda_{CO_2} e_{n,t} \right) \) also include the costs for CO\(_2\) emissions and the effective costs for transmission reinforcements are given by the sum of the capital costs and the shadow price for transmission related to the global transmission capacity limit (Eq. 7).

### 2.2. Cost of Capital Scenarios

Investors raise funds from different funding sources and at different rates. The cost of capital – when measured by the WACC – is the weighted average of these rates. It comprises the costs of equity (between 6 % and 15 %) and debt (between 1.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29]. In order to investigate the impact of these varying conditions, we used the WACC obtained from Noothout et al. [29] for the EU states. The WACC of the four remaining states in the area of interest have been assigned manually from their respective most similar neighbouring country. Resulting WACC are shown in Fig. 1. Germany has by far the lowest WACC at 0.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29]. In order to investigate the impact of these varying conditions, we used the WACC obtained from Noothout et al. [29] for the EU states. The WACC of the four remaining states in the area of interest have been assigned manually from their respective most similar neighbouring country. Resulting WACC are shown in Fig. 1. Germany has by far the lowest WACC at 0.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29]. In order to investigate the impact of these varying conditions, we used the WACC obtained from Noothout et al. [29] for the EU states. The WACC of the four remaining states in the area of interest have been assigned manually from their respective most similar neighbouring country. Resulting WACC are shown in Fig. 1. Germany has by far the lowest WACC at 0.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29]. In order to investigate the impact of these varying conditions, we used the WACC obtained from Noothout et al. [29] for the EU states. The WACC of the four remaining states in the area of interest have been assigned manually from their respective most similar neighbouring country. Resulting WACC are shown in Fig. 1. Germany has by far the lowest WACC at 0.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29]. In order to investigate the impact of these varying conditions, we used the WACC obtained from Noothout et al. [29] for the EU states. The WACC of the four remaining states in the area of interest have been assigned manually from their respective most similar neighbouring country. Resulting WACC are shown in Fig. 1. Germany has by far the lowest WACC at 0.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29]. In order to investigate the impact of these varying conditions, we used the WACC obtained from Noothout et al. [29] for the EU states. The WACC of the four remaining states in the area of interest have been assigned manually from their respective most similar neighbouring country. Resulting WACC are shown in Fig. 1. Germany has by far the lowest WACC at 0.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29]. In order to investigate the impact of these varying conditions, we used the WACC obtained from Noothout et al. [29] for the EU states. The WACC of the four remaining states in the area of interest have been assigned manually from their respective most similar neighbouring country. Resulting WACC are shown in Fig. 1. Germany has by far the lowest WACC at 0.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29]. In order to investigate the impact of these varying conditions, we used the WACC obtained from Noothout et al. [29] for the EU states. The WACC of the four remaining states in the area of interest have been assigned manually from their respective most similar neighbouring country. Resulting WACC are shown in Fig. 1. Germany has by far the lowest WACC at 0.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29]. In order to investigate the impact of these varying conditions, we used the WACC obtained from Noothout et al. [29] for the EU states. The WACC of the four remaining states in the area of interest have been assigned manually from their respective most similar neighbouring country. Resulting WACC are shown in Fig. 1. Germany has by far the lowest WACC at 0.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29]. In order to investigate the impact of these varying conditions, we used the WACC obtained from Noothout et al. [29] for the EU states. The WACC of the four remaining states in the area of interest have been assigned manually from their respective most similar neighbouring country. Resulting WACC are shown in Fig. 1. Germany has by far the lowest WACC at 0.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29]. In order to investigate the impact of these varying conditions, we used the WACC obtained from Noothout et al. [29] for the EU states. The WACC of the four remaining states in the area of interest have been assigned manually from their respective most similar neighbouring country. Resulting WACC are shown in Fig. 1. Germany has by far the lowest WACC at 0.8 % and 12.6 %). If financial risk was equal across different regions, e.g. by removing information asymmetry and taxes, the cost of equity and debt should be equal as well [46, 47]. Hence, the WACC reflects varying market conditions between regions [29].

The investment in transmission capacity is given by the sum of the capital costs and the shadow price for transmission related to the global transmission capacity limit (Eq. 7).

![Figure 1: Weighted average cost of capital taken from Noothout et al. [29].](image)

For this study, we varied the WACC for a number of scenarios:

1. The today scenario used the WACC values shown in Fig. 1.
2. The homogeneous scenario considered a constant WACC of 7.1% across Europe. 7.1% was obtained as the demand-weighted average of WACC from the today scenario. The homogeneous scenario is used as the main reference throughout this study.
3. For the inhomogeneous scenario, the difference between every region and the average WACC has been doubled compared to the today scenario.
4. For nineteen scenarios indexed with the numbers -9 to 9, the WACC was linearly interpolated between the homogeneous scenario (index 9) and the inhomogeneous scenario (index -9) to investigate potential path-dependencies.

When used as the return rate \( r \), the WACC determines the annuity \( a_{n,s} \) of an asset \( s \) in region \( n \) with lifetime \( l_s \) via

\[
a_{n,s} = \frac{r_n (1 + r_n)^s}{(1 + r_n)^s - 1} \tag{12}
\]

From these annuities and the investment costs \( c_{inv}^{int} \) the annualized capital costs \( c_{n,s} \) of an asset can be computed via

\[
c_{n,s} = c_{inv}^{int} \cdot a_{n,s} \tag{13}
\]

They are given in Euro per MW per year for a generator \( s \) in region \( n \).

The investment refers to the product of the capital costs and the installed capacity \( G_{n,s} \). Similarly, the operational costs are defined as the product of the marginal costs, i.e. the costs for generating one (additional) unit of electricity, of a generator \( o_{n,s} \) and the actual generation \( g_{n,s} \). Capital costs \( c_{n,s} \) and operational costs \( o_{n,s} \) for all technologies are given in Table 1.

We derived a cost-optimal design of a European power system with an ambitious CO\(_2\) reduction target by solving the previously introduced optimization problem for the four aforementioned scenarios. Regional expenditures for investment and operation were measured as:

\[
I_n = \frac{\sum_s c_{n,s} \cdot G_{n,s}^*}{\sum_s a_{n,s}} \tag{14}
\]

\[
O_n = \frac{\sum_s c_{n,s} \cdot G_{n,s}^*}{\sum_s a_{n,s}}
\]

respectively and compared between the simulations. Here, the asterisk indicates the optimal solution obtained from solving Eq. (1).

In Eq. (14) through (17), investment in the inter-connecting transmission grid is included via cost-optimization as well as...
through the assumption of a global limit on transmission capacity extension. This reflects that the expansion of the power system often is not purely a technical-economical problem. Instead, it is often hampered by political and social constraints – such as missing public acceptance, for instance – meaning that although transmission grid extension might be cost-optimal, it cannot be realized. Consequently, the costs for transmission expansion can only be estimated with great uncertainty. As shown above one can, nevertheless, derive a shadow price for transmission grid expansion $\lambda_{\text{trans}}$. However, this shadow price is a political price, which cannot directly be compared to the market prices $c_{\text{m},\text{s}}$ and $o_{\text{m},\text{s}}$. Therefore, we focus on the investment in generation and storage assets in Sec. 3.

2.2.1. Generation and load data

We use one year of hourly availability data for onshore wind, offshore wind and solar PV as described by Kies et al. [43]. The underlying weather data stems from the MERRA reanalysis [49] as well as Meteosat First and Second Generation. Feed-in from wind has been modeled using the power curve of an Enercor E-126 at 140 m hub height. AC power from PV modules has been simulated by applying the Heliosat method [50, 51], the Klucher model [52] as well as the parameters of a Sunny Mini Central 8000TL converter. The natural inflow to hydro dams and run-of-river power plants is taken from Kies et al. [53]. It has been modeled as a linear function of the potential energy of the the run-of data obtained from the ERA Interim reanalysis [54]. More details on the methodology applied to generate the time series are given by Kies et al. [43, 55]. Load time series were derived from historical load data provided by ENTSO-E and modified within the RESTORE 2050 project to account for expected increasing shares of e-mobility and electric heat pumps [56].

3. Results

If the regional distribution of the cost of capital would not affect the optimal system design, investments would change between these scenarios in the same way as there is a difference in the WACC: It would rise in countries where cost of capital increases and shrink where cost of capital decreases compared to the reference. Instead, we observe highest increases in investments in the country, which exhibits the lowest WACC: Germany. Here, investments in generation and storage assets increase by approximately 37.5 Billion Euro per annum or 96% (Fig. 2 top). Increasing investments are also observed for Belgium, Austria, Spain, Greece, Bulgaria, Portugal and Finland. Of these countries, Belgium, Austria and Finland exhibit relatively low cost of capital like Germany, while they are relatively high in the others (Fig. 1). This evidences significant changes in system design, expressed by changes in optimal capacity deployment, which in turn influences regional operational costs (Fig. 2 bottom). Compared to the homogeneous scenario, inhomogeneous WACC lead to a strong agglomeration of power generation capacity in Central-Western Europe, especially in Germany, France,
Austria and Belgium (see supplementary material S). Consequently, the penetration rate, i.e. the ratio of local electricity generation over local demand, in Germany and Austria increases by 120% and 50% respectively (Fig. 7). While both are net importers in the homogeneous scenario, they become net exporters in the today scenario. In turn, many countries in Eastern Europe exhibit a higher dependency on imports in the inhomogeneous scenario. This is reflected in penetration rates below one and in a distinct step-wise increase in the locational marginal price for electricity the further the respective country is from the exporting countries in Central-Western-Europe (Fig. 4 right).

We assume equal marginal costs for each type of generator, no matter at which node the generator is located. Hence, a rise in operational costs as depicted in Fig. 2 (bottom) can only be caused by a replacement of generators with low marginal costs, i.e. wind and PV, with gas power plants and/or the intensified use of gas power. Again, this shift from one generation technology to another between the today and the homogeneous scenario is most pronounced in Germany. Expenditures for the regional operation of power plants decrease by approximately 908 Million Euro per annum. France and the Czech Republic benefit from the cheap electricity generation in Germany (-350 and -848 Million Euro per annum, respectively). However, regional expenditures for operation in the neighbouring Czech Republic increases due to the intensified deployment and use of less capital-intensive gas power (see supplementary material S). Overall, a slight increase in operational costs is observed due to an increased generation share of offshore wind power in the today scenario compared to the homogeneous scenario.

In combination, the mentioned effects have different implications for different countries in Europe concerning the optimal deployment of the different generation technologies and the regional expenditures. In Germany, for instance, below-average WACC would lead to increasing overall investment and capacity deployment, especially of capital intensive wind power (+280 GW, see supplementary material S). Nevertheless, LMPE would fall due to significantly higher penetration rates (+120%), a lower dependency on gas power (-11 GW) and imports (Fig. 5). The Czech Republic profits from its proximity to the ‘export country’ Germany. The fact that Germany exports electricity reduces the need for local investments and the expenditures for operation in the neighbouring Czech Republic. Transmission cost are low, because the two countries are directly connected, and consequently the LMPE decreases. A similar effect can be observed in Sweden and Denmark. In Hungary, LMPE rise, although the expenditures for investment and operation and the penetration decrease here as well. This is due to the fact that Hungary is located further away from the exporting countries (Fig. 4 right). Thus, LMPE need to cover more investment in transmission capacity upstream.

Wind power in general – both onshore and offshore – profits from relatively low WACC in Germany as, to a smaller extent, in Belgium, France and Finland. Besides relatively low cost of capital, these countries exhibit relatively good wind resources and, at least in the case of Germany, high demand for electricity and a favourable topological position within the network. This leads to the aforementioned additional 280 GW onshore wind power in Germany, 24 GW in France, 7 GW in Belgium and 4 GW in Finland in the today scenario compared to the homogeneous reference. Additional offshore wind power deployment only occurs in Germany: +30 GW. In most other countries, onshore wind power deployment drops: Denmark -77 GW, Poland -65 GW, the Netherlands -47 GW, Italy -39 GW. In sum, continent-wide onshore and offshore wind power installations increase by 8 GW and 21 GW, respectively. Figures showing the regional changes in nominal power and investment per generation source can be found in the supplementary material S.

In contrast to wind power, continent-wide solar PV installations decrease by 24 GW between the homogeneous scenario
and the today scenario. The main reason for this is the reduction of deployment of PV power in countries with high cost of capital, especially the Czech Republic (-30 GW), Hungary (-22 GW), Croatia (-16 GW) and Serbia (-11 GW). As described above, this reduction is not driven by the costs of capital alone, but triggered by the relative proximity to countries with relatively low WACC, i.e. Germany and Austria. In these countries increased deployment of PV power can be observed (Germany +6 GW, Austria +38 GW). In Belgium PV power deployment rises by 26 GW. In Spain, PV replaces 10 GW of even more capital-expensive wind power.

It has been shown by Tranberg et al. that solar PV and gas power are suitable complements. In countries with relatively good solar resources, gas power plants – potentially together with battery storage units – are used to cover load peaks and to bridge times of low sunshine. Consequently, as PV power deployment reduces, the continent-wide deployment of gas power plants decreases by 10 GW in the today scenario compared to the homogeneous scenario as well.

It is also noteworthy that, although operational costs only decrease slightly, overall system costs significantly dependent on the spatial distribution of the WACC. Compared to the homogeneous scenario, inhomogeneous WACC lead to a reduction of levelized costs of electricity of approximately 2.5 % in the today scenario and of up to more than 5 % in the inhom-
This reduction in LCOE is due to the complex interaction of regional demand, costs, the quality of the volatile renewable resources and the capabilities of transmitting and storing electricity. We describe this complex interaction by investigating the levelized costs for electricity separately for each generator type. It is defined as the sum of generator type specific investment and operational costs divided by the electricity generation. Since the implemented CO₂ cap (Eq. 9) is reached in each scenario, the generation from gas power plants – the only generator type with non-zero CO₂ emissions considered – does not change between the scenarios. Additionally, a decrease in gas power capacity installation can be observed (Fig. 6 left). Hence, the utility rate for gas power increases in the today scenario compared to the homogeneous scenario. However, because gas power is increasingly deployed in countries with relatively high cost of capital, levelized cost for gas power only decrease slightly by less than 1 %. A similar effect can be observed for solar PV: As mentioned above, PV power suffers from the relatively high cost for capital in the countries with relatively good solar resources. This leads to an increase in levelized costs for PV power of approximately 6 %. Consequently, the decrease in LCOE must be driven by a reduction in the levelized costs for wind power. Indeed, the levelized cost for onshore wind power decreases by around 8 % and for offshore wind power by 15 % between the today and the homogeneous scenario caused by the co-occurrence of high demand, relatively low costs and good wind resource quality in the Central-Western European countries mentioned already. A slight increase in the levelized costs for storage units (batteries +1 %, H₂ +2 %) counteracts this effect. For storage units, operational costs have been determined from the product of LMPE and energy uptake as suggested by Pawel [58].

However, the reported reduction in costs is unevenly distributed among countries. In 17 out of 30 countries, LMPE rise due to a relative increase of cost of capital leading to higher local investments, higher shares of generators with low capital but high marginal costs and higher dependency on imports, i.e. investment in transmission. This causes a growth in inequality of regional expenditures for electricity of up to 10 % in the today scenario compared to the reference scenario (Fig. 4 left). Here, inequality is measured as the so-called 20:20 ratio defined as the ratio between the 20th and 80th percentile of the levelized nodal expenditures for electricity. One main reason for this rising inequality are higher LMPE in countries with weaker economies, e.g. Greece, Romania, Serbia, Latvia and Lithuania (Fig. 5). In these countries the Human Development Index is below the value of, for instance, Germany and France [59]. Higher LMPE would put an additional burden on electricity consumers in these countries, which potentially suffer from economic hardship already and can, therefore, hamper the acceptance of renewables and the mitigation towards climate goals.

Overall, it has been demonstrated that diverging WACC lead to an increased inequality in regional expenditures for electricity and a reduction of levelized costs of electricity – driven by changes in regional investment and resulting changes in regional generation and electricity penetration. We also explained that wind power profits from low cost of capital in wind-rich, high-demand countries such as Germany, France and Belgium. If WACC diverge further, this effect accelerates, leading to additional 116 GW onshore wind power capacity for the inhomogeneous scenario compared to the homogeneous case (Fig. 6 left). Offshore wind power, however, remains more or less stable around an additional 11 GW. The deployment of gas and PV capacity simultaneously falls. Besides these changes in overall capacity expansion, there is a significant redistribution of deployment between countries (right panel of Fig. 9). This redistribution is most pronounced for onshore wind power: Compared to the homogeneous scenario, more than 1 TW are shifted from one country to another, expressing the agglomeration of wind power in Germany, France and Belgium mentioned earlier. Additionally, the inequality in regional expenditures for electricity rises up to 16 % in the inhomogeneous case compared to the homogeneous scenario (Fig. 4 left).

4. Discussion

Inline with Hirth and Steckel [35] our study emphasizes the importance of cost of capital in the context of fostering the integration of renewable generation sources into future power systems. We show that regional differences in weighted average cost of capital lead to significant changes in the optimal design
of a European power system with an ambitious CO$_2$ reduction target when compared to a setup with homogeneous WACC. The latter is an often made assumption in power system modeling and – as we explained – potentially leads to wrong conclusions concerning the optimal system design and the spatial distribution of costs. Schlachterberger et al. [36] for instance assumed a constant return rate of 7% across Europe. They reported an optimal cost share for solar PV of at least 30% (depending on the global transmission capacity limit) in Hungary. Considering the relatively high WACC in Hungary we find an optimal share of solar PV of less than one percent of the annualized system costs. Similarly, Schlachterberger et al. [36] found a PV cost share of 40% to approximately 75% in Austria. In our study, Austria exhibits a relatively low WACC. Together with its position within the network and good solar resources this leads to a PV cost share of 91%. Furthermore, the assumption of homogeneous WACC across Europe leads to too conservative estimates of the levelized costs of electricity, mainly caused by too high estimates of the levelized costs for wind power.

The relative increase of wind power in Europe in the case of inhomogeneous WACC also modifies the variance of the generation time series. Wind power in general exhibits lower diurnal variability and a seasonal cycle opposite to the seasonal cycle of solar PV [5]. Hence, modifications of the generation mix lead to different requirements for flexibility as well. Consequently, our results – at least partially – change the interpretation of other studies investigating the optimal generation mix, the need for flexibility options and/or the interplay of generation and storage under the assumption of homogeneous cost of capital across Europe: e.g. [2,37,57]. Schlott et al. [37], for instance, found an increasing importance of PV power in Europe under different climate change scenarios. This effect might be weakened when the relative high costs for investments in the Southern European countries are taken into account. Brown et al. [2] describe how the integration of battery electric vehicles (BEV), long-term thermal energy storage (LTES) and power-to-gas units (P2G) helps smoothing the variability from solar and wind power generation in a sector-coupled European power system. In particular, BEV interact with the diurnal variability of solar power and load, while LTES and P2G mainly balance the synoptic to seasonal variations. These findings are confirmed by Tranberg et al. [57]. Since synoptic variations are more pronounced for wind power (for solar power the diurnal cycle dominates), an increased share of wind power might benefit LTES and P2G while decreasing the importance of short-term storage, such as batteries and BEV.

Some critical remarks: Although our model setup is inline with a number of similar studies, the concept of foreign direct investment (FDI) is not considered. Wall et al. [60] describe how policies influence FDI in renewable energies. Accordingly, increasing FDI has supported the global expansion of renewable energies. The main source of FDI is Europe, in particular Germany and Spain, investing in renewable energy projects in the remaining European countries [61]. Such effects cannot be captured by the chosen model design. However, unlimited FDI could indeed be simulated by assuming the minimum WACC within the region of interest for all regions, meaning that all capital needed to make investment would be acquired in the region of minimum WACC. This resembles the setup of the inhomogeneous scenario and, thus, does not affect the general findings of this work. Furthermore, differences in WACC for renewable energy are mostly caused by tariff-related risks which apply for foreign direct investment as well [32]. As mentioned in Sec. 2.2, WACC reflects varying market conditions between regions. Changing amounts of investment should not alter this. Concerning the generation and storage technologies available for expansion, we follow the conservative assumptions made in Brown et al. [2]. In particular, other dispatchable zero emission technologies such as biomass and geothermal are not taken into account. Combined cycle gas turbines could in general be included. But since they would only partially replace OCGT, keeping the share of variable renewable generation sources unchanged, the inclusion would not affect the overall findings. Consequently, we excluded them in order to keep the model setup as simple as possible and the computation time appropriate as recommended by DeCarolis et al. [38].

Figure 6: Left: Change in overall power generation capacity deployment for various generation sources; Right: Sum of absolute nodal differences in power generation capacity deployment for various generation sources.
5. Conclusion

Because power system modeling is an important tool for policy advise and system planning, the validity of the underlying assumptions is of crucial importance. Additionally considering the overall importance and urgency of establishing low-emission power systems to tackle climate change and the fact that no homogenization in WACC has been observed in Europe, we stress that the regional inhomogeneity in WACC needs to be taken into account in future studies or should at least be considered as a potential scenario. Furthermore, the uncertainty of the input parameters in power system models should be respected more carefully. Future work might focus on investigating the effects of this uncertainty on the outcome of power system optimization models.
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Regional differences in installed OCGT capacities [GW] (left) and investments [Bill. Euro] (right) between the homogeneous and the today scenario.
Figure S1: Regional differences in installed solar PV capacities [GW] (left) and investments [Bill. Euro] (right) between the homogeneous and the today scenario.

S. Supplementary Material
Table S1: Nomenclature

\( n, s, t, l \) indices for node, generation/storage type, time and transmission link

- \( c_{n,s} \): investment costs for carrier \( s \) at node \( n \) [EUR/MW]
- \( \text{CAP}_{CO_2} \): global limit on \( CO_2 \) emissions [tons]
- \( \text{CAP}_F \): global limit of the sum of all single transmission line capacities [MWkm]
- \( c_l \): investment costs of transmission capacities at link \( l \) [EUR/MWkm]
- \( d_{n,t} \): demand at node \( n \) and time \( t \) [MWh]
- \( \varepsilon_{n,s} \): \( CO_2 \) emissions of generators of technology \( s \) at node \( n \) [tons/MWh]
- \( \eta_{0,s} \): standing losses of storage units of technology \( s \) [a.u.]
- \( \eta_{n,s} \): efficiencies of generators of technology \( s \) at node \( n \) [a.u.]
- \( \tau_{n,s} \): energy-to-power ratio of storage units of technology \( s \) at node \( n \) [hours]
- \( \lambda \): dual variables
- \( F_l \): transmission capacities of link \( l \) [MW]
- \( f_{l,t} \): flows over link \( l \) at time \( t \) [MWh]
- \( G_{n,s} \): capacity of generators or storage units of technology \( s \) at node \( n \) [MW]
- \( g_{n,s,t} \): dispatch of generators or storage units of technology \( s \) at node \( n \) and time \( t \) [MWh]
- \( g_{n,s,t} \): maximal power uptake of generators or storage units of technology \( s \) at node \( n \) and time \( t \) in units of \( G_{n,s} \), zero for generators, negative for storage units
- \( \tilde{g}_{n,s,t} \): maximum power output of generators or storage units of technology \( s \) at node \( n \) and time \( t \) in units of \( G_{n,s} \)
- \( K_{n,l} \): incidence matrix of the network
- \( L_{l} \): length of link \( l \) [km]
- \( o_{n,s} \): marginal costs of generation of technology \( s \) at node \( n \) [EUR/MWh]
- \( soc_{n,s,t} \): state of charge of storage of technology \( s \) at node \( n \) and time \( t \)
Figure S2: Regional differences in installed onshore wind capacities [GW] (left) and investments [Bill. Euro] (right) between the homogeneous and the today scenario.

Figure S3: Regional differences in installed offshore wind capacities [GW] (left) and investments [Bill. Euro] (right) between the homogeneous and the today scenario.
Figure S4: Regional differences in installed OCGT capacities [GW] (left) and investments [Bill. Euro] (right) between the homogeneous and the today scenario.