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Abstract—In this contribution we propose a reinforcement learning-based controller which is able to solve the path following problem for vehicles with significant delay in the drivetrain. To efficiently train the controller, a control-oriented simulation model for a vehicle with combustion engine, automatic gear box and hydraulic brake system has been developed. In addition, to enhance the reinforcement learning-based controller, we have introduced preview information in the feedback state to better deal with the delays. We present our approach of designing a reward function which enables the reinforcement learning-based controller to solve the problem. The controller is trained using the Soft Actor-Critic algorithm by incorporating the developed simulation model. Finally, the performance and robustness is evaluated in simulation. Our controller is able to follow an unseen path and is robust against variations in the vehicle parameters, in our case an additional payload.

1. INTRODUCTION

Path following control (PFC) - where steering, brakes and engine torque are manipulated in order to make the vehicle accurately follow a given path - is an important task in autonomous vehicles. In case of cars, which are powered by a combustion engine and an automatic gearbox, the significant time delays in the system response of the drivetrain pose a major challenge for many control algorithms. Besides the delays caused by the combustion engine, the actuation of the hydraulic brake system also induces delays in the deceleration response of the vehicle [1].

Recently reinforcement learning (RL) methods have been used to solve a wide range of complex control problems [2]. One reason for the increased interest in applying RL methods to control problems is due to the ability of RL to generate control laws through interaction and not needing to construct the control law by hand. The control law can be trained directly out of interaction with the real world system or by using a simulation model. Training the controller in simulation is a promising approach, because it is fast, scalable, safe and showed already good results (e.g. [3]).

Thus, it is considered in this work.

RL methods are increasingly applied in the control of aerial, marine and ground vehicles. In [4] RL is used to train a controller which is able to steer under-actuated marine vessels along a predefined curved path and it is demonstrated that the controller performs well even under the influence of unknown ocean currents. RL methods have also been used to control the inner attitude control loop of unmanned aerial vehicles. In [5] the authors compare different RL algorithms to traditionally used PID controllers for attitude control. They find that RL is able to outperform the PID controller and that their RL-based controller achieves on average faster rise times and less overshoot than the PID controller. In [6] RL is used to control a real world car by commanding the steering angle and velocity setpoints such that is able to follow a road. This controller relies on feedback data generated by monocular camera image, inertial measurement units and a steering angle sensor. After training on a real world car on short road segments the controller is able to follow an unknown road for 500 m without intervention.

The contribution of this paper is twofold: First of all we extend the RL-based PFC framework [7] to cope with conventionally actuated powertrains. More specifically, while [7] focuses on electric and over-actuated powertrains with wheel-based steering and traction actuation [8], this work concentrates on powertrains with a single internal combustion engine, automatic gearbox and hydraulic braking system. These latter architectures are more affordable and common in today’s automotive industry, which motivated the extension presented in this work. The significant delays in this architecture represented one of the main challenges that we faced in the design of the RL-controller. To mitigate this issue, we investigate different designs of the feedback signals used by the RL algorithm. We show that augmenting the feedback state with preview information yields an improved control performance. Additionally, we train the controller on two paths with different characteristics to improve robustness of the RL-controller.

Secondly, a control oriented simulation model is developed in order to efficiently train the RL-based controller in simulation. The planar vehicle model includes asymmetric delays as well as actuation constraints. Moreover, the steering dynamics as well as the hydraulic brake system are approximated by computationally efficient transfer functions.

The remainder of the paper is organized as follows. In section III the path following problem is briefly summarized. Section IV describes the general RL setting and gives a detailed insight into the model used for training. Moreover, the application of RL to the path following problem is discussed. Subsequent the training, the performance as well as the robustness of the obtained controllers is assessed in
The paper finishes with a brief discussion and outlook in section VI.

II. Notation

In this contribution the following notation is used. We denote the reference frame in which the variable is expressed in the superscript. Here, I, P or C correspond to the Inertial, the Path or the Car frame, respectively. The subscript C or P indicates whether the variable is affiliated to the Car or Path.

III. Problem Formulation

The goal is to control the steering angle $\delta$ and acceleration set point $a_d$ of a vehicle with combustion engine, hydraulic brake system and front wheel steering such that the vehicle follows a motion demand $\lambda(s)$ parametrized by the arc length $s$ with $\lambda(s) \in \mathbb{R}^5$. The motion demand contains the following values as defined in [9]: the $x$ and $y$ coordinate of the reference path $p_P(s) = [xp(s), yp(s)]^T$, the corresponding path orientation with respect to the inertial frame $\psi_P(s)$, the path curvature $\kappa_P(s)$ and the desired longitudinal velocity tangential to the path $v_d(s)$:

$$\lambda(s) = [xp(s), yp(s), \psi_P(s), \kappa_P(s), v_d(s)]^T$$

(1)

In contrast to trajectory tracking control, in PFC it is not straightforward to determine the reference point on the path used for error calculation. Usually the point on the path which is closest to the vehicle is chosen as reference point:

$$s^* = \arg \min_s \| p_P(s) - p_C \|_2$$

(2)

In this work we use the time independent path interpolation (TIPI) from [9] to calculate the arc length $s^*$ which minimizes (2). Incorporating the TIPI has the advantage that no iterative routine is needed to solve equation (2). A solution of the minimization problem (2) exists and is unique if $p_C$ is closer to the path than the lower bound of the curve radii [10]. The minimization problem (2) as well as the frames of reference are visualized in Fig. 1. The errors which should be minimized by the controller are defined as follows. The cross track error $e_y^P$ is the difference of the desired lateral position $y_P^P$ and the lateral position of the car $y_C^P$, denoted in the path frame. Since in the path frame no lateral offset is desired, this yields $y_P^P = 0$ and therefore,

$$e_y^P = y_P^P - y_C^P.$$  

(3)

Similarly, the velocity error $e_v^P_x$ is defined as the difference between the desired velocity $v_d$ in path $x$ direction and the velocity of the car in $x$ direction of the path frame $v_C^{P,x}$:

$$e_v^P_x = v_d - v_C^{P,x}.$$  

(4)

Furthermore, we define the orientation error $e_\psi$ to be the angle between the path frame and the car frame:

$$e_\psi = \psi_P - \psi_C.$$  

(5)

Additionally, the acceleration error $e_{a_x}^P$ and lateral velocity error $e_{v_y}^P$ are defined as

$$e_{a_x}^P = a_d - a_{C,x}$$

$$e_{v_y}^P = v_P^P - v_{C,y}^P.$$

(6)

The top priority in our PFC approach is to minimize the cross track error, because high position errors are likely to cause collisions, e.g. by hitting opposing traffic or by leaving the road. Tracking the velocity reference $v_d$ is ranked as a secondary goal, even though accurate velocity tracking is necessary in order to keep accurate distance to preceding vehicles and stop at traffic lights. When no sideslip is present, minimizing the orientation error is achieved by tracking the reference position. Since we assume Ackermann steering, the instantaneous center of rotation moves along the rear axle in case of no sideslip. Therefore, we take the center of the rear axle as reference point of the vehicle.

IV. Reinforcement Learning Based Path Following Control

In this work we use reinforcement learning to solve the control problem defined in section III. Recently it has become more and more popular to use RL for solving control problems as for example done in [4]. This is mainly because in model-free RL, the control law is adapted out of interaction between a RL agent and the system that needs to be controlled, the so-called environment (cf. Fig. 2). Therefore, no controller synthesis model of the system needs to be derived as usually needed when applying traditional control methods. The agent can either be trained offline, using a simulation model of the system or directly online on the real world plant. To explore the state and action space each RL algorithm exhibits a certain randomness during training. This might compromise safety and therefore the agent usually is trained offline in a first stage. In the second
stage, the agent can be re-trained with a high fidelity vehicle model to further improve performance.

A. The Reinforcement Learning Setting

RL algorithms are developed assuming that the environment can be described as a Markov decision process (MDP) with states \( s \in S \subset \mathbb{R}^n \), actions \( a \in A \subset \mathbb{R}^m \) and transition probability density \( p: S \times S \times A \rightarrow [0, \infty) \), which denotes the probability density of transitioning from state \( s_k \) at time step \( k \) to state \( s_{k+1} \) at time step \( k + 1 \) by taking the action \( a_k \) [11]. Similar to optimal control, the goal in RL is now to find an optimal policy \( \pi^*(a_k|s_k) \) which maximizes the expected sum of rewards \( r(s_k, a_k) \):

\[
G = \sum_k E_{(s_k, a_k)} - \rho \pi [r(s_k, a_k)]
\]

(7)

In this formula the state-action marginal of the trajectory distribution induced by the stochastic policy \( \pi(a_k|s_k) \) is denoted by \( \rho(p(s_k, a_k)) \) and the expectation is denominated by \( E \) (cf. [12]). The stochasticity during the training is necessary to discover the full state and action space (exploration), while the main focus of the algorithm is to optimize the policy (exploitation) based on the observed transition trajectories \( s_k, a_k, r_{k+1}, s_{k+1}, a_{k+1}, r_{k+2}, \ldots \). The dilemma to satisfy exploration and exploitation simultaneously is tackled differently by different RL algorithms. In the Soft Actor-Critic (SAC) algorithm [12] this dilemma is tackled by augmenting the standard RL objective in equation (7) by an information-theoretical entropy term \( H(X) \) yielding the optimization objective (cf. [13]):

\[
G = \sum_k E_{(s_k, a_k)} - \rho \pi [r(s_k, a_k)] + \alpha H(\pi(\cdot | s_k))
\]

(8)

The temperature parameter \( \alpha \) in this equation is a trade-off parameter and therefore controls the stochasticity of the policy. A recently proposed enhanced version of the SAC algorithm implements an automatic adaptation of the temperature parameter during training [14]. In this work we chose the enhanced SAC algorithm because it has been shown that it provides sample-efficient learning and at least similar performance in comparison to other widely used RL algorithms [14].

B. Training Model

The aim of the training model is to reproduce the real world behavior of the system while also providing a short time for simulation. During the training phase, the model is simulated for a couple of hundred thousand time steps. For training a performant controller, several training repetitions are necessary to find the best reward function and hyperparametrization. Because of that, the simulation time of the model determines the time for the development of a RL-based controller essentially.

To keep simulation times limited, we decided to assemble our training model as a planar two-track model with mass \( m \) and rotational inertia \( J \). The modeling was done in Dymola/Modelica using the planar mechanics library [15]. As tire model the “DryFrictionWheelJoint” from the planar mechanics library is used, which implements a slip-based dry-friction characteristics.

An overview of the modeling approach for the actuation of the vehicle is given in Fig. 3. The lateral dynamics of the vehicle can be manipulated by commanding an average front axle steering angle \( \delta \). To limit the change in the steering angle, a clipping of the commanded steering angle at the wheel is used:

\[
\delta \cdot \delta_m \leq \delta \leq \delta_m \quad (9)
\]

The maximum change in the steering angle during one time step is set to \( \Delta \delta_m \). A low level controller then actuates an electromotor such that the desired steering angle of the by-wire steering system is tracked. The dynamics of the inner steering control loop is modeled as a fixed time delay \( \tau_\delta \) followed by a second order transfer function block with damping \( D_\delta \) and angular frequency \( \omega_\delta \).

To control the longitudinal motion of the car, the controller can command a desired acceleration \( a_d \). In case \( a_d > 0 \) an positive acceleration is required and only the powertrain is actuated by an allocator (see Fig. 3). \( a_d < 0 \) corresponds to deceleration and only the braking system is activated. If a positive acceleration \( a_d \) is commanded, the acceleration reference is converted into an axle torque reference \( T_{ref} \) via

\[
T_{ref} = m \cdot r_w \cdot a_d
\]

neglecting the inertia of the wheels.

To avoid extensive modeling and to keep the simulation model efficient, we assume the powertrain dynamics as a time delay block and a first order transfer function. Usually, the drivetrain exhibits different dynamics when the engine torque is rising compared to a decreasing torque. Because of

Fig. 3: Block diagram of the actuation of the training model
this, the delay time τ and the time constant T of the first order transfer function are switched. To avoid numerical differentiation of the reference torque \( T_{\text{ref}} \), the parameters are changed based on whether the torque reference \( T_{\text{ref}} \) is bigger or smaller than the currently applied torque \( T_a \):
\[
\tau = \begin{cases} 
\tau_r & \text{if } T_{\text{ref}} > T_a \\
\tau_f & \text{if } T_{\text{ref}} > T_a \\
\tau_f & \text{else}
\end{cases}
\quad \text{and} \quad T = \begin{cases} 
T_r & \text{if } T_{\text{ref}} > T_a \\
T_f & \text{if } T_{\text{ref}} > T_a \\
T_f & \text{else}
\end{cases}
\]  
(10)

The time delay for the rising system dynamics is denoted by \( \tau_r \) and the time constant for the first order transfer function by \( T_r \). For the falling dynamics the values are denoted by \( \tau_f \) and \( T_f \), respectively. To avoid high frequency switching between the falling and rising mode in case the reference torque is similar to the applied torque, a hysteresis block is introduced into the switching logic. The drag torque of the engine and gearbox is assumed to be constant and is applied when the engine torque is below a certain fixed threshold.

We assume the drag torque at the axle as \( T_d \). The maximum wheel torque, which the motor can generate, is approximated by the envelope of the maximum motor moment from [16] and the gear transmission ratio from [17]. Additionally, a transmission ratio of 3.1 was assumed for the differential. The envelope is included in the drivetrain model as a velocity dependent torque limiter. Motivated by [1], the dynamics of the hydraulic brake system is modeled as a fixed time delay \( \tau_b \) and a first order transfer function with time constant \( T_b \) (cf. Fig. 3). Similar to the modeling of the drivetrain the commanded acceleration is converted into an brake. The obtained torque is then split between the front axle \( T_{d,f} \) and the rear axle \( T_{d,r} \).

Fig. 4. shows the longitudinal dynamics of the vehicle subject to steps in the commanded acceleration, while keeping the steering input \( \delta = 0 \). The model parameters are summarized in TABLE 1.

### C. Feedback State

The two major degrees of freedom when designing a RL-based controller are the choice of the feedback state and the reward function. The feedback state should be chosen such that the agent is able to select an appropriate control action based on the information in the feedback state. In our approach, we assembled the feedback state at time step \( k \) with input vector \( \mathbf{a} = [\delta, a_d]^T \) as
\[
\mathbf{s}(k) = \begin{bmatrix} e_y^P(k), e_y^P(k), e_y^P(k), e_y^P(k), \kappa_P(k), \kappa_P(k) \\
e_e^P(k), \dot{e}_s^P(k), \dot{e}_s^P(k), \dot{e}_s^P(k), \dot{e}_s^P(k) \\
\dot{e}_y^P(k), \dot{e}_y^P(k), \dot{e}_y^P(k), \dot{e}_y^P(k), \dot{e}_y^P(k) \\
\delta_c(k), a_d(k), s^T(k) - 1 \end{bmatrix}^T
\]  
(11)

The feedback state can be divided into different groups: The first group contains the current errors \( e_y^P, e_y^P, e_y^P, e_y^P, \kappa_P(k), \kappa_P(k) \), the second group contains the preview errors \( \dot{e}_\psi, \dot{e}_\psi^P \), the third group contains the clipped steering input \( \delta_c(k) \) and acceleration input \( a_d(k) \) and the fourth group is the feedback state from the last time step \( s^T(k-1) \).

To take the delays of the vehicle into account, the preview errors \( \dot{e}_\psi, \dot{e}_\psi^P \) are introduced as follows:
\[
\begin{align*}
\dot{\psi}_y(k) &= \psi_y(s^*(k) + \tau_b \cdot v_{c,x}(k)) - \psi_C(k) \\
\dot{\psi}_x^P(k) &= v_d(s^*(k) + \tau_d \cdot v_{c,x}^P(k)) - v_{c,x}^P(k)
\end{align*}
\]  
(12)

The calculation of the preview arc length \( s = s^* + \ddot{t} \cdot v_{c,x}^P \) for preview time \( \ddot{t} \) is depicted in Fig. 5. Since the time delay in the steering dynamics is much smaller than the time delay in the longitudinal dynamics, two different preview times are necessary. The preview time for calculating the preview orientation error \( \dot{e}_\psi \) is chosen as \( \ddot{t} = \tau_s \) and the preview for calculating the preview velocity error \( \dot{e}_v_x \) as \( \ddot{t}_v_x = \tau_r \).

### D. Reward Function

The reward function should be constructed such that maximizing the reward yields good control performance. Since the main control goal is to minimize the cross track error \( e_y^P \), the velocity error \( e_{v_x}^P \) as well as the orientation error \( e_\psi \), we chose the reward \( r_{\text{PPC}} \) function similar to [7] as
\[
r_{\text{PPC}} = r_e + r_{\Delta \delta} + r_{\Delta a_d}.
\]  
(13)

The first term \( r_e \) promotes error minimization, while \( r_{\Delta \delta} \) and \( r_{\Delta a_d} \) penalize high changes in the input to achieve a favorable smooth reference. To construct the reward function we make use of two auxiliary functions. The first is a Gaussian-like function \( g_\Theta(x) \), which is defined as

\[
g_\Theta(x) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(x - \mu)^2}{2\sigma^2}}
\]

### Table 1: Model Parameters

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Values</th>
<th>Quantity</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_s )</td>
<td>0.05 s</td>
<td>( \tau_b )</td>
<td>0.1 s</td>
</tr>
<tr>
<td>( D_s )</td>
<td>0.5</td>
<td>( T_b )</td>
<td>0.1 s</td>
</tr>
<tr>
<td>( \omega_s )</td>
<td>40 s(^{-1})</td>
<td>( m )</td>
<td>1400 kg</td>
</tr>
<tr>
<td>( \tau_r )</td>
<td>0.5 s</td>
<td>( f )</td>
<td>2000 kg m(^2)</td>
</tr>
<tr>
<td>( T_r )</td>
<td>0.15 s</td>
<td>( T_d )</td>
<td>120 Nm</td>
</tr>
<tr>
<td>( \tau_f )</td>
<td>0.1 s</td>
<td>( r_w )</td>
<td>0.31 m</td>
</tr>
<tr>
<td>( T_f )</td>
<td>0.1 s</td>
<td>( \Delta \delta_m )</td>
<td>0.94°</td>
</tr>
</tbody>
</table>

Fig. 5: Visualization of the preview calculation
\[ g_\theta (x) = \theta_1 e^{-x^2 / \sigma^2} \]

with \( \theta_1, \theta_2 > 0 \), yielding \( 0 < g_\theta(x) \leq \theta_1 \). The second is a dead zone-based function \( h_\theta(x) \):

\[
h_\theta(x) = \begin{cases} 0, & \text{if } |x| < \beta_1 \\ \beta_2, & \text{else} \end{cases}
\]

(15). Since we assume \( \beta_1, \beta_2 > 0 \), it can be seen that \( h_\theta(x) \leq 0 \). Based on these auxiliary functions, the tracking error term is defined as

\[
r_\theta(e^p_v, e^p_\psi, e^p_{v_x}) := g_\theta(e^p_v) \left( 1 + g_\theta(e^p_\psi) + g_\theta(e^p_{v_x}) \right).
\]

(16)

To implement the superior control goal, which is the minimization of the cross track error \( e^p_v \), (16) includes the factor \( g_\theta(e^p_v) \) on the right-hand side. Since \( g_\theta(e^p_v) \) tends to zero when the cross track error tends to infinity, \( r_\theta \) also tends to zero regardless which value the velocity error \( e^p_{v_x} \) and the orientation error \( e^p_\psi \) have. This corresponds to our intuition that a high cross track error yields a low reward, even if the vehicle might be aligned with the path orientation, i.e.

\[ e^p_\psi = 0 \]  

To promote favorable steering behavior \( r_{\Delta \delta} \) is defined as

\[
r_{\Delta \delta}(e^p_v, \Delta \delta) := g_{\theta_{\Delta \delta}}(e^p_v) h_{\theta_{\Delta \delta}}(\Delta \delta),
\]

(17) with \( \Delta \delta(k) = \delta(k) - \delta(k-1) \). The factor \( g_{\theta_{\Delta \delta}}(e^p_v) \) in equation (17) reduces the penalization of high changes in the commanded steering in case of high cross track errors. Considering that the top goal is to reduce the cross track error, this implementation seems appealing. High steps in the commanded steering affect driving comfort, which is acceptable in case of high path deviations that might cause severe accidents.

The reward term \( r_{\Delta a_d} \) is introduced to minimize jittering in the commanded acceleration \( a_d \) and is set to

\[
r_{\Delta a_d}(a_d) := h_{\theta_{\Delta a_d}}(\Delta a_d)
\]

(18) using \( \Delta a_d(k) = a_d(k) - a_d(k-1) \). Similarly to (17) \( r_{\Delta a_d} \) penalizes high steps in the commanded acceleration \( a_d \). Contrary to (17) it has been observed that including the Gaussian of the cross track error \( g_{\theta_{\Delta \delta}}(e^p_v) \) as a factor on the right hand side of (18) yields reduced control performance. From the definition of the reward function (13)-(18) the maximum value of the reward function is given as

\[ r_{\text{max}} = \max(r_{\text{RFPC}}(\cdot)) = \theta_{e,1} + \theta_{\psi,1} + \theta_{v,1}. \]

\[ \text{TABLE 2: Reward function parameters} \]

<table>
<thead>
<tr>
<th>Parameter values</th>
<th>Parameter values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_e = [2.0,0.1]^T )</td>
<td>( \theta_{\Delta \delta} = [1.0,0.1]^T )</td>
</tr>
<tr>
<td>( \theta_\psi = [0.5,0.005]^T )</td>
<td>( \beta_{\Delta \delta} = [0.0164,30.6]^T )</td>
</tr>
<tr>
<td>( \theta_v = [2.0,0.2]^T )</td>
<td>( \beta_{\Delta a_d} = [0.25,2.0]^T )</td>
</tr>
</tbody>
</table>

application the vehicle states \( p_c, v_C, \psi_C \) can be estimated e.g. as proposed in [21].

V. SIMULATIVE ASSESSMENT

After training the RL-based PFC with different hyperparameters and reward functions, the agent which minimizes the maximum cross track error on the training paths is selected for further evaluation. To assess the benefit of incorporating the preview error terms \( \hat{e}_\psi \) and \( \hat{e}_{v_x}^p \) in the feedback state \( s \), a second controller has been trained with the exact same setting, but without the preview errors in the feedback state \( s \). In the following, the controller containing the preview errors is called preRL-PFC and the one without the preview terms RL-PFC.

A. Training

The best result with respect to the maximum cross track error is achieved with the reward function described in section IV.D with the reward function parameters summarized in TABLE 2, trained for 400000 time steps. It has been observed that initializing the vehicle with a slight offset, orientation and velocity error, which is chosen randomly within a certain range, helps to enhance the robustness of the resulting controller. The training is assembled out of so-called episodes. An episode is defined as the simulation between initialization of the problem and termination of the simulation. In our PFC setup two kinds of cases, which cause termination, can occur: The first termination case is implemented to avoid exploration of irrelevant regions. Therefore, an episode is aborted when the errors exceed the following limits: \(|e^p_v| > 4 \text{ m s}^{-1}, |e^p_\psi| > 80^\circ, |\Delta e^p_{v_x}| > 5 \text{ m s}^{-1}, |\Delta \theta_C| < 1 \text{ m s}^{-1}\). After the abortion, a terminal reward \( r_\tau = -3 \) is given, the vehicle is reinitialized at the current arc length and the next episode is started. The second case for termination occurs, if a path is completed.

E. Training Setup

The model described in section IV.B as well as the TIPI have been implemented in Dymola/Modelica and exported as Functional Mock-up Unit (FMU) [18]. Afterwards, the FMUs have been included in a Python framework to be able to use state-of-the-art RL toolboxes, such as stable-baselines [19]. The planning of the path and velocity profile is out of the scope of this work. We assume that a planning module similar to [20] exits and is able to provide the motion demand (1) as a lookup table. In the real world

Fig. 6: a) Oval path used for training, b) Curvy path used for training, c) Velocity demand \( v_d \) on oval path, d) Velocity demand \( v_d \) on curvy path
After finishing one path, the episode is terminated and the path used for the next episodes is sampled randomly out of two paths. These two paths feature different characteristics: a short oval path with high curvature and a long curvy path, which are both depicted in Fig. 6. Since the oval path can be completed much faster, the oval path is selected with higher frequency to keep the training times on both paths similar. The training is implemented on two paths to expose the controller to different motion demand characteristics and therefore achieve a robust controller.

In Fig. 7 the episode return and episode length of training the preRL-PFC controller is depicted in blue. Moreover, for each episode the maximum reachable return is plotted in red. For an episode with \( n \) time steps and maximum reward \( r_{\text{max}} \) (see (19)) the maximum reachable return \( R_{\text{max}} \) is calculated as

\[
R_{\text{max}} = n \cdot r_{\text{max}}.
\]  

It can be seen that after approximately 25,000 time steps the episode returns and lengths divide roughly in three branches: A sparse upper branch and two dense branches close to zero, which can be distinguished better in the episode length plot (see Fig. 7). The sparse branch is associated with the training episodes on the long curvy path. Since the curvy path is selected less often, the branch is thinner and because the path is much longer, the collected return is much bigger. Initializing the vehicle with random initial offset, orientation and velocity error occasionally causes a situation where the agent is not able to avoid violating the abortion constraints (e.g. much to large errors), leading to a close-to-zero return and episode length. We have experienced that these challenging initialization conditions help to robustify the controller, even though these early abortions occur during training. The third branch, which is located slightly above the close-to-zero-branch, originates in the training episodes on the oval path.

The episode return plot in Fig. 7 shows, that the maximum reachable return rises just before the obtained returns rise as well. Since the agent first learns to follow the path in a suboptimal way, the episode lengths are increasing which yields an increased maximum reachable return. Due to the fact that the control policy is still suboptimal the obtained returns are still low. As the agent learns to optimize the policy, the obtained reward rises as well. After the initial step in reward the agent is only able to optimize the reward slightly more.

### B. Evaluation on Training Paths

To evaluate the performance of the trained controllers, the agents have been executed on the two paths used for training. The obtained errors are summarized in TABLE 3. It can be seen that including the preview errors offers the agent valuable information, which can be turned into better performance on almost all metrics. Only the velocity errors on the oval path are greater in case of the preRL-PFC agent. Since the first turn of the oval path is very tight (maximum curvature of 0.2) and therefore very challenging to follow, the preRL-PFC learns to reduce the speed in this turn to be able minimize the cross track error. Since we defined minimizing the cross track error to be the main priority, this ends up compromising velocity tracking in favor of a better position tracking.

Even though such extreme driving situations as in the oval path should be avoided in the planning and execution, the agent is able to accurately follow the path.

### C. Robustness

To demonstrate the robustness of the learned controllers, the trained agents are also evaluated on an unknown path, the Sachsenring path depicted in Fig. 8. Additionally, we tested the RL-based controllers on the Sachsenring path in a second scenario where we added \( \Delta m = 450 \) kg to the vehicle mass and applied an additional rotational inertia \( \Delta J = 350 \) kg m².

<table>
<thead>
<tr>
<th>Path</th>
<th>Oval</th>
<th>Curvy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent</td>
<td>preRL-PFC</td>
<td>RL-PFC</td>
</tr>
<tr>
<td>( e_y^p ) [m] max</td>
<td>0.45</td>
<td>1.6</td>
</tr>
<tr>
<td>RMS</td>
<td>0.21</td>
<td>0.63</td>
</tr>
<tr>
<td>( e_{\text{vel}}^v ) [m/s] max</td>
<td>3.3</td>
<td>2.3</td>
</tr>
<tr>
<td>MEAN</td>
<td>0.81</td>
<td>0.65</td>
</tr>
<tr>
<td>( e_{\phi} ) [°] max</td>
<td>5.2</td>
<td>12</td>
</tr>
<tr>
<td>MEAN</td>
<td>1.0</td>
<td>2.4</td>
</tr>
</tbody>
</table>

TABLE 3: Errors when evaluating the trained agents on the paths used for training (best metrics on each path are in bold numbers) with the root mean square (RMS), the mean (MEAN) and the maximum (max) of the absolute errors.

![Fig. 7: Episode return, episode length and maximum reachable return during training of the preRL-PFC agent](image-url)
tests on a real world vehicle. The robustness analysis with additional weight and rotational inertia also yields encouraging results looking well for future tests in a real world prototype.

VI. DISCUSSION AND OUTLOOK

In this contribution a RL-based controller for solving the path following problem for a vehicle with significant delays in the actuation has been proposed. Additionally, a control oriented model for a vehicle with combustion engine, automatic gearbox, hydraulic brake system and steer-by-wire suitable for training a RL-based controller has been developed. To minimize the effect of the significant delays in the vehicle model, additional preview error terms have been introduced in the feedback state. The training of the controller is split onto two paths with different characteristics to obtain a more robust controller. Finally, the performance of the controllers has been assessed in simulation, showing robust performance on an unseen path and parameter uncertainty. These promising simulation results encourage us to test the controller on a real world vehicle in future works.
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