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Abstract—Spectral-spatial classification for hyperspectral im-
agery has been receiving much attention, since the detailed spectral
and rich spatial information of hyperspectral images can be fully
exploited to improve the classification accuracy. However, when the
original hyperspectral images have very noisy bands, these bands
may have an unfavorable impact on the classification, and are often
discarded in advance based on expert knowledge. In this study, a
spectral-spatial conditional random field classification algorithm
integrating band selection (CRFBS) is developed for hyperspectral
imagery with severe noise bands. The proposed algorithm inte-
grates band selection based on the relative utility of the spectral
bands for classification. Consequently, negative effects of severe
noise bands are eliminated and the need for high-quality image
data is substantially reduced. In addition, the CRFBS algorithm
makes comprehensive use of both the spectral and the spatial cues
to improve the classification performance. The spectral cues are
formulated by integrating the support vector machine and random
forest algorithms to improve the spectral discriminative ability in
the unary potentials, and the spatial information are modeled to
consider the interactions between pixels in pairwise potentials. The
experiments using different airborne and UAV-borne hyperspectral
data verified the effectiveness of the CRFBS method. The CRFBS
algorithm can achieve accurate interpretation of the various clas-
sification categories and a more than 3% improvement in classi-
fication accuracy, compared with the method using the original
hyperspectral image with severe noise bands.

Index Terms—Conditional random fields, hyperspectral image,
image classification, random forest, spectral-spatial classification.
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I. INTRODUCTION

HYPERSPECTRAL imagery is a very important data
source for deriving detailed thematic information on the

earth surface, since it contains hundreds of narrow spectral
channels to distinguish the subtle spectral difference of various
materials [1], [2]. Therefore, hyperspectral image classification
is an enduring research topic [3]. Hyperspectral image clas-
sification aims at labeling each pixel with specific semantic
categories, and can be used for manifold applications [4], such
as precision agriculture, mineral mapping, or environmental
monitoring. However, in the classification process there is a
strong correlation between hundreds of narrow spectral bands,
which results in redundant information content and high spectral
dimensionality. This can lead to a high-dimensional processing
problem, the so-called Hughes phenomenon [5], if only a limited
number of training samples are available.

To solve high-dimensional problems in hyperspectral im-
age classification when the samples cannot be significantly
increased, there are two options: first, to reduce the dimension
of the hyperspectral data, and second, to improve the process-
ing capability of classifiers that use high dimensional features.
Dimensionality reduction can be achieved by band selection or
feature extraction to solely retain useful information [6]. Feature
extraction creates new features in a feature space with lower
dimensionality while satisfying certain criteria regarding the
original spectral features [7], [8]. Such techniques comprise
linear discriminant analysis and principal component analysis,
among others. In contrast, band selection is to select representa-
tive band subsets from the original spectral channels to preserve
important information and reduce the number of bands [9], [10].
Examples are the band selection method based on saliency bands
and scale selection (SBSS) [11] and the salient band selection
method based on manifold ranking [12].

For classification, there are methods that have the ability
to deal with the problem of learning a robust model from a
high-dimensional feature vector in conjunction with limited
training samples. Support Vector Machine (SVM) and Random
Forest (RF) are typical classification algorithms, which have
received extensive attention in hyperspectral classification [13],
[14]. SVM is a discriminative classifier to find a decision bound-
ary that effectively separates different classes. The decision
boundary is a separating hyperplane formed by support vectors,
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and can distinguish complex two-class scenes based on the
kernel technique [15]. Among numerous supervised pixel-wise
image classification algorithms (such as neural network and RF
methods), SVM is considered to achieve the highest accuracy
[16]. However, RF is a typical ensemble learning algorithm to
combine multiple decision tree classifiers to achieve a stable
and better classification performance compared to individual
models. RF randomly selects spectral feature subsets, and is
insensitive to data with some missing features as well as noisy
features. More importantly, RF can not only handle classification
problems with high-dimensional feature spaces like SVM, but
it also allows for interpretability by enabling to estimate which
variables play an important role in the classification. Therefore,
RF is widely used in image classification [13], and has a series
of extended models, such as rotation forest [17], [18], among
others. These pixel-wise classification algorithms process each
pixel independently based on spectral information without con-
sidering spatial correlation between pixels, and always have
obvious salt-and-pepper classification results which affect clas-
sification accuracy negatively.

To improve classification performance, spatial information
of hyperspectral imagery can be additionally exploited. The
spectral-spatial classification approaches comprehensively uti-
lize spectral and spatial information to help accurately recognize
semantic categories [19], and lots of spectral-spatial classifi-
cation algorithms have been developed [3], [20], [21]. Object-
oriented and deep learning approaches have often been applied.
For the object-oriented classification, it takes objects as the pro-
cessing unit [22]–[25] to consider the spatial information. The
objects are first generated by segmentation, such as the fractal net
evolution approach (FNEA) [26]. The object features obtained
from spatial statistics of pixels in an object can be used to enable
final classification results. A majority voting strategy within
each object is another way to obtain the labels using pixel-wise
classification [27]. For spectral-spatial methods based on deep
learning, the approach can mine the spatial structure information
of the images by a designed network structure [28]–[30]. For
example, as an effective deep learning model, convolutional
neural network (CNN) is mainly composed of a series of con-
volution and pooling layers to extract effective spatial structure
features, and uses a stack of fully connected layers to perform
the classification tasks [31]. Combining the characteristics of
hyperspectral remote sensing images, CNN has developed a
number of models for hyperspectral classification task [30],
such as the spectral-spatial attention network with an attention
mechanism [32] and spectral-spatial residual network using 3-D
convolutional layer [33]. These CNN classification frameworks
can achieve good classification performance. However, these
classification models based on deep learning often require a large
number of training sets to optimize a mass of parameters in the
network structure.

Beyond that, the random field model is another method to
explicitly model spatial information by constructing the corre-
spondence between images and graphs. The Markov random
field and conditional random field (CRF) models are widely
used random field models in image processing [34]–[36]. For hy-
perspectral image classification, multiple research works about

random fields have been carried out to deal with specific issues.
For example, a spectral-spatial classification method using CRF
and active learning was proposed to use spatial and spectral
information to enlarge the training set efficiently [37]. The
rotation forests with local feature extraction was used to model
the potential functions of MRF to improve classification accu-
racy [17]. A spectral-spatial classification method inspired by
game theory was developed to use a cooperative game to obtain
final classification results [38]. These classification algorithms
achieve good classification performance by considering the
spatial information, compared to pixel-wise classification algo-
rithms. However, they often depend on the ability of potential
functions to model the relationship between classification labels
and the hyperspectral image, and are sensitive to the quality of
hyperspectral data. The input original hyperspectral image often
have very noisy bands, and may even have bands which carry
solely zero values and do not contain any useful information.
These noise bands, such as water absorption bands, have a certain
impact on classification, and are often removed in advance based
on expert knowledge.

In order to mitigate the effect of noise bands and to improve the
robustness of the random field model for hyperspectral data, we
develop a spectral-spatial conditional random field classification
algorithm integrating band selection (CRFBS) for hyperspectral
imagery with severe noise bands. In the CRFBS algorithm, the
potential functions are used to model the posterior probability to
achieve the classification labels, which depend on the quality of
hyperspectral data. Accordingly, the band selection based on the
relative utility of the spectral bands is proposed to provide ideal
data. The traditional band selection method selects information
metrics independent of classification tasks, such as information
gain, which may not be able to improve classification perfor-
mance. In contrast, the proposed band selection method selects
the relative importance of the spectral bands as an effective
measure to select important bands, which is directly related
to the classification task and can be used to distinguish the
various classes. To alleviate the uncertainty between spectrum
and category mapping, the selected bands with greater impact on
classification and spatial contextual information are exploited by
potential functions of CRF model to improve the classification
performance. The unary potential is formulated by the class
membership probabilities to provide the basic discriminative
information of various semantic classes based on the spectral
cues, and the pairwise potential models the spatial interactions
between image pixels to favor the homogenous regions of a
hyperspectral image take the same classification label in the
classification map. In summary, the main contributions of this
work are as follows: (1) the band selection based on the relative
utility of the spectral bands is developed to select the important
bands. (2) The band selection is integrated in the CRFBS algo-
rithm to automatically alleviate the effects of severe noise bands.
(3) Both the spectral and the spatial cues are exploited based on
potential functions of the CRF model to improve classification
performance.

The effectiveness of the CRFBS algorithm was tested using
different hyperspectral datasets with some bands contaminated
with severe noise, and the experimental results showed that the
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Fig. 1. Framework of the spectral-spatial conditional random field classification integrating band selection (CRFBS).

CRFBS method has a competitive classification performance,
compared with other state-of-the-art hyperspectral image clas-
sification approaches.

In the rest of this paper, we describe the proposed CRFBS
algorithm in Section II, present the used experimental data
(Section III), show the corresponding experimental results in
Section IV, give several necessary analysis for the proposed
algorithm (Section V) and draw conclusions in Section VI.

II. PROPOSED CRFBS METHOD

To eliminate the effects of severe noise bands, the CRFBS
algorithm is proposed in this section. As shown in Fig. 1, the
CRFBS approach contains four main interlinked modules: (1)
the core CRF model is constructed to provide spectral-spatial
classification framework. (2) The band selection based on band
importance measure selects the spectral bands useful for classi-
fication by sorting the importance of each band to obtain ideal
observation data for CRF model. (3) The unary potential models
the relationship between classification labels and observation
data by the class membership probabilities, which is obtained
by non-linear SVM. (4) The pairwise potential models the
spatial interactions of neighboring pixels to encode the spatial
patterns of classification classes. These modules are detailed in
the following four subsections.

A. CRF Framework

The classification of hyperspectral images aims to find the op-
timal pixel label using known spectral cues of the image, and can
be considered as maximizing a posteriori probability of the cate-
gory labels using the input hyperspectral image. As a widely used
probabilistic graphical model, CRF attempts to directly model a
posteriori probability to consider the spatial information using
the correspondence between images and graphs [36]. Consider
an original input hyperspectral image x = {x1, x2, . . . , xN},
where xi represents the spectral values of image pixel i ∈ V =
{1, 2, . . . , N}, and N is the number of pixels. The classification
label can be denoted as y = {y1, y2, . . . , yN}, where each label
yi of image pixel i takes a value from the label set L = {1, 2,
… ,K}, and K is the number of classes. Thereby, CRF can use a

Gibbs distribution to model a posteriori probability [39]:

P (y|x) = 1

Z
exp

{
−
∑
c∈C

ψc (yc,x)

}
(1)

where Z represents the partition function.ψc(yc,x) is called the
potential function and is a positive function of random variables
in the clique c, which can be divided into unary, pairwise, and
even higher-order potential functions according to the different
types of cliques. Considering the inference difficulty for a gen-
eral higher-order potential function, the CRF including unary
and pairwise potential functions is widely used:

P (y|x) =

1

Z
exp

⎧⎨
⎩−

∑
i∈V

ψi (yi|x)− λ
∑

i∈V,j∈Ni

ψij (yi, yj |x)
⎫⎬
⎭ (2)

where ψi(yi|x) and ψij(yi, yj |x) represent the unary potential
term and pairwise potential term to model the dependencies of
pairs of random variables, respectively.Ni is the local neighbor-
hood of pixel i, and 8-neighborhood connectivity is widely used
to encode the spatial-contextual relationship [40]. λ controls the
strength of the pairwise potential term relative to the unary po-
tential term. The posteriori probability based on (2) is converted
to the corresponding Gibbs energy:

E (y|x) = − log (P (y|x))− log (Z)

=
∑
i∈V

ψi (yi|x) + λ
∑

i∈V,j∈Ni

ψij (yi, yj |x) . (3)

It can be seen that the classification problem can minimize
equivalently the energy function E(y|x) to obtain the optimal
classification label y. To minimize the energy function, we apply
the graph-cut inference algorithm [41] in our study, as it is
considered an efficient approximation method.

The general CRF framework is established for hyperspectral
image classification, and the remaining problem is to formulate
unary and pairwise potential terms. Based on (3), the unary and
pairwise potential functions can be considered to depend on the
input hyperspectral image x. Accordingly, the noisy bands in
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the input original hyperspectral image will affect the effective
construction of these potential functions and have a further
impact on the spectral-spatial classification performance. To
eliminate the effects of the noisy bands, the band selection based
on the relative importance is integrated in the CRF framework
and is also introduced in the following subsection.

B. Band Selection Based on Band Importance Measure

Hyperspectral images often have many spectral bands, which
have different discriminative capabilities for distinguishing clas-
sification categories because they are in the different parts of the
spectrum [42]. Some bands that are more useful for distinguish-
ing categories have greater importance. Some bands contain
severe noise and even have no information value, so they have
no positive effect on classification. In this study we develop
band selection based on band importance measure to eliminate
the effects of severe noise bands and select useful bands for
classification. The importance of the bands is first obtained, and
then the spectral bands with high importance are selected based
on the given cumulative band importance keeping ratio.

To measure band importance, we apply the RF classification
method, which is a widely used ensemble algorithm. The RF
algorithm was proposed to overcome the overfitting problem
of decision trees based on the aggregation of multiple decision
trees, i.e., bagging [43]. It has an excellent performance in hy-
perspectral classification [13], [44], [45] due to its high- dimen-
sional data processing capabilities. Another potential feature of
RF algorithms is the ability to measure relationships between
input features and output variables, which is denoted as variable
importance. The variable importance in the RF method can be
calculated based on the average value of cumulative reduction
in node impurity for all the trees of the ensemble. Accordingly,
the importance value of a variable Xm is calculated by averaging
the sum of the weighted node impurity reductions of all nodes t
using Xm over all NT trees in the forest for estimating Y.

Imp(Xm) =
1

NT

∑
T

∑
t∈T :v(st)=Xm

p(t)Δi(st, t) (4)

where p(t) is the weight and can be calculated by the propor-
tion of samples reaching node t. v(st) represents the variable
used in the split st and Δi(st, t) is the impurity reduction of
the split st at node t. To select spectral bands that are useful
for classification, the spectral bands of hyperspectral images
are used as input variables of the RF algorithm. Accordingly,
the band importance obtained by (4) can reveal the different
roles of each spectral band in the classification, which can be
exploited to select the spectral bands that play an important role
in classification. To obtain the final spectral band set, we sort
by spectral band importances in descending order, and select
the spectral bands by setting a threshold of cumulative band
importance keeping ratio.

Ind = argmin
Ind

Ind∑
i=1

SortedImp(Xi) >

B∑
i=1

SortedImp(Xi) ∗ δ

(5)

SelBands =
{
Xi|Imp(Xi) > SortedImp(XInd)

}
(6)

where SortedImp(Xi) represents the sorted band importance in
descending order and B is the band number of the original
input hyperspectral image. (5) aims to find the first subscript
Ind of the sorted band importance to satisfy the cumulative
proportion of the sorted band importance is greater than the given
threshold σ. We obtain the band importance threshold based on
the calculated subscript, so that we can select the spectral bands
that the corresponding band importance is greater than the band
importance threshold, according to (6). The top ranked bands
have greater importance and play a greater role in classification,
so that severe noise bands can be discarded automatically due
to their lower importance.

C. Unary Potential

The unary potential function of CRF framework mainly mod-
els the relationship between category labels and image features,
and calculates the cost of each pixel taking a classification
label using the selected spectral bands. In the hyperspectral
image classification tasks, the unary potential term is formulated
by the class membership probabilities, which can be obtained
by discriminative classifier using the selected spectral bands.
Accordingly, the used unary potential is formulated as:

ψi (yi|x)=− ln (P (yi = lk|x̄)) , x̄ ⊆ x. (7)

The unary potential term of CRF uses the class membership
probabilities of pixel P (yi = lk) to calculate the cost of taking
class label lk at the hyperspectral image i based on the the
selected spectral bands x̄. The class membership probabilities
can be obtained by any discriminative classifier. In this study,
the SVM with nonlinear Gaussian radial basis function (RBF)
kernel is used to obtain the probability because the classification
categories are not linearly separable in hyperspectral image
classification and the non-linear SVM can achieve excellent
classification performance using limited training samples. To
obtain the class membership probabilities of SVM, the Platt’s
formulation is used to give the probability estimates based on
the class label outputs of SVM, which is implemented in the
LIBSVM library [46]. Since the SVM algorithm is sensitive to
severe noise bands, a subset of bands obtained by band selec-
tion is used to exclude the interference effects of unimportant
bands for hyperspectral image classification. Considering that
the selected band is based on band importance measure from
RF, the unary potential term can be considered to indirectly
combine the advantages of the RF and SVM algorithms in the
CRFBS classification framework to more accurately distinguish
the different categories for hyperspectral imagery with severe
noise bands.

D. Pairwise Potential

The pairwise potential function of CRF framework models
the spatial interactions between pixels based on the spatial
patterns of classification classes that neighboring pixels in a
homogeneous area tend to take the same label. The spatial prior
knowledge is of importance to help mitigate the classification
uncertainty based on spectral information and alleviate the ef-
fects of salt-and-pepper classification noise. Accordingly, the
used pairwise potential is formulated as the following form to
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encourage the neighborhood pixels of a hyperspectral image to
take the same class label [40].

ψij (yi, yj |x) =
⎧⎨
⎩

0 if yi = yj

1+θexp(−||x̄i−x̄j ||2/β)
||i−j||2 otherwise

(8)

The pairwise potential term of CRF models the spatial in-
teraction between neighborhood pixel positions i and j of a
hyperspectral image based on their spectral difference. The x̄
represents the selected subset of spectral bands. θ controls the
corresponding strength, andβ can be set to twice the mean square
value of the spectral difference of all adjacent pixels in the hy-
perspectral image. Based on (8), the pairwise potential term pe-
nalizes the spatial inconsistencies of adjacent pixel classification
categories based on the spectral difference, so that the pairwise
potential term favors the homogenous regions of a hyperspectral
image take the same classification label. Compared to unary
potential term, the pairwise potential function considers the spa-
tial patterns to eliminate the uncertainty between spectrum and
class mapping by modeling the spatial interaction of neighboring
pixels. Therefore, CRF can integrate the spectral and spatial
information using the unary and pairwise potentials to alleviate
the effects of spectral variability.

III. EXPERIMENTAL DATA

In our experimental set-up, we apply three hyperspectral
datasets from different experimental areas and different sen-
sors to analyze the performance of the CRFBS method. These
obtained hyperspectral images have some bands contaminated
with severe noise, which are expected to have a certain impact on
the classification accuracy. In practice, low-noise spectral bands
are often used, and some severely noisy bands are removed in
advance, based on expert knowledge. Considering that the pro-
posed algorithm can directly deal with the original hyperspectral
image with noisy bands by integrating band selection based on
the relative importance of the spectral bands, the obtained raw
hyperspectral data with noise spectral bands are used to verify
the effectiveness of the CRFBS method.

The first experimental dataset is the publicly available In-
dian Pines hyperspectral data, which was acquired by the Air-
borne/Visible Infrared Imaging Spectrometer (AVIRIS) sensor.
The hyperspectral image contains 145 × 145 pixels with 20 m
spatial resolution and 224 spectral channels between 0.4 and
2.5 μm. However, the data we actually obtain have only 220
spectral channels, and these spectral channels are used directly
in our experiments. There are 16 thematic classes in the Indian
Pines dataset. The overall appearance of the experimental area
and the corresponding category distribution are presented in
Fig. 2(a) and (b), respectively. The detailed class information
containing the number of training and test samples for the Indian
Pines dataset is provided in Table I.

The Salinas hyperspectral dataset used in the second experi-
ment was acquired by the AVIRIS sensor from the Salinas Valley,
California. The hyperspectral image has 512 × 217 pixels with
3.7 m spatial resolution. The Salinas dataset originally has 224
spectral bands between 0.4 and 2.5 μm, which contains 20 water

Fig. 2. Indian Pines dataset. (a) Three-band false color image. (b) Ground-truth
image.

TABLE I
CLASS INFORMATION FOR THE INDIAN PINES IMAGE

Fig. 3. Salinas dataset. (a) Three-band false color image. (b) Ground-truth
image.

absorption spectral bands. All these spectral channels are used in
our experiments, and no bands have been discarded in advance.
As shown in Fig. 3, an overview and the spatial distribution
of 16 agricultural types are given. In this experiment, only 15
labeled pixels for each class were selected as training samples,
due to the relatively high separability between most categories
of the Salinas dataset. The detailed class information used for
classification is reported in Table II.

The third experimental dataset is the WHU-Hi-HanChuan
UAV dataset from Hanchuan [47], Hubei province, China, which
was acquired by a Headwall Nano-Hyperspec sensor mounted
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TABLE II
CLASS INFORMATION FOR THE SALINAS IMAGE

Fig. 4. WHU-Hi-HanChuan UAV dataset. (a) Visible data and photos of the
some typical crop types in the study area. (b) Hyperspectral image. (c) Ground-
truth image.

on Aibot X6 six-rotor UAV in June 2016. The acquired hyper-
spectral image contains 303 × 1217 pixels and 274 spectral
channels between 400 and 1000 nm with several severe noise
bands. The spatial resolution of the image is 0.1 m, since the
flight height of the UAV was set to 250 m. Fig. 4(a) gives an
overview of this study area based on obtained visible data and
some photos of the typical crop types from field investigation.
The image mainly has 16 semantic classes, which were labeled in
detail and cover almost the whole of the image to effectively eval-
uate classification algorithms. The corresponding hyperspectral
image and spatial distribution of the various categories are shown
in Fig. 4(b) and Fig. 4(c). In this experiment, the numbers of
training and test samples are given in Table III.

IV. RESULTS AND ANALYSIS

In this section, the experimental results using different hyper-
spectral datasets are described and analyzed to test the effec-
tiveness of the CRFBS algorithm. CRFBS was compared with
several state-of-art classification methods, including pixel-wise,
object-oriented and deep learning approaches. For the pixel-wise
classification method, SVM was selected as the comparison
algorithm, which uses an RBF kernel and is implemented in
LIBSVM [46]. For the object-oriented classification method, a

TABLE III
CLASS INFORMATION FOR THE WHU-HI-HANCHUAN UAV IMAGE

multi-resolution segmentation algorithm implemented in eCog-
nition 8.0 (FNEA) was used to obtain segmentation objects,
and a majority voting strategy was applied to obtain the object-
oriented classification map based on the pixel-wise SVM clas-
sification map. The corresponding object-oriented approach is
denoted by OO-FNEA in our study. The deep learning approach
used as a comparison algorithm was the spectral-spatial attention
network (SSAN) [32], which extracts spectral-spatial features
based on a spectral attention bi-directional recurrent neural
network branch and a spatial attention CNN branch.

In addition, the band selection based on band importance is
integrated in the CRFBS algorithm, which is denoted as BIBS
in our study, so that the improvement of this mechanism can be
evaluated. To verify that band importance can be used for feature
selection, the BIBS method is compared with some state-of-art
band selection approaches: the band selection method based
on saliency bands and scale selection (SBSS) [11] and the
supervised band selection based on modified ant lion optimizer
(MALO) [48]. All bands of hyperspectral imagery are also used
as a benchmark, which is denoted as AllBands. The optimal
selected feature subset obtained by these band selection methods
(SBSS, MALO, and BIBS) as well as all bands of the hyperspec-
tral imagery are used as input to the SVM to achieve a pixel-wise
classification performance.

The classification maps for the various classification
methods (AllBands, SBSS, MALO, BIBS, OO-FNEA,
SSAN, and CRFBS) with the Indian Pines, Salinas,
and WHU-Hi-HanChuan UAV datasets are shown in
Figs. 5–7 respectively. They allow for a qualitative assessment of
the results. To quantitatively evaluate these classification results,
several common measures of classification accuracies are used,
including the accuracy of each class, the overall accuracy
(OA), the average accuracy (AA), and the Kappa coefficient
(KAPPA). The corresponding classification accuracies are
reported in Tables IV–VI for the Indian Pines, Salinas, and
WHU-Hi-HanChuan UAV datasets.

For the pixel-wise classification methods (AllBands, SBSS,
MALO, and BIBS), as shown in Figs. 5–7, they all present
severe salt-and-pepper classification noise mainly because there
is no consideration of spatial information, which can effectively
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Fig. 5. Classification results for the Indian Pines dataset. (a) Ground-truth. (b) AllBands. (c) SBSS. (d) MALO. (e) BIBS. (f) OO-FNEA. (g) SSAN. (h) CRFBS.

Fig. 6. Classification results for the Salinas dataset. (a) Ground-truth. (b) AllBands. (c) SBSS. (d) MALO. (e) BIBS. (f) OO-FNEA. (g) SSAN. (h) CRFBS.

Fig. 7. Classification results for the WHU-Hi-HanChuan UAV dataset. (a) Ground-truth. (b) AllBands. (c) SBSS. (d) MALO. (e) BIBS. (f) OO-FNEA. (g) SSAN.
(h) CRFBS.
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TABLE IV
CLASSIFICATION ACCURACIES FOR THE INDIAN PINES DATASET

TABLE V
CLASSIFICATION ACCURACIES FOR THE SALINAS DATASET

reduce the degree of spectral confusion between different cat-
egories. These pixel-wise classification algorithms select the
corresponding optimal spectral band subset based on differ-
ent metrics. In consequence they have different classification
performances. As reported in Table IV–VI, the proposed band
selection methods (BIBS) using the selected band subsets show
– compared with all input bands of hyperspectral remote sens-
ing images – improved classification accuracy. This is due to
the capability to select more informative spectral channels to
eliminate the impact of noise bands.

We find the classification accuracy of the proposed BIBS
method has been improved by more than 3% compared with the
use of all spectral bands. And we find these improvements for the
Indian Pines, Salinas, as well as the WHU-Hi-HanChuan UAV
datasets. Compared with other band selection methods (SBSS

and MALO), BIBS can achieve comparative classification per-
formance, or partly even higher classification accuracy. These
classification results illustrate that the band selection method
based on the band importance has the capability to select a
subset of spectral bands that are beneficial for classification.
With it the negative effects of noise bands are lowered and thus,
classification performance is improved.

For the spectral-spatial classification methods, the object-
oriented approach and the deep learning algorithm deliver
smoother classification results. Beyond they improve classifi-
cation accuracies by considering spatial contextual information,
compared with the pixel-wise approaches. As shown in Figs. 5–
7(f), the classification maps of OO-FNEA method tend to be
more regular due to the constraints of segmentation results.
However, it remains an unsolved challenge to select optimal
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TABLE VI
CLASSIFICATION ACCURACIES FOR THE WHU-HI-HANCHUAN UAV DATASET

segmentation scales [22] because of the scale diversity of the
different classification types. Thus, some similar categories
may be misclassified, such as the vineyard_untrained and the
grapes_untrained classes in Fig. 6. The deep learning method
(SSAN) exhibits better classification accuracy than OO-FNEA
due to the strong learning ability and spatial information uti-
lization ability of deep learning. In the case of limited training
samples, the SSAN algorithm still causes confusion in some
similar categories, such as corn-no till and soybean-min till
categories in Fig. 5.

For the proposed CRFBS algorithm, the band selection based
on the relative utility of the spectral bands is integrated to select
important bands that are beneficial for classification and to
alleviate the effects of input noise spectral bands. On the other
hand, the spatial interactions of pixels are considered by pairwise
potentials of CRF to provide the complementary information
for spectral cues from the spatial dimension to improve the
separability between classification categories. Accordingly, the
CRFBS algorithm delivers an improved classification perfor-
mance in both, the evaluation of the classification maps in a
qualitative sense as well as the quantitative results. As reported
in Table IV–VI, CRFBS shows better classification accuracies.
And it shows an increase of more than 11% in OA over the high-
est accuracy of the pixel-wise approaches for the Indian Pines,
Salinas, and WHU-Hi-HanChuan UAV datasets. Compared
with the spectral-spatial classification methods (OO-FNEA and
SSAN), CRFBS also leads to better classification accuracies
and visual results. For example, CRFBS can correctly distin-
guish the vineyard_untrained and the grapes_untrained classes
in Fig. 6, and shows an improvement for these classes in classi-
fication maps and classification accuracies. Overall, we find the
spectral-spatial classification methods (OO-FNEA and SSAN)
can achieve reasonable classification results, and the CRFBS
method exhibits a competitive classification performance
for the Indian Pines, Salinas, and WHU-Hi-HanChuan UAV
datasets.

V. DISCUSSION

A. Effect of Important Bands for Classification Accuracy
of the SVM and RF Approaches

The CRFBS method integrates the band selection based on
band importance to select the bands that are useful for classi-
fication, and this relative utility level of the spectral channels
is obtained by the RF method. The original input hyperspectral
image often has noisy spectral bands, so that the classification ef-
fect of important bands after removing noise bands for the SVM
and RF approaches is analyzed, and the rationality of integrating
these methods is explained in this section. Thereby, additional
experiments were conducted using SVM and RF classifiers with
all spectral bands (AllBands) and selected bands based on band
importance (BIBS) for the three datasets. In the experiments,
the threshold of cumulative band importance keeping ratio σ is
set to 0.7, and the corresponding numbers of selected spectral
bands using the BIBS algorithm are 118, 103, and 164 for the
Indian Pines, Salinas, and WHU-Hi-HanChuan UAV datasets,
respectively. The original input spectral bands and the selected
important spectral bands were used to analyze the classification
effect of the important bands for the SVM and RF approaches.
The classification accuracies are reported in Table VII.

From the results shown in Table VII, we draw the conclusion
that SVM can achieve a higher classification accuracy when the
data are ideal for hyperspectral image classification. SVM shows
improvements of more than 6% over RF in OA for the three
datasets using the selected important spectral bands. However,
the original input hyperspectral image often contains noise bands
and uninformative bands, which have a great impact on the SVM
algorithm. As reported in Table VII, the SVM algorithm using
selected important spectral bands has a higher classification
accuracy than that achieved with the original spectral bands.
The OA shows a more than 3% improvement for all three
experimental data. This demonstrates that it is beneficial to
select these important bands to achieve a better classification
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TABLE VII
CLASSIFICATION ACCURACIES OF SVM AND RF CLASSIFIERS USING ALL SPECTRAL BANDS (ALLBANDS) AND SELECTED BANDS BASED ON BAND IMPORTANCE

(BIBS) FOR THE INDIAN PINES, SALINAS, AND WHU-HI-HANCHUAN UAV DATASETS

Fig. 8. Sensitivity analysis for threshold of cumulative band importance keeping ratio σ using the Indian Pines, Salinas, and WHU-Hi-HanChuan UAV datasets.
(a) Indian Pines. (b) Salinas. (c) WHU-Hi-HanChuan UAV.

result. Compared with the SVM approach, we find for the RF
algorithm a relatively small impact on classification accuracy us-
ing the important bands after removing noise bands. Therefore,
to obtain a better classification performance, the advantages of
both algorithms are integrated in our research. The RF algorithm
is used to select important spectral channels for original input
hyperspectral image based on the utility level of the spectral
bands. The SVM algorithm uses the selected spectral bands
obtained by RF to improve the classification performance in
the case of ideal data.

B. Systematic Threshold Analysis of Cumulative Band
Importance Keeping Ratio for the BIBS Algorithm

The threshold of cumulative band importance keeping ratio
σ is an important parameter for the band selection based on
band importance. This parameter is used to adjust the retention
ratio of the cumulative band importance and indirectly affects
the number of selected spectral bands. In this subsection, a
sensitive analysis of the parameter σ for the BIBS algorithm
is given, and additional experiments were conducted to analyze
the classification effects using the Indian Pines, Salinas, and
WHU-Hi-HanChuan UAV datasets. To analyze the effects of
parameter σ, its value was systematically tested from 0.1 to 1,
with an interval of 0.1. The corresponding classification accu-
racies (OA) with different parameter σ are given in Fig. 8.

As shown in Fig. 8, the classification accuracy is at a low level,
when the parameter is set to 0.1. This is mainly because only the
most important spectral bands are used for classification. Obvi-
ously the reduction of spectral bands in this parameter setting
is too restrictive, which results in a comparatively low classifi-
cation accuracy. However, still more the 60% OA is achieved.
In the initial stage when the parameter σ increases, classification
accuracy increases rapidly since more useful spectral bands for

TABLE VIII
SELECTED BANDS OF BIBS FOR THE INDIAN PINES, SALINAS, AND

WHU-HI-HANCHUAN UAV DATASETS

classification are selected. When parameter σ reaches a certain
value and most of the information bands have been selected,
the classification accuracy can reach the corresponding highest
value. After that, when more bands that did not have much effect
on classification were added, the classification accuracy showed
a decreasing trend. Overall, the threshold of cumulative band
importance keeping ratio σ has a great impact on classification
accuracy to select the spectral bands with different importance.
However, as it can be observed from Fig. 8, we empirically find
that there are basically enough important bands used for clas-
sification, when the parameter is set to 0.7. The corresponding
selected spectral bands are reported in Table VIII for the Indian
Pines, Salinas, and WHU-Hi-HanChuan UAV datasets.

As shown in Table VIII, the selected spectral bands have
many continuous intervals and the numbers of selected spectral
bands are 118, 103, and 164 for the three experimental datasets,
respectively. The BIBS only selects the spectral bands that are
useful for classification based on band importance measures and
adjacent spectral bands always have similar importance due to
the correlation between the bands. Accordingly, many spectral
bands in continuous intervals with the higher relative utility are
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TABLE IX
CLASSIFICATION RESULTS OF CRF USING ALL SPECTRAL BANDS (ALLBANDS)
AND SELECTED BANDS BASED ON BAND IMPORTANCE (BIBS) FOR THE INDIAN

PINES, SALINAS, AND WHU-HI-HANCHUAN UAV DATASETS

selected. In addition, the severe noise bands are less important
for classification, and will therefore be explicitly excluded in the
selected subset of bands. If we take the Indian Pines dataset as
an example, the manually discarded noise bands are 104–108,
150–163, and 220. These bands are also abandoned by the BIBS
algorithm due to their lower band importance.

C. Contribution of Band Selection for the CRFBS Algorithm

The band selection based on band importance is used to select
spectral channels that are useful for classification and to alleviate
the effects of noise bands. On the other hand, the band selection
has a great impact on the classification accuracy of the CRFBS
algorithm. For evaluation, the contribution of band selection for
the CRFBS algorithm is measured in this subsection: we com-
pare the classification results using all spectral bands (AllBands)
and selected bands based on band importance (BIBS) for the
three experimental datasets (Table IX).

The spectral-spatial classification method based on CRF mod-
els the basic discriminative information of various semantic
classes based on the used spectral bands by unary potentials.
Accordingly, the selected spectral channels also affect the clas-
sification results of the CRFBS algorithm. As can be observed
from Table IX, the algorithm using the selected bands based
on band importance can achieve a more than 3%, 10% and 4%
improvement in OA for the Indian Pines, Salinas and WHU-
Hi-HanChuan UAV datasets, respectively, compared with that
achieved using all spectral bands. This demonstrates that the
band selection can improve the spectral-spatial classification
accuracies of CRF and play an important role for the CRFBS
algorithm.

VI. CONCLUSION

In this study, a spectral-spatial classification algorithm based
on CRF integrating band selection (CRFBS) has been developed
and systematically tested for hyperspectral image with severe
noise bands. On the one hand, the hyperspectral data can have
very noisy bands, and may even have bands which feature solely
zero values and do not contain any useful information. It has been
shown that the proposed algorithm can automatically select the
bands that are useful for classification to eliminate the effects of
severe noise bands and reduce the need for high-quality image
data. On the other hand, the CRFBS algorithm can integrate the
spectral and spatial information by modeling the spatial interac-
tions between pixels and combining the advantages of the RF and
SVM algorithms to improve the classification performance. The
experiments using three different hyperspectral datasets with

noise bands confirmed that the proposed algorithm can achieve
an improvement in classification performance, compared with
other state-of-the-art spectral-spatial classification methods. In
the future, the accurate estimation of the class membership
probabilities will be considered to model the unary potentials
of the CRF model, considering the inaccuracy of the probability
estimation of the SVM algorithm.
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