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Abstract: Pocket formation is an important characteristic of turbulent premixed flames and 

understanding pocket behavior is key to developing high-fidelity numerical combustion models. 

In this study, a dual-burner experiment is used to study pockets in single- and dual-flame 

configurations and synchronized high-speed OH-planar laser-induced fluorescence and 

stereoscopic-particle image velocimetry imaging techniques are implemented to track flame 

pockets and the surrounding flow field. Statistical analysis of pocket origin and fate is performed 

using a novel tracking algorithm incorporating non-rigid image registration. Results show that 

pocket formation rates increase as a function of increasing inlet turbulence level; reactant pocket 

formation increases as a function of downstream distance, whereas product pocket formation 

decreases. Tracking reactant pocket lifetime shows that a majority of these pockets burn out and 

displacement speeds are characterized. Product pockets usually merge with the main flame surface, 

which could have an impact on local flame structure and propagation. Results presented in this 

study show that pocket behavior in turbulent flames can change local flame dynamics and it is 

important to capture these effects in sub-grid scale combustion models to accurately predict flame 

behavior. 
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Nomenclature 

DNS  Direct numerical simulation 
FOV  Field-of-view 
FSD  Flame surface density 
LES  Large-eddy simulation 
PLIF  Planar laser-induced fluorescence 
s-PIV  Stereoscopic-particle image velocimetry 
𝐴𝐴𝑐𝑐̅  Time-averaged flame area based on 𝑐𝑐̅ 
𝐻𝐻  Time-averaged flame height 
𝐿𝐿11  Integral length-scale 
𝑃𝑃1  Perimeter of a reactant pocket contour at 𝑡𝑡0 
𝑅𝑅𝑒𝑒𝑤𝑤  Width-based bulk flow Reynolds number 
𝑅𝑅𝑒𝑒ℎ  Hydraulic diameter-based Reynolds number 
𝑅𝑅𝑒𝑒𝐿𝐿11  Turbulent Reynolds number 
𝑆𝑆𝐷𝐷  Reactant pocket displacement speed 
𝑆𝑆𝑀𝑀,𝐶𝐶  Reactant gas consumption due to merging 
𝑆𝑆𝑇𝑇  Turbulent flame speed 
𝑆𝑆𝑇𝑇,𝐺𝐺𝐶𝐶𝑐𝑐�   Turbulent global consumption speed based on 𝑐𝑐̅ 
𝑈𝑈  Bulk flow velocity 
𝑈𝑈𝑍𝑍  Averaged out-of-plane component velocity inside product pocket 
𝑐𝑐̅  Time-averaged progress variable 
𝑙𝑙𝑓𝑓  Laminar flame thickness 
𝑚̇𝑚𝑅𝑅  Mass flow rate of reactant gases 
𝑠𝑠𝐿𝐿  Unstretched laminar flame speed 
𝑢𝑢�⃗ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  Reactant pocket flame surface velocity 
𝑢𝑢�⃗ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  Local convection velocity near pocket flame surface 
𝑢𝑢′  Turbulence velocity-scale 
𝑢𝑢𝑥𝑥′   𝑥𝑥-component of turbulence velocity scale 
𝑢𝑢𝑦𝑦′   𝑦𝑦-component of turbulence velocity scale 
𝑢𝑢𝑧𝑧′   𝑧𝑧-component of turbulence velocity scale 
𝑤𝑤  Burner width 
𝑥𝑥  Stream-wise direction 
𝑦𝑦  Cross-stream direction 
𝑧𝑧  Span-wise direction 
Δ𝐴𝐴  Two-dimensional area change for a reactant pocket in Δ𝑡𝑡 
𝜆𝜆𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇  Taylor length-scale 
𝜌𝜌𝑅𝑅  Mixture density of reactant gases 
ℛ𝑅𝑅,𝑝𝑝  Reactant pocket formation rate 
ℛ𝑃𝑃,𝑝𝑝  Product pocket formation rate 
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1. Introduction 

The formation of flame pockets in turbulent flames is a natural result of turbulence-flame 

interactions and the resultant flame wrinkling. Flame pockets, for the purposes of this study, are 

defined as regions of either reactants or products that have separated from the main flame structure. 

Reactant pockets, or separated regions of reactant gases surrounded by a flame, are typically 

formed after flame-flame interaction events where the flame is so locally contorted that a flame 

tunnel closure results in a “pinching” of the flame and the formation of a pocket. Product pockets 

can be formed as a result of either product-side flame interactions or flame holes and are defined 

as separated regions of product gases that are found on the reactant side of the flame. Both 

experiments [1-3] and simulations [4-6] have shown that reactant-side interactions occur more 

frequently than product-side interactions, which would suggest that reactant pockets are formed 

more frequently than product pockets. 

Most studies of pocket formation used simulation to understand the formation of pockets and 

the effect that they have on turbulent flame behavior. Work by Denet [7] used two-dimensional 

direct numerical simulation (DNS) to quantify the frequency of pocket formation; the results show 

that the number of pockets formed increased as the range of turbulent scales also increased. Further 

2D DNS studies by Chen et al. [8] explored the details of the flame interaction processes that lead 

to reactant pocket formation. Much emphasis was placed on understanding the interaction of 

different “layers” (preheat layer, reaction layer, etc.) during the interaction. Three primary 

processes have been observed in the lifetime of reactant pockets. First, a flame channel closes, 

resulting in a cusp on the main flame and a pocket. Second, cusp recovery occurs on the main 

flame after the interaction. Third, the flame surrounding the separated pocket continues to 

propagate, leading to pocket burn out. During tunnel closing and pocket burnout events, thermo-
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diffusive and chemical interactions result in the acceleration of the flames prior to annihilation. 

However, the time scales associated with the final stage of mutual annihilation and the initial stage 

of cusp recovery are significantly smaller than diffusive and convective time scales, meaning that 

these interaction effects alter flame propagation relatively little. Relatively few simulations have 

considered the behavior of reactant pockets during burnout. Sun and Law [9] used a 1D PREMIX 

[10] simulation in spherical coordinates to calculate the flame speed as a function of pocket radius. 

Their findings show that Lewis number plays an important role in controlling both burnout rate 

and burnout completion, as Lewis number controls whether the high curvature levels at the end of 

burnout lead to flame extinction or burning enhancement. 

A number of experimental studies have measured pocket burnout rates in mostly laminar 

pockets. Studies by Ibarreta and Driscoll [11] and Baillot and co-workers [12, 13] investigated 

laminar inwardly propagating flames, essentially reactant pockets, to understand the correlation 

between burnout rates and the mean flame curvatures for these flames. Their studies showed that 

mean curvature plays an important role in enhancing the burning rates of these laminar flames. 

Some recent studies have analyzed burnout rates for reactant pockets originating in the flame tip 

region of turbulent Bunsen flames. Johchi et al. [14] performed simultaneous velocity and CH/OH 

field measurements for reactant flame pockets and their results showed that the most probable 

consumption rates were much higher than the unstretched laminar flame speed. Another study by 

Han et al. [15] studied the effect of CO2 addition on consumption rates of unburned reactant 

pockets. Their results showed that addition of CO2 does not impact the most probable consumption 

rates of unburned fine scale pockets and weak correlation exists between pocket size and 

consumption rates. More recent work conducted by Kim et al. [16] showed a correlation between 

the number of unburned reactant pockets and integral length-scale with downstream distance. 
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 Very little treatment of product pockets can be found in the literature. Statistics of product 

pocket formation were reported by Dunstan et al. [4] and Griffiths et al. [6], indicating that product 

pocket formation rates increased with turbulence intensity, a result of the high levels of strain 

required to drive product-side flame interactions. This trend was confirmed experimentally in our 

recent work in a turbulent Bunsen flame [1]. Recent work by Xu et al. [17]  considered the impact 

that product pockets have on ignition tendencies and flame propagation using three-dimensional 

DNS and explosive mode analysis. In this work, they showed that the existence of product pockets 

in the reactant stream acts as a sort of exhaust gas recirculation (EGR), causing preheating and 

chemical activation of the reactants ahead of the flame and enhancing the explosiveness of that 

mixture. 

While this previous work on flame pockets provides a useful foundation for understanding 

pocket formation, it has two gaps that we address in the present work. First, we provide statistics 

of both reactant and product formation rates in highly turbulent Bunsen flames over a range of 

operating conditions, adding to the little data available. We show that pocket formation happens 

quite frequently at high turbulence intensities and quantify the spatial dependence of both pocket 

formation rate and size for a range of turbulence levels. Second, and more importantly, we have 

not only identified the modes by which pockets are formed, but also tracked them throughout their 

lifetime. Pockets can not only burn out, but can also re-merge with the flame, which can have a 

local impact of flame dynamics for both reactant and product pocket mergers. Further, we have 

quantified reactant pocket burnout rates using pocket displacement speed. Finally, we have 

considered the different effects that product pockets could have on flame propagation, following 

the work of Xu et al. [17].  
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2. Experimental Configuration 

2.1. Burner Configuration 

The dual burner configuration consists of two identical burners mirrored about the experiment 

centerline (Figure 1). The exit plane cross-section for each burner is 10 mm x 100 mm; each burner 

contains the inlet for the premixed reactants (natural gas and air), two ceramic honeycomb flow-

straighteners, and two perforated-plate turbulence generators. The turbulence generation plates 

have a staggered hole pattern with 3.2 mm hole-diameters and a 40% open area. These plates are 

mounted 30 and 10 mm upstream of the burner exit plane, resulting in an 18% turbulence intensity 

averaged along the burner width, normalized by the bulk flow velocity. This turbulence intensity 

is based on all three components of velocity. Two types of pilot flames (anchoring and back-

support) are utilized in each burner to provide adiabatic combustion products around the flames. 

A translation stage is used to change fields-of-view (FOVs) for high-speed laser measurements; 

data from each field of view are not obtained concurrently but instead sequentially on the same 

day. Changes from dual-flame to single-flame configuration can be made in this experiment by 

attaching the back-support pilot flame of one burner as a secondary pilot to the other burner. More 

details on the burner dimensions can be found in our previous work [1, 18, 19]. 
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(a) 

 
(b) 

Figure 1: (a) Photograph of dual burner experiment in operation with all pilot flames. (b) Fields-of-
views (FOVs) for optical measurements; the red arrows represent the flow path for the pilot flame 
premixed gases and the green arrows represent the flow path for the main flame premixed gases 

 

The test matrix used in this study is a subset of the datasets used in a previous study; definitions 

of each of the operational parameters can be found in Ref. [1]. For this work, three bulk flow 

velocities are used for both single- and dual-flame configurations (Table 1). Each flame condition 

is operated at 𝜙𝜙=1.0 and the flame spacing in the dual flames cases is kept constant at 30 mm. All 

pilot flames are operated at 𝜙𝜙 = 1.0 to avoid gradients in product temperature or equivalence 

ratios. Bulk flow velocities of anchoring and back-support pilot flames are kept constant at 3 m/s 

and 4.3 m/s, respectively. All main flames are operated in the thin-reactions regime on the Borghi-

Peters’ premixed combustion regime diagram [20]. The turbulence intensity results presented in 

Table 1 are calculated using Equation (1):  

 
𝑢𝑢′ = ��

𝑢𝑢𝑥𝑥′ 2 + 𝑢𝑢𝑦𝑦′ 2 + 𝑢𝑢𝑧𝑧′ 2

3
� (1) 

 

x

20 mm

5 mm

FOV III

FOV II

FOV I

OH-PLIF s-PIV

Overlap

Overlap

5 mm

58 mm

5 mm
11.5 mm

30 mm

y 10 mm

20 mm

10 mm
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Table 1: Flow conditions of burners 

 Bulk flow properties Non-reacting inlet turbulence characteristics Flame height 
Simultaneous 
measurements Case 𝑼𝑼 

[𝒎𝒎/𝒔𝒔] 𝑹𝑹𝒆𝒆𝒘𝒘 𝑹𝑹𝒆𝒆𝒉𝒉 𝒖𝒖′ 
[𝒎𝒎/𝒔𝒔] 

𝑳𝑳𝟏𝟏𝟏𝟏 
[𝒎𝒎𝒎𝒎] 

𝝀𝝀𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻 
[𝒎𝒎𝒎𝒎] 

𝑹𝑹𝒆𝒆𝑳𝑳𝟏𝟏𝟏𝟏 𝒖𝒖′/𝒔𝒔𝑳𝑳 𝑳𝑳𝟏𝟏𝟏𝟏/𝒍𝒍𝒇𝒇 𝑯𝑯 [𝒎𝒎𝒎𝒎] 

A-Dual 12 8500 15000 2.2 2.1 1.4 325 5.5 11.1 35 Yes 
A-Single 35 No 
C-Dual 20 14000 26000 3.6 2.3 1.3 575 8.9 11.8 

48 Yes 
C-Single 46 No 
E-Dual 28 19000 36000 5.0 2.2 1.2 787 12.4 11.6 58 Yes 

E-Single 56 No 
 

2.2. Diagnostics and Data Processing 

2.2.1. OH-Planar Laser Induced Fluorescence (OH-PLIF) 

Flame-front measurements are performed using OH-planar laser-induced fluorescence (OH-

PLIF) at a sampling rate of 10 kHz. The OH-PLIF system consists of a 532 nm Nd:YAG laser 

(Edgewave) pumping a dye laser (Sirah Credo). The output beam is tuned to the Q1(6) line of the 

A2Σ+ ← X2Π (1-0) band to excite the OH radicals at 282.94 nm. The UV beam from the dye laser 

is passed through a periscope and a set of three cylindrical lenses to obtain a collimated sheet with 

an approximate height of 21 mm. The signal from the excited OH radicals is acquired using a 

CMOS sensor camera (Photron FASTCAM SA1.1), coupled with an external intensifier (LaVision 

HS-IRO) and a 100 mm f/2.8 UV lens (Cerco), resulting in a resolution of 0.1 mm/pixel. A high 

transmissivity filter (LaVision 1108760 VZ) is used to collect the signal at 320±20 nm. 

Background flame luminosity is reduced in the acquired images by setting the intensifier gate at 

100-150 ns. Simultaneous OH-PLIF/s-PIV measurements datasets include 5000 images and 10000 

images for only OH-PLIF datasets. Measurements are performed in three FOVs with a 5 mm 

overlap between two FOVs. The signal to noise ratio of the images is ~32 based on the 

methodology described in [2]; further discussion of uncertainty associated with PLIF imaging 

acquisition and processing is discussed in the supplemental material of our previous work [1]. 
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2.2.2. Stereoscopic-Particle Image Velocimetry (s-PIV) 

Stereoscopic-particle image velocimetry is performed at 10 kHz with a dual cavity, Nd:YAG 

laser (Quantronix Hawk Duo) operating at 532 nm in forward-forward scatter mode. A 50 mm tall 

laser sheet is created using a combination of mirrors and three cylindrical lenses; the angle between 

the laser sheet plane and each camera sensor (Photron FASTCAM SA5) is about 25 degrees. Each 

camera is equipped with a 100 mm f/2.8 lens (Tokina Macro) and a Nikon tele-converter to allow 

for a safe stand-off distance between the sensor and the burners. A 32 mm x 53 mm field of view 

is obtained through this setup and images are collected at 10 kHz in double frame mode with a 

pulse separation of 14 μs. Aluminum oxide particles of diameters 0.5-2.0 μm are used for seeding 

the flow field; the Stokes number based on a 1 μm  nominal diameter of these particles is 0.06, 

implying that particles can track flow oscillations up to 4000 Hz [21]. To reduce flame luminosity, 

near-infrared filters (Schneider Kreuznach IR MTD) and laser line filters (Edmund Optics 

TECHSPEC 532 nm CWL) are used on each camera. LaVision’s DaVis 8.3 is used to perform 

vector calculations from Mie scattering images. These calculations included a multi-pass algorithm 

with varying window sizes ranging from 64 x 64 to 16 x 16 and a 50% overlap. This resulted in a 

vector spacing of 0.48 mm/vector. A universal outlier detection scheme, with a 3x median filter is 

used for post-processing of the vector fields. Averaged uncertainties in instantaneous velocities 

range from 1.4-2.5 m/s in the jet region of the burners for 𝑈𝑈 =12-28 m/s using the uncertainty 

calculation feature in DaVis. A total of 5000 vector fields are obtained for each condition. The 

layout of the simultaneous OH-PLIF and s-PIV system is shown in Ref. [1]. Stanford Research 

Systems DG-535 digital delay generators are used to synchronize the OH-PLIF and s-PIV systems. 

 

2.2.3. Pocket Identification and Tracking 
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One of the necessities of flame pocket identification is accurate binarization of raw OH-PLIF 

images. In this study, a multi-step binarization scheme is implemented: 1) laser-sheet profile 

corrections are applied to the images, 2) corrected images are median- and bilateral-filtered to 

smooth discrete intensity changes that may result in noise while preserving the OH-gradients 

corresponding to flame fronts, 3) dynamic thresholding is performed using Otsu’s method [22] to 

obtain binarized images, and 4) flame edges are identified by tracing the binarized objects from 

the previous step. Sensitivity of our analysis to binarization parameters was quantified and reported 

in the supplemental material of Tyagi et al. [1]. 

Pockets can be identified using the flame edges calculated from the binarized images. The 

bwboundaries algorithm stores each non-connected edge in each frame as a separate object in a 

cell array, allowing for identification of a pocket edge from the main flame. Flame edges that 

contain ‘islands’ of reactants or products are flagged and the binarized pixel values contained in 

the islands are utilized to discern reactant islands from product islands. Reactant pockets are 

islands with values of zero inside, and product pockets are islands with values of one inside. 

Geometric properties, such as contour centroid, area, perimeter, etc., are also stored along with the 

edges. An example of the binarization scheme and identified islands are shown in Figure 2. 

 
Figure 2: (a) Sheet-corrected OH-PLIF image, (b) bilateral and gaussian filtered image, (c) binarized 

image, and (d) binarized image with edges 
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This technique works well for identifying islands of reactants and products; however, to 

classify these islands as actual ‘pockets’ requires some assumptions. Pockets formed in turbulent 

flames are three dimensional and the use of planar imaging limits full identification of the flame 

surface of the pocket. Without the knowledge of the complete flame surface in three dimensions, 

uncertainties are introduced by treating detected islands as individual pockets. Reactant pockets 

are commonly observed in flames operating in thin-reactions regimes and, as such, we assume that 

the reactant islands identified in this study are likely reactant pockets [20]. In our previous work 

[1], we quantified the likelihood that a reactant-side interaction is an actual interaction rather than 

an out-of-plane motion. To determine this, we assumed that if the local out-of-plane velocity, 

measured using s-PIV, was higher than a turbulent flame speed (𝑆𝑆𝑇𝑇 = �1 + (𝑢𝑢′/𝑠𝑠𝐿𝐿)2 ), then the 

interaction was likely to be an out-of-plane motion rather than an actual interaction. Otherwise, we 

assumed that the interaction was real. For Case A, the likelihood that the pocket-forming 

interaction is real is 92%, whereas for Case E, 82% interactions are real. 

In the case of islands containing products, it is uncertain whether to treat the identified islands 

as isolated pockets or connected tunnels that exist in the out-of-plane direction [6]. While it is 

possible to capture the out-of-plane surface using tomographic imaging methods [23-26], it 

becomes rather expensive to perform such measurements and they include a new set of 

uncertainties [27]. 

 
Figure 3: Example of product islands identified in OH-PLIF images 
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Figure 3 shows examples of product islands in case E-Single; sub-figures (a)-(e) show an 

example of merging of product sides of the flame front, resulting in the formation of a product 

island, as shown in sub-figure (b). This island convects downstream and appears to shrink in the 

plane of measurement, as shown in sub-figures (c), (d), and (e). In the last two sub-figures, two 

other product islands are formed. These instances of product islands are merely examples of the 

different ways these islands are formed in turbulent flames. While classifying these islands as 

product pockets or tunnels is a limitation of the planar measurements, we report results assuming 

these product ‘islands’ to be product pockets. Simulation studies of flame-flame interactions have 

shown that tunnel formation rates are generally higher than product pocket formations in turbulent 

premixed flame [6, 28, 29]. This difference in rates could mean that most of the identified product 

islands are results of tunnel formations perpendicular to the measurement plane. While these 

challenges prevent us from providing conclusive results on product pockets, they still describe 

mechanisms affecting the flame surface generation and destruction. We expand more on the effects 

of both product pockets and product tunnels on local flame propagation in Section 3.3, but until 

then, report these islands as pockets in our statistics in Section 3.1-3.2. 

Once the detected pocket information is stored, a detailed tracking scheme is implemented to 

capture the lifetime of these pockets: 1) pockets detected in consecutive images are grouped 

together, 2) for each pocket, a search is conducted for pockets in the next frame that correspond to 

the current pocket of interest using a nearest distance approach with a threshold convection 

distance based on the bulk flow velocity and the velocity fluctuations, and 3) if a pocket is 

identified in the next frame, a pocket number is assigned to the pocket of interest and the identified 

pocket. These steps are repeated for all the pockets in the group until all pockets are assigned a 

pocket number. Pocket numbers are updated if pocket tracking halts in consecutive frames. To 
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ensure that pockets are correctly tracked, the alignment of the trajectory of pockets with the 

convecting direction of the flow field is checked at every step. 

2.2.4. Pocket Origin and Fate Identification 

Non-rigid image registration methods are implemented on consecutive binarized image to 

identify a pocket’s origin and fate. This method estimates non-uniform displacement fields to 

match features present in two consecutive images. A detailed discussion of this technique is 

beyond the scope of this paper and more details can be found in [30, 31]. In previous work [1], we 

used this method to rigorously identify topological differences in the flame surface that occur 

during flame interactions; we use this same method to identify the original interaction in which 

each pocket is formed. Uncertainty analysis associated with this non-rigid image registration 

technique is detailed in the supplemental material of Ref. [1]. In this study, consecutive binarized 

images (called ‘fixed’ image at 𝑡𝑡 = 𝑡𝑡0 and ‘moving’ image at 𝑡𝑡 = 𝑡𝑡0 + Δ𝑡𝑡) are registered and flame 

edges of the registered images are utilized to check whether the pockets originate from flame-

flame interactions observed in the plane of measurements or if they appear from out-of-plane. 

Edges of flame pockets from the registered moving image are checked with the edges of flame 

fronts in the fixed image. Intersection of the pocket edges with the flame front edges would indicate 

that flame pockets originate from flame-flame interactions. For no intersections, the pockets are 

assumed to appear from out-of-plane. Finally, pockets that appear from the bottom of the FOV are 

assumed to convect into the FOV.  In this study, these three types of origin of flame pockets are 

referred to as “Interaction”, “Appear”, and “From bottom”, respectively. 
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Figure 4: The use of image registration on tracking the origin and fate of reactant and product pockets 
 

An approach similar to pocket origin identification is implemented for categorizing what 

happens at the end of the measurable pocket lifetime. Pockets that merge with the main flame front 

are referred to as “Merged” and merging events are identified with the same non-rigid image 

registration technique used for interaction identification. Pockets that convect out the top of the 

FOV are referred to as “Moved out”. Finally, pockets that disappear within the FOV are referred 

to as “Consumed/Disappeared”, where the category “Consumed” is used for reactant pockets and 

“Disappeared” used for product pockets. Examples of origin and fate of flame pockets are shown 

in Figure 4; the top row shows a time-series of raw OH-PLIF images, while the bottom row shows 

a series of moving registered binarized images subtracted from fixed binarized images with edges 

extracted from the fixed edges. In these images, the blue boundaries represent the flame edges, the 

gray color represents regions with no changes between fixed and moving images, and white and 

back regions represent changes due to topological changes on the flame surface. Green vector 
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fields represent the down-sampled displacement fields generated from registration. The arrows in 

this figure highlight the origin and fate of reactant and product pockets. 

 

3. Results and Discussions 

3.1. Global effects 

Figure 5 (a) shows the stitched flame surface density (FSD) of case A-Single from all three 

FOVs. Flame surface density is calculated using an interrogation window size of 1 x 1 pixel with 

a pixel resolution of 0.1 mm/pixel. Flame edges are counted in these interrogation windows for 

10,000 images and the average signal in each interrogation window is divided by the window area 

to obtain FSD. This image shows that FSD is high at the base of the flame and decreases with 

downstream distance as the flame brush thickness increases. The impact of flame pockets on the 

time-averaged flame structure is quantified by calculating the FSD neglecting the surface 

contribution from the pockets. This new FSD is subtracted from the total FSD to quantify the 

impact that flame pockets have on global flame structure. These results are shown in Figure 5 (b)-

(d) for case A-single and results for the other cases are shown in Figures S1-S6 in the supplemental 

material; the colorbar in all figures is adjusted to highlight the FSD differences in these images. 

Figure 5 (b) shows the difference in FSD with all the pockets subtracted, whereas Figure 5 (c) 

shows the difference in FSD with just the reactant pockets subtracted. These images are similar, 

indicating that the pockets do not have a large effect on FSD near the base of the flame but 

contribute a more significant portion where flame tip pinching is present. Similar spatial 

distributions of reactant pocket formation and burnout were observed by Worth and Dawson [32], 

showing that reactant pockets are more likely to form near the tip. Figure 5 (d) shows the difference 

due to the lack of product pockets, where product pockets are more likely to form near the base of 
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the flame and do not account for a significant portion of the FSD. Altogether, these results indicate 

that flame pockets contribute to 10-20% of the total flame surface, depending on operating 

condition.  

 
Figure 5: Flame surface density contributions for flame A-Single: (a) total, (b) all pocket contributions, (c) 

reactant pocket contributions, and (d) product pocket contributions 
 

Figure 6 shows horizontal slices of the FSD and FSD differences shown in the contours in 

Figure 5 for a range of turbulence intensities; note the difference in y-axis scales between the full 

FSD and the FSD differences. Data is compared at several normalized downstream locations, 

x/H=0.25-1, but not further downstream due to limitations of the FOV at the highest turbulence 

intensity (Case E). These cuts more clearly show the difference in the impact of pockets on the 

FSD as a function of turbulence intensity. Near the burner exit region, shown in Figure 6 (a), there 

are measurable differences in the pocket contribution as turbulence level is varied. Pocket 

contributions in flames A are smaller compared to flames E; increased turbulence levels in flames 

E can result in frequent flame pinch-off, resulting in increased pocket formations. These 

differences due to turbulence level are minimal further downstream, as in Figure 6 (d), because the 

inlet turbulence levels have decayed to similar levels in all cases; see Figure 12 (d) for turbulence 

intensities at the 𝑐𝑐̅=0.5 contour, representative of the turbulence at the flame front. Additionally, 
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there is almost no difference between the trends of the single- and dual-flame configurations at 

each turbulence intensity, which indicates that the large-scale interaction between the two flames 

and flow fields does not impact the small-scale pocket formation in the Bunsen flame 

configuration. 

 
Figure 6: Horizontal slices of flame surface density contributions at various downstream locations: (a) 
𝒙𝒙/𝑯𝑯=0.25, (b) 𝒙𝒙/𝑯𝑯=0.5, (c) 𝒙𝒙/𝑯𝑯=0.75, and (d) 𝒙𝒙/𝑯𝑯=1. For comparisons between single- and dual-flames, 

the y-axis is adjusted to the left burner centerline in dual-flames cases. For clarity, every fifth data point is 
plotted here 

 

Histograms of the original size of each pocket are shown in Figure 7; the size is quantified as 

the mean radius of the pocket, which is calculated by first identifying the center of mass of the 

pocket (assuming constant density inside) and then averaging the radii along the length of the 

pocket perimeter. The integral length scale and the Taylor microscale, calculated at the exit of the 

burner, are provided for reference in each case. In the first two FOV, reactant and product pockets 

have similar size distributions. In FOV III, the reactant pocket distribution has a tail of larger radius 
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pockets that are indicative of the pinch-off of large pockets at the tip of the flame. In general, most 

of the pockets are smaller than both the integral length scale and the Taylor microscale, indicating 

that these pocket formations may be occurring on the sub-grid in many large-eddy simulations 

(LES). Despite their small size, we show in the next section that these pockets are formed quite 

frequently, making the dynamics of these pockets a significant contributor to local flame surface 

dynamics. 

 

 
Figure 7: Mean pocket radii for reactant pockets in (a) FOV I, (b) FOV II, and (c) FOV III. Mean pocket 

radii for product pockets in (d) FOV I, (e) FOV II, and (f) FOV III 
 

3.2. Pocket origin 

Figure 8 shows the formation rate of reactant and product pockets (ℛ𝑅𝑅,𝑝𝑝 and ℛ𝑃𝑃,𝑝𝑝) in units of 

Hertz for both single and dual flames. In each sub-figure, the rate is calculated per FOV and plotted 

against the mid-point of the vertical location of the FOV normalized by the flame height. The 

flame height is calculated based on the height of the time-averaged progress variable contour of 

𝑐𝑐̅=0.2. Additionally, the results plotted in these sub-figures for dual flames cases are averaged 

between the two flames to make direct comparisons with single-flame cases. Uncertainty in the 

identification of pocket formation events was quantified in our previous work [1]; we expect that 
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as high as 98% (in low turbulence cases) and as low as 81% (in high turbulence cases) of the 

identified interactions are the result of in-plane motion as opposed to out-of-plane motion. 

 
Figure 8: Frequency of pocket formations in [Hz] for: (a) reactant pockets, (b) product pockets 

 

Reactant pocket formation rates (Figure 8 (a)) increase with downstream distance for both 

single- and dual-flames cases. As the bulk flow velocity increases, the rate of reactant pocket 

formation also increases, indicating that higher turbulence levels increase wrinkling of the flame 

front, resulting in increased tendency of the flame to pinch-off and form pockets of reactant gases. 

These findings are congruent with the FSD plots shown in Figure 5. For cases A-Single and A-

Dual, an abrupt increase in the reactant pocket formation is seen in FOV III (corresponding to 

𝑥𝑥/𝐻𝐻=1.4). This FOV captures the flame tip region for these flames and more reactant pockets are 

observed to be formed in this region due to flame pinch-off, as shown by Figure 5 (b).  

The product pocket formation rates presented in Figure 8 (b) show that product pockets tend 

to form in the upstream regions of the flame. Product pocket formation is more frequent when 

large strain rates are present on the reactant side of the flame surface; this strain can dominate 

flame propagation and result in splitting of product gases from the main flame [6, 33]. The increase 

in the bulk flow velocity also increases the turbulent fluctuation intensity and high strain rates can 

be present in these flames, resulting in increased product pocket formation for cases C and E (in 
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both single- and dual-flames). Additionally, as the turbulence level decreases with downstream 

distance (see Figure S11 in the supplementary material), the product pocket formation rates also 

decrease; note that these trends may be less significant given the up to 20% uncertainty associated 

with identifying interaction events. Trends for reactant and product pocket formations as a function 

of downstream distance shown in Figure 8 (b) match well with the FSD plots shown in Figure 5. 

Comparisons between single- and dual-flame cases show that pocket formation rates are very 

similar for both configurations. These pocket formation rates closely follow the interaction rates 

reported in our previous work [1], where reactant-side interactions increase frequency with 

downstream distance and product-side interactions decrease frequency with downstream distance.  

 
Figure 9: Statistics of pocket origin: (a) reactant pockets, (b) product pockets in the measurement plane 
 

The origin of flame pockets is identified using the scheme outlined in Section 2.2.4. Figure 9 

shows the origin of reactant and product pockets for single and dual flames in FOVs I-III. Reactant 

pockets are most likely to originate from flame-flame interaction events and very few reactant 

pockets appear from out-of-plane. Additionally, the probability of reactant pockets being formed 

from observed flame-flame interactions increases as the downstream distance increases along the 

flame, which aligns with the reactant pocket formation rate results (Figure 8). The majority of the 
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product pockets appear from out-of-plane and very few pockets originate from flame-flame 

interactions observed within the plane of measurement (Figure 9 (b)). The fact that most reactant 

pockets originate from interaction sites provides further confidence that the detected pockets are, 

indeed, actual pockets and not three-dimensional motions. The fact that most product pockets 

appear from out of plane, and not from interaction sites, is the reason for our lower confidence in 

identifying these product islands as product pockets. However, there is currently no method for 

separating these two types of product islands in a planar measurement and so we continue to 

analyze them as both pockets and through-plane events, as will be discussed in Section 3.3. 

3.3. Pocket fate 

The local impact of pockets on the main flame can be captured by tracking the fate of pockets. 

For example, pockets can either burn out or merge with the main flame, locally altering the 

consumption of reactants and the local topology of the flame. Figure 10 (a) shows the statistics of 

reactant pocket fate in FOVs I-III. Results show that most reactant pockets burn out; a smaller 

number of pockets move out of the FOV and their fate remains unknown. A small number of 

reactant pockets merge with the main flame surface. Merging of reactant pockets with the main 

flame surface can result in perturbations to the flame surface area and consequently to the local 

heat release rate. Increasing the bulk flow velocity also increases the frequency of reactant pocket 

formation, resulting in increasing frequency of all pocket fates by a similar fraction. Note that the 

size of the FOV affects the balance of these histograms for both pocket origin and fate; a larger 

field of view would result in fewer “moved out” pockets, for example. 
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Figure 10: Statistics of pocket fate: (a) reactant pockets, (b) product pockets in the measurement plane 
 

Next, as the fate of most reactant pockets is burnout, we quantify the pocket burnout rate using 

a local displacement speed. We implement the displacement speed formulation followed by Trunk 

et al. [34] and Peterson et al. [35] within the measurement plane to obtain an in-plane flame 

displacement speed: 

 𝑆𝑆𝐷𝐷 = �𝑢𝑢�⃗ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑢𝑢�⃗ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐� (2) 

In Equation (2), 𝑢𝑢�⃗ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is the velocity of the reactant pocket flame surface, 𝑢𝑢�⃗ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is the flow 

convection velocity, and 𝑆𝑆𝐷𝐷 is the local flame displacement speed. Displacement vector fields from 

the image registration analysis carried out in this study (described in Section 2.2.4) are utilized to 

calculate the total reactant pocket motion (𝑢𝑢�⃗ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) in a time interval Δ𝑡𝑡. The image registration 

technique provides a displacement vector field for the surface between time t0 and t0+Δt; dividing 

that displacement vector by the interframe time provides 𝑢𝑢�⃗ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝. Simultaneously measured 

velocity fields are used to obtain the local convection velocity (𝑢𝑢�⃗ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) along the reactant pocket 

contour and the reactant pocket displacement speed (𝑆𝑆𝐷𝐷) is obtained. Due to the differences in 

resolutions between OH-PLIF images and the velocity fields, 𝑆𝑆𝐷𝐷 is only calculated along the 
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reactant pocket contour coordinates that align with the velocity field pixel locations. This 

precautionary step is carried out to avoid duplicating calculated values of 𝑆𝑆𝐷𝐷 that can lead to 

incorrect interpretation of the results. 

 
Figure 11: Calculating 𝒔𝒔𝑫𝑫 from displacement fields and velocity fields  

 

Figure 12 (a)-(c) shows the PDFs of 𝑆𝑆𝐷𝐷 for cases Dual-A, C, and E in FOVs I-III. In each of 

these subfigures, the corresponding inlet 𝑢𝑢′ velocity for each case is marked with a colored vertical 

line to compare with peaks of the PDF plots. Results here show that as the bulk flow velocity is 

increased, the PDF distribution becomes very wide, indicating that turbulence affects the reactant 

pocket displacement, especially in FOV I for case E-Dual. Within this FOV, the peaks of 𝑆𝑆𝐷𝐷 

distributions for all cases are present near their corresponding inlet 𝑢𝑢′ values at the burner exit, 

suggesting that local turbulence directly impacts the most probable pocket displacement speed. As 

the downstream distance is increased (FOVs II and III), the PDF shapes become narrower 

compared to their shapes for FOV I.  

It is interesting to note that the peak 𝑆𝑆𝐷𝐷 also decreases with downstream distance. Figure 12 

(d) plots the fluctuating components of velocity (𝑢𝑢𝑥𝑥′ ,𝑢𝑢𝑦𝑦′ , and 𝑢𝑢𝑧𝑧′ ) along the 𝑐𝑐̅=0.5 contour as a 

function of normalized downstream distance. The turbulence level along the 𝑐𝑐̅=0.5 contour decays 

with downstream distance and the fluctuating velocity 𝑢𝑢𝑥𝑥′  reaches a value in the range of 1-2 m/s 
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for dual flames A, C, and E in FOV III. As these velocity component magnitudes decay to very 

similar values for all cases in FOV III, the turbulent level in the flow field does not significantly 

alter the most probable value for 𝑆𝑆𝐷𝐷, which can explain why the PDF peaks for all cases are very 

similar in this region of the flame.  

 
Figure 12: PDFs of reactant pocket displacement speeds: (a) FOV I, (b) FOV II, and (c) FOV III. Vertical 

colored lines represent 𝑺𝑺𝑫𝑫=𝒖𝒖′: 2.2 m/s for A-Dual, 3.6 m/s for C-Dual, and 5.0 m/s for E-Dual at the burner 
exit location. (d) Turbulence intensities along 𝒄𝒄� =0.5 as functions of downstream distance for cases Dual-A, 

C, and E 
 

The fate of product pockets is quite different than that of reactant pockets. As mentioned in 

Section 2.2.3, it is challenging to distinguish product tunnel formations from product pockets using 

planar imaging techniques. Figure 13 shows two examples of product pockets in case A-Single; in 

sub-figure (a), the product pocket is formed near the bottom of the FOV, increases in size as it 

convects downstream, and merges with the flame front, resulting in a flame surface addition event. 

This particular example shows that pocket shapes change over time once they are formed and 

merging of these products with the main flame can result in changes in the local flame structure. 
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Figure 13: Examples of time-series of product pockets in flame A-Single 

 

In sub-figure (b), another product pocket time-series is shown to highlight how these identified 

structures appear to be pockets but are likely just flame tunnels. Since its inception, the product 

pocket remains closer to the main flame surface and eventually merges with the flame surface. 

While this process is similar to that shown in Figure 13 (a), the appearance of this pocket fits more 

closely with a tunnel-like structure given its constant proximity to the main flame surface. 

Simultaneous velocity fields can be utilized to quantify the averaged out-of-plane velocity 

component within these product gas structures in an attempt to distinguish between product tunnels 

and product pockets. Figure 14 shows histograms of the averaged out-of-plane velocities contained 

within product contours for dual flames A, C, and E in FOVs I-III. In each sub-figure, colored 

vertical lines represent relevant flame velocity scales: the laminar flame speed, the maximum 

flame speed before stretch-induced extinction, and the turbulent flame speed. For the turbulent 

flame speed (𝑆𝑆𝑇𝑇), an uncertainty (𝛿𝛿𝑆𝑆𝑇𝑇) is calculated based on uncertainties on 𝑢𝑢′ from PIV 

measurements; details of the uncertainty calculation can be found in the supplementary material 

of Ref. [1]. The probability of out-of-component velocity instances lower than these flame speed 

metrics are shown in each plot. While the laminar flame speed and the flame extinction velocity 
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do not scale with increasing turbulence level, these metrics quantify the magnitude of out-of-plane 

motion, which informs our interpretation of the product pockets in the LIF images.  

 
Figure 14: Histograms of the magnitudes of averaged out-of-plane instantaneous velocity within product 

pocket contours in (a) Dual-A, (b) Dual-C, and (c) Dual-E. Red-vertical lines: 𝒔𝒔𝑳𝑳, blue-vertical lines: 𝒔𝒔𝑳𝑳,𝒎𝒎𝒎𝒎𝒎𝒎, 
and magenta-vertical lines: 𝑺𝑺𝑻𝑻 ± 𝜹𝜹𝑺𝑺𝑻𝑻 

 

Results from Figure 14 compare the out-of-plane velocities in the pockets to important flame 

velocity scales – the laminar flame speed, the flame speed at stretch-induced extinction, and a 

turbulent flame speed, as was done in our previous work [1]. We assume that pockets that have 

averaged out-of-plane velocities higher than the turbulent flame speeds may be the result of out-

of-plane motion and not necessarily a pocket. Using this metric, between 86-99% of the pockets 

in a given FOV are actually real pockets, but future analysis will be done to refine this metric.  

Figure 10 showed that a majority of product gas pockets merge with the main flame front, with 

some pockets moving out of the FOV and disappearing from the plane of measurement. Unlike 

reactant pockets, product pockets cannot be consumed. Additionally, merging of these pockets 
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with the main flame surface can result in changes in the consumption of reactant gases between 

these structures and the main flame surface. Whether these structures are pockets or tunnels, it is 

still important to explore the possibilities due to merging of these flame surfaces. 

Assuming the identified structures are actually product pockets, the merging of a product 

pocket with the reactant side of a flame can influence the local reactant gas consumption either 

thermally or chemically, as described in recent work by Xu et al. [17]. To understand the potential 

impact of this internal EGR on local flame propagation, the unstretched laminar flame speed is 

calculated in Cantera [36] using GRI-Mech 3.0 and results are presented in Figure 15. The goal of 

this analysis was to understand trends, rather than quantitative effects, of the influence that product 

gases may have on local flame propagation. In this analysis, three main parameters are varied to 

quantify the sensitivity of the laminar flame speed of atmospheric methane-air flames at 𝜙𝜙=1.0: 1) 

inlet reactant temperatures (sub-figure (a)), 2) addition of cold combustion products as diluents to 

reactant gases (sub-figure (b)), and 3) addition of hot combustion products at thermodynamic 

equilibrium temperatures (sub-figures (c)-(d)). In sub-figures (a)-(c), flame speed sensitivity is 

plotted on the left axis and flame speeds are plotted on the right axis. Results show that an increase 

in inlet temperature of the reactant gases results in an increase in the laminar flame speeds, whereas 

the addition of cold combustion products results in a decrease in the laminar flame speed. More 

realistically, the mixing of product pockets in the reactants results in a diluted but hot reactant gas. 

The equilibrium temperatures of the reactants mixed with hot combustion products are shown in 

Figure 15 (d) and the effect of this mixing on the laminar flame speed is shown in Figure 15 (c), 

understanding that this mixture would likely not have time to equilibrate in the short mixing times 

ahead of the flame. Trends in sub-figure (c) show that while the addition of diluents decreases the 

rate at which the flame speed changes, the increase in temperatures has a much greater effect and 
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the overall flame speed still increases to up to five times as large as the upstretched laminar flame 

speed at standard conditions. This result shows that in order to accurately capture local flame 

propagation velocities, the influence of product pockets must be considered. 

 
Figure 15: Laminar flame speed variations dues to: (a) preheating of reactants, (b) addition of diluents, 

and (c) addition of hot combustion products. (d) Equilibrium temperatures as a function of diluent 
addition. Dashes horizontal lines in sub-figures (a)-(c): 𝒔𝒔𝑳𝑳=0.4 m/s 

 

On the other hand, if these product structures are actually flame tunnels, the merging 

phenomena results in the consumption of reactant gases in the middle of two flame surfaces. DNS 

studies have shown that this type of interaction can cause flame acceleration in the “pinch” region 

[8, 37, 38]. This consumption of reactants is estimated by calculating the disappearance of the area 

between the two structures over a time interval Δ𝑡𝑡. The disappearing area is identified using the 

non-rigid image registration technique, where changes in the flame topology at the location of 
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pocket merging are identified and extracted. The rate of this area consumption due to merging 

(𝑆𝑆𝑀𝑀,𝐶𝐶) is calculated by using the formulation in Equation (3): 

 𝑆𝑆𝑀𝑀,𝐶𝐶 = Δ𝐴𝐴/𝑃𝑃1Δ𝑡𝑡 (3) 

Where Δ𝐴𝐴 is the area consumption due to reactant gas consumption in the plane of 

measurement for a time interval of Δ𝑡𝑡 and 𝑃𝑃1 is the perimeter of the consumed area at any time 𝑡𝑡0. 

Consumption rates calculated in previous studies also utilize a similar approach to account for the 

burning of reactant gases [11, 12, 14, 39]. Results from these calculations are presented in Figure 

16, where PDFs of these consumption rates due to merging events are presented for all flames in 

FOVs I-III. For reference, the unstretched laminar flame speed is marked with a vertical gray line 

in each sub-figure. The PDFs shown in this figure have a wide shape with the peaks near a value 

in the range of 1.5-2.0 m/s, which is significantly larger than the laminar flame speed at an inlet 

temperature of 300 K. The analysis described above indicates that merging of these structures, 

whether they are pockets or tunnels, results in an increase in the burning intensity of reactant gases. 

 
Figure 16: PDFs of reactant gas consumption speeds due to merging of product pockets into flame fronts 

 

4. Conclusions 

High-speed planar imaging is utilized in the current study to investigate the nature of pocket 

formation and behavior in turbulent premixed flames in single- and dual-flame configurations. A 
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register the lifetime of identified pockets from OH-PLIF images, including their origin and fate. 

The majority of reactant pockets are formed through flame-flame interactions, whereas the 

majority of observed product pockets appear from out of plane; this suggests that some of the 

product pockets we observe may be tunnels reaching through the laser plane. Once formed, 

reactant and product pockets have very different fates; reactant pockets usually burn out, while 

product pockets usually merge with the existing flame fronts. These differences in pocket fate 

result in differences in how the reactants burn, impacting the local burning intensity and heat 

release rates. 

Both the origin and fate of pockets have significant implications for the development of better 

sub-grid scale models based on flame surface density for performing high-fidelity large-eddy 

simulations given that most of the pockets are smaller than both the integral and Taylor length 

scales. Flame-flame interactions that result in pocket formation not only account for local flame 

surface destruction events on the main flame surface but also generation of freely propagating 

flame surfaces. While these events behave as a sink and a source term for flame generation, 

appropriate models may be required to more accurately predict these very different processes. On 

the other hand, pocket fate also requires special attention. For reactant pockets, global consumption 

behavior can be modeled as a flame surface sink term, while pocket displacement can be accounted 

for in the flame surface transport term. Product pockets usually merge with the main flame surface, 

resulting in addition of flame surface which can be modeled as a flame surface source term. Taking 

these results into consideration, a better physics-based sub-grid scale model can be generated that 

can accurately predict the flame behavior and more robustly capture the burning intensity of the 

reactants. 
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