
 

Proceedings of 8th Transport Research Arena TRA 2020, April 27-30, 2020, Helsinki, Finland 

Detecting possibly threatening conspicuous human behaviour in 

airport terminals via movement categorization 

Olaf Milbredt
a,
* and Florian Rudolph

a
 

aGerman Aerospace Center (DLR), Lilienthalplatz 7, 38108 Braunschweig, Germany 

 

Abstract 

Facing security issues is one of the most challenging aspects of global transportation. Detecting suspicious 

behaviour of passengers decreases the risk of an attack inside airport terminals. The preparation of attacks 

requires deception with concealment. In this paper we describe a methodology to detect categories of passenger 

movement which are based on analogies to visual and vocal signs of deception. We analyse position data for 

each passenger which is assumed to be derived by software examining raw surveillance camera data. Passengers 

are categorized by the shape of their path using physical quantities such as speed. Detected passengers are 

marked for further inspection. Testing and calibration of the proposed detector is done by a simulation 

environment covering a medium sized airport terminal building. After calibration, the detector is able to identify 

all previously defined conspicuous passengers. The approach can be applied to other traffic nodes.  
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1. Introduction 

Ensuring transportation to be safe and secure remains a challenging task. The air transportation is heavily 

exposed to threats, because of the possibly high impact on passengers at the airport, on board an affected flight, 

and the high range of the subsequent reporting touching the security feeling of people. On one hand, we cannot 

permit attacks to change the way we live, but on the other hand, this already happened. Almost every attack on 

the air transportation system led to stronger security measures (cf. Harrison, 2009). Aviation security measures 

evolved from making security controls mandatory to prevent passengers from carrying firearms through 

screening of checked baggage to installing full-body scanners. 

 

Recent attacks, such as the bombing in Brussels airport, convey the urge of countermeasures before entering the 

security control. Video surveillance is used to detect suspicious behaviour in airports. Security officers are 

required to watch the scenes of up to three displays, so that not every movement can be evaluated. Automatically 

identifying conspicuous behaviour can draw the attention of an officer to important scenes showing suspicious 

behaviour. Whether or not a conspicuous behaviour is suspicious depends on many parameters. An experienced 

security officer can distinguish between these alternatives. 

 

In this paper we describe a methodology to assist security officers to detect conspicuous movement of 

passengers inside an airport terminal. As in Rowe (2005) we assume that suspicious behaviour shows intentional 

deceit with concealment. Several non-verbal clues can be employed to reveal deception as characterized by Vrij 

et al. (2000) and Qin et al. (2004). Rowe (2005) describes analogies between such clues and movement, namely 

 

 Visual: increased blinking and self-grooming ↔ uncertainty about path direction and speed, 

 Vocal: increased hesitation and increased speech errors ↔ unnecessary stops and starts, 

 Vocal: shorter responses and higher voice pitch ↔ increased speed, 

 Verbal: increased over generality and increased irrelevance. 

 

The categories of our approach are based on these analogies.  The category fast walking corresponds to the third. 

The category stopping and waiting corresponds to the second item and may be a preparation of theft as loitering 

in shopping malls according to Arroyo et al. (2015). The time of waiting can be a hint of unnecessary stopping or 

intentional waiting.  In sight of the security control, stopping and waiting may indicate an attempt to reconnoitre 

the security control process. The last category walking back and forth is based on the first item and it is an 

extension of the abrupt direction change used by Aitfares et al. (2016) to detect possible suspicious behaviour. 

Other intentions may lead to the same ramifications. Additionally, experienced terrorists are trained to disguise 

their aim. Therefore, this categorization is intended to serve as support for security personnel. 

 

In contrast to expert systems used by Arroyo et al. (2015) or statistical methods used by Rowe (2005) for judging 

an individual trajectory of a passenger, we use three quantities derived from the spatio-temporal trajectory. This 

methodology was originally used to categorize the walking behaviour of people inside a shopping mall by 

Okamoto and Utsumi (2011) in order to provide respective services, such as a layout of the mall or restaurant 

offers. The methodology uses the velocity vectors which are extracted from positional data. 

 

We built a simulation environment for a medium-sized airport comprising of security control and public area. 

We apply the methodology to normally and conspicuously moving passengers within the public area. The 

simulation is conducted with the simulation framework Anylogic (2018). Prescribed path or speed is used to 

assess the performance of various parameters for the categorization.  

 

Security officers can propose their experience into testing and calibration by refining the movement shape for 

conspicuous passengers and developing new conspicuous movement shapes. Involving experienced security 

personnel enhances the quality and acceptance of the categorization. New visualization techniques such as 

Virtual Reality (VR) can be used as training device for security officers.   

 

With the help of a system empowered by this approach security officers can widen their coverage. Additional to 

the visual information gathered by security officers themselves, such a system can provide hints where to have a 

closer look at. Provided that the implementation is not distracting, the system would increase security without 

the need to increase the number of security officers.  
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2. Related work 

The first generation of video surveillance started in the 1960s. Up to the 1980s Closed Circuit TVs (CCTV) were 

used with a low level of automation as stated by Räty (2010). During the second generation lasting from the 

1980s to 2000 digital CCTVs were used in combination with video processing. In the current third generation 

from 2000 on a certain grade of automation is achieved. Mostly a similar pattern is used for these systems. This 

includes the sequential steps (1) foreground objects detection, (2) tracking, and (3) behavioural analysis as stated 

by Arroyo et al. (2015). This work focuses on (3) behavioural analysis, but relies on (1) and (2). 

2.1. Foreground objects detection 

The field of the first problem, foreground objects detection, has a large number of research results. The choice of 

an approach for a specific application is difficult, because of varying performance depending on context and 

scenario. A commonly used technique is background subtraction. Di Stefano et al. (2011) and Brutzer et al. 

(2011) show different methods using this technique. Maddalena and Petrosino (2008) improve the background 

subtraction technique by using SOMs (Self-organizing Maps). Such Neural Networks, also known as Kohonen 

Nets, are used for dimensionality reduction of data by preserving the topology. The authors use a self- organizing 

map to model background changes and to improve the accuracy of background subtraction. 

 

Reddy et al. (2010) present an approach for improving background subtraction via a new algorithm for 

estimating he background in cluttered scenes. This is e. g. the case for public places where background 

initialization without moving objects is almost impossible. The authors use the statistical method Markov 

Random Field to frame-wise update the background estimation. Verdant et al. (2011) adapted the background 

subtraction algorithm to image sensors with constrained memory consumption and constrained power 

consumption. The algorithms proposed use parallel operations per pixel.  

 

Segmentation algorithms based on Gaussian mixture models are used by Stauffer and Grimson (1999) to cope 

with a changing background. Without re-initialization of the background, errors in the background add over 

time. Zivkovic (2004) presents an approach using Gaussian mixture with dynamic number of components for 

each pixel which decreases the computation time. Bouwmans et al. (2008) provide a survey on existing 

algorithms with Gaussian mixture and extensions for different scenarios as lighting change and moving 

background. 

 

Yao and Odobez (2007) use a multi-layer approach for background subtraction. Methods employing one layer 

per pixel, such as colour or intensity, may fail if moving objects have a similar colour to the background. By 

incorporating more information per pixel the algorithm is able to handle multi-layer background scenes such as 

addition or removal of stationary items. Zhang and Xu (2006) use fuzzy logic to combine the two layers colour 

and texture of a scene. Their approach can handle small changes of the background as swaying bushes. El Baf et 

al. (2008) also use fuzzy logic to combine colour and texture, but employ a different integral for aggregation of 

fuzzy results. The method was tested on publicly available data for indoor and outdoor surveillance.  

2.2. Tracking 

Tracking moving objects in video surveillance data is an extensive field of research. Different scenarios were 

considered. Álvarez et al. (2014) present an approach for video surveillance of traffic situations. The approach is 

able to perform a self-calibration for zooming and is invariant under change of camera placement. Szpak and 

Tapamo (2011) considers the problem of maritime surveillance. Classical background subtraction algorithms, as 

stated in Section, are based on the fact that the background is immutable or only slightly changes. The ocean, 

however, is always in motion. The authors use a level-set approach to overcome this problem. The algorithm 

produces a contour between background and foreground object which is evolved using a minimization of an 

energy integral.  

 

Occlusion of detected objects is a challenging task for tracking. Kayumbi et al. (2008) use the combination of 

multi-camera tracking. The views of all cameras are transformed to a virtual top view of the scene. The authors 

use graph theory to track detected objects after (partly) occlusion and beyond the borders of a camera view. The 
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approach was applied to scenes of American Football. Wu and Nevatia (2007) show an approach for a single 

camera scenario with partial occlusion.  

 

Human body part detection is a vital approach to overcome the problem of occlusion. Ali and Dailey (2012) 

consider tracking in high-density crowds. The authors observe human heads for detection and tracking.  A 

further improvement is achieved by combining detection and tracking in one framework. Andriluka et al. (2008) 

also use one framework for detection and tracking, but additionally consider the movement of the limbs of 

humans. The accuracy is enhanced by incorporating knowledge about the walking cycle of human beings. Guan 

and Huang (2015) also uses head detection by modelling each head as ellipse. Beyond improving trajectory 

information, also contextual information is used.  

2.3. Behavioural analysis 

As core element of a third generation surveillance system and ingredient of a smart surveillance system which is 

able to automatically raise an alarm, behavioural analysis is an extensive field of research. The research topics 

include human gesture and posture estimation (see Cristani et al., 2013), biometrics evaluation (cf. Bashir et al., 

2008), semantic-based video retrieval (see Patil and Talele, 2015), and cooperative multi camera behavioural 

analysis (cf. Micheloni et al., 2005; Wang, 2013). Behavioural analysis using head motion is presented by Arsić 

et al. (2009). Schuller et al. (2008) use face expressions to detect security relevant emotions such as 

aggressiveness or stress.  

 

This work focuses on the movement behaviour. Yakkali et al. (2018) consider the movement of objects in video 

surveillance data. Suspicious movement is assumed to occur if a detected object does not move for a number of 

frames w.r.t. a reference frame. The approach is applied to the identification of unattended baggage or a theft of 

objects. Arroyo et al. (2015) consider suspicious behaviour in shopping malls such as loitering. Humans are 

tracked to raise an alarm in the case of an unattended desk with customers. In Aitfares et al. (2016), a method for 

detecting suspicious movement of humans is presented. In each frame of the camera data, moving objects are 

identified and the displacement vector with respect to the preceding frame is computed. The mean of this 

displacement vector is used to judge whether a human moves suspiciously. If the absolute value of the angle 

exceeds 90°, the individual is marked. 

 

3. Methodology 

3.1. Categorization 

Each passenger is grouped into categories, namely 

 

 Fast walking, 

 Walking back and forth, 

 Stopping and waiting, and 

 Normal walking. 

 

The intention of fast walking may lie in the reduction of detection risk or in reaching a flight. Walking back and 

forth may be driven by nervousness or an expression of boredom. Stopping and waiting may be a hint of spotting 

or due to waiting for a friend. Only an experienced security officer can differentiate between the reasons. 

Therefore, this categorization is intended as assistance. 

 

We assume that the trajectory of a passenger is given by a survey system installed, such as camera, LRF, and 

Wi-Fi. From such systems we derive position data in a certain time interval. From these data it is possible to 

obtain velocity and speed providing us with a sequence of vectors and numbers.  

 

The approach of Okamoto and Utsumi (2011) is based on the analysis of the history of velocities using the 

quantities 

 

 Average walking speed,  

 Stop-walk ratio, and  
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 Variability of the trajectory. 

 

The first quantity is derived by taking the mean over the norm of the velocities. The definition of the second 

quantity includes a threshold value. Speeds below this value are treated as if the pedestrian stops. Everyone 

knows this situation. Searching for a location lets us slow down, but not stop entirely. Okamoto and Utsumi 

(2011) used 0.5 m/s as threshold value. The second quantity is then given by the number of speeds below the 

threshold divided by the number of speeds above the threshold. 

 

The variability is based on the generalization of the variance, the square of the standard deviation, to higher 

dimensions. This generalization is called covariance matrix. In this case we compute the deviation of the 

velocities from their mean value taken over all velocities in the sample. Each sample velocity gives us a 3x3 

matrix containing the covariances of each element of the difference with each other element. The variability is 

then defined as the trace of the arithmetic mean of these matrices.  

3.2. Calibration 

In this section we will show the calibration process for the category walking back and forth. The characteristic of 

such a movement is a multiple change of the direction of the movement. This behaviour can be capture by the 

quantity variability. We need to find bounds for the variability to decide whether or not a passenger belongs to 

this category. 

 

To obtain a feeling for the range of the quantity, we consider a model movement mimicking the behaviour of 

walking back and forth.  

 

 

Fig. 1 (a) Paths of a passenger with circular movement; (b) Corresponding variability 

Fig. 1a shows the path of a model movement of passengers. The passengers star from the lower left corner and 

firstly head to the right. The paths lead through a straight and a circular part with various length and radius. The 

time step is uniformly set to 0.1 s. The speed of all movements is constantly set to 1.15 m/s. Fig. 1b shows the 

corresponding variability of the movement dependent on the radius of the circular movement. The fraction of 

radius and distance is chosen to be constant. A varying fraction and a rectangular movement result in the same 

value of the variability. 

 

From the definition of the variability we derive that it scales with the square of the speed (see Milbredt et al., 

2018). We use the value of Fig. 1b as base value and scale this value with the square of speed/1.15, where speed 

denotes the speed of the passenger under consideration. The value obtained is used as a lower bound. Passengers 

with variability less than this lower bound are not marked as walking back and forth. 

3.3. Simulation 

The pedestrian library of Anylogic (2018) uses the social force model introduced by Helbing and Molnár (1998). 

The authors assume that a pedestrian acts as if he/she is subject to external forces. The force that influences the 

desired speed and desired direction of a pedestrian is twofold. Pedestrians try to avoid collisions with obstacles 

and other pedestrians. This repulsive effect is affected by the private sphere of each pedestrian. A pedestrian 
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feels increasingly uncomfortable if he/she comes close to a strange person or an obstacle. The second part of the 

force describes the behaviour in sight of friends or window displays. This attractive effect leads to the formation 

of groups. The deviation of the actual velocity is the given by the superposition of the three parts returning to 

desired speed and desired direction, avoiding obstacles, and advancing to points of interest.  

 

A model of a terminal building shapes the background of the simulation for testing and calibrating. It covers the 

area of the security control and the area in front serving as transit zone from the check-in desks. The simulation 

was developed by Alexander Dolt to assess the visual identification of conspicuous passengers. Conspicuously 

moving passengers as described in Section 3.1 are modelled as follows.  

 

 Fast walking According to Young (1999), the average free-flow walking speed of male pedestrians in an 

airport is 1.41 m/s and the speed of female pedestrians is 1.28 m/s. The standard deviation is 0.29 m/s. In 

the simulation, fast walking passengers have a uniformly distributed speed between 3 m/s and 4 m/s. 

 Walking back and forth Passengers of this category follow a pre-defined path letting them circle in the 

transit zone. 

 Stopping and waiting Four areas are defined within he transit area to which passengers of this category 

advance. The passenger wait for a time uniformly distributed between 5 s and 30 s. 

 

The position of all passengers is recorded 12.5 times per second, so that the quantities of Section 3.1 can be 

computed with a small error.  

 

 

Fig. 2 (a) 3D rendering of a simulation run; (b) Scheme of the areas considered in the simulation 

Fig. 2a shows a 3D-rendering of the simulation. It can be seen that the transit area is occupied by a big number 

of passengers. Some passengers are waiting in a queue to enter the security control. In Fig. 2b, the scheme of the 

simulation model is depicted. The simulation covers the security control area and the transit zone. The latter 

connects lounge area and check-in desks in neighbouring buildings on either side with the security control area. 

At the bottom a direct entrance to the transit zone is located. According to this scheme, Fig. 2a is taken from the 

bottom left showing the security control area in the upper left and the transit area in the bottom right corner. 

 

Fig. 3 Paths of passengers: (a) Normal passenger; (b) Passenger walking back and forth by definition; (c) Passenger walking back and forth 

with characteristic path 
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4. Calculations/Results/Discussion 

We applied our method to the simulation of 1705 passengers during 60.37 min. Each passenger is flagged to be 

conspicuous or not to be conspicuous. The task of the method is to find conspicuous passengers. The calibration 

of Section 3.2 is used as a starting point.  

 

Fig. 3 shows the trajectory of three passengers starting in the transit area and moving to the security area through 

a waiting zone separating both areas. The first passenger, whose trajectory is depicted in Fig. 3a, is marked as 

normal. He/she proceeds to the waiting zone for the security control without delay. The second passenger is 

marked as walking back and forth, but does not complete a rectangular movement before entering the security 

control. The trajectory shown in Fig. 3c is an example of a passenger walking back and forth within the 

framework of the simulation. The passenger tries to follow the pre-defined rectangular path. 

 

Due to the snake-like movement of passengers heading to the security control, the variability of their movement 

is high. Since we know the geometry, we are able to eliminate the part of the trajectory, which does not lie 

within the transit area. In Fig. 3, the parts of the trajectory lying in the transit area are painted red. The entire 

path is painted blue.  

     Table 1. Variability of the entire path and the path lying in the transit area. 

Passenger ID Variability blue path [m2/s2] Variability red path [m2/s2] 

6382 0.272 0.018 

4396 0.441 0.476 

4770 0.240 0.257 

 

In Table 1, the variabilities of the paths depicted in Fig. 3 are shown. The variability for the first passenger 

decreases by one order of magnitude, so that it is easier to detect the normal behaviour. The variabilities of the 

last two passengers slightly change. The increased variability could stem from the fact that the vertical part and 

the linear part shown at the top of Fig. 3 is not part of the corresponding red path. 

 

 

Fig. 4 (a) Walking speed; (b) Stop-walk ratio; (c) Variability of the entire path of all passengers 

In Fig. 4, the average walking speed, stop-walk ratio, and variability of all 1705 passengers of the entire path are 

shown. From Fig. 4a we derive that the average walking speeds of the majority of passengers lies in the range 

from 0.5 to 2 m/s. In Fig. 4b, the scale of the y-axis is logarithmic to provide a better visualization. The threshold 

used is 0.4 m/s. The passengers heap about the value 0.01 and 1. The last picture shows the variability of the 

entire path. We see that the variability of some passengers is large. 
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Fig. 5 (a) Walking speed; (b) Stop-walk ratio; (c) Variability of the path in the transit area of all passengers 

In Fig. 5 walking speed, stop-walk ratio, and variability of the path lying within the transit area are shown. It can 

be seen in Fig. 5a that several fast passengers are present in the data. Although fast passengers are assumed to 

have a speed greater than 3 m/s, the average speed is lower, since the passengers start with zero speed. The 

entrances at both sides and the bottom are modelled as doors so that this behaviour is realistic. Comparing 

Figs. 4b and 5b shows that the majority of passengers with higher stop-walk ratio is waiting for the security 

control so     that the heap of passengers in Fig 4b about 1 is not present in Fig. 5b. Without the waiting queue for 

the security control the overall variability decreases as can be derived from Fig. 5c. Nevertheless, the variability 

of some passengers is greater than 1 m
2
/s

2
. 

 

We focus on the detection of passengers belonging to the category walking back and forth. Section 3.2 provides 

a starting point for the detection. Figs. 6a/b show the variability of passengers belonging to the category walking 

back and forth by definition. Whereas the variabilities of the passengers in Fig. 6a do not show any 

characteristic, scaling of the variabilities to match the speed used in Section 3.2 shows a distribution around the 

value 1.3225 m
2
/s

2
 obtained in Fig. 1b. In Fig. 6b we labelled some values which have a big distance to the 

reference value. On the basis of Fig. 6b we implemented a detector for the category walking back and forth by 

comparing a passenger’s scaled variability to the value 1.3225 m
2
/s

2 
obtained in Section 3.2. Fig. 6c shows the 

properties of the detector. A growing interval about the reference value is covered. It grows with growing value 

of the index in a linear manner approaching the interval [1.27,3.2].  The sensitivity of the detector approaches 

0.982 whereas the specificity approaches 0.968. The specificity leads to 53 false positives. In our data there are 

57 passengers of the category walking back and forth present so that only one is not detected. From Fig. 6b we 

derive that Passenger 5560 is not detected. If Passenger 5560 is also included, the number of false positives rises 

to 198.  

 

 

Fig. 7 Trajectory of the four passengers labelled in Fig. 6b 

In Fig. 7 we see the trajectories of passengers with high and low normed variability. Fig. 7a shows the trajectory 

of Passenger 4064. We see the characteristic movement of the category and a part, where the passenger is 

 

Fig. 6 (a) Variability of passengers belonging to walking back and forth by definition; (b) Scaled variability to match the speed 1.15 m/s; (c) 

Sensitivity and specificity of a detector of passengers belonging to walking back and forth dependent on an interval about 1.3225 m2/s2 
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making small movements around the Point 𝑥 = 30, 𝑦 = 45. This behaviour belongs to the category stopping and 

waiting. Since a passenger can have several categories, the behaviour overlaps. The trajectory of Passenger 5560 

can be seen in Fig. 7b. From Fig. 6b we derive that this passenger has a low normed variability. The passenger 

enters the transit area from the left side and exits to the right without the characteristic movement of the category 

walking back and forth although the simulation marks the passenger as such. The passenger whose trajectories 

are shown in Figs. 7c/d cannot finish their movement, since they are at the end of the simulation time considered. 

The high normed variability stems from the fact that these passenger also belong to stopping and waiting. If the 

passengers of Figs. 7b/c/d are excluded from the detector, then the number of false positives decreases to 29.  

 

5. Conclusions 

Public security is a challenging task affecting the heart of society. In contrast to existing literature, our approach 

uses trajectory data of pedestrians/passengers collected by installed survey technique to extract possibly security-

related kinetic behaviour. Against the background of one security officer watching several camera displays, a 

computer system marking conspicuous behaviour has the potential to increase the awareness. 

 

In this paper we present the categorization of passenger into non-conspicious and several kinds of conspicuous 

based on their movement. The conspicuous categories are based on analogies stated by Rowe. Whereas the 

categories fast walking and stopping and waiting represent direct analogies to signs of deception, the last 

category walking back and forth is an extension. As this category describes the behaviour of repeatedly changing 

the direction, it is also an extension of Aitfares et al. (2016), who use one direction change of more than 90 

degrees to detect suspicious behaviour. 

 

In contrast to Aitfares et al. (2016), our methodology for categorization does not consider the direction change 

between two video frames, but the shape of the whole trajectory. This property has the advantage that the 

number of falsely detected passengers is lower. Unlike expert systems used by Arroyo et al. (2015) or statistical 

methods employed by Rowe (2005), we use three quantities to analyse the trajectory. The categorization is 

performed by using adjustable bounds for these quantities. 

 

We present the results of virtual experiments showing the performance of the detector for the category walking 

back and forth. The results show that all previously defined conspicuous passengers are detected with a moderate 

number of falsely detected passengers. By adapting the bounds it is also possible to detect passengers with one 

direction change as in Aitfares et al. (2016). The underlying simulation environment can be used to include the 

experience of security personnel for calibrating the detector and introducing new conspicuous shapes of the 

trajectory. 

 

Involving security officers increases quality and acceptance. The combination of methodology and simulation 

enables maintainability and extensibility. Future work will include field tests and the assessment of conspicuous 

shapes and detector by security experts. 
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