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Abstract 19 

The continuously growing penetration of intermittent electricity sources will increase the future 20 

demand for dispatchable power plants, which balance out fluctuations within the electrical grids. 21 

Parabolic trough power plants with thermal energy storages could be one renewable solution for 22 

regions with a high yearly direct normal irradiance (DNI) sum, but in order to compete against 23 
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other renewable as well as non-renewable technologies, the economic competitiveness must be 24 

ensured. Price reductions can be achieved for example by optimizing the plant operation. One 25 

shortcoming of state of the art plant controllers is that they only use the DNI measured at one or 26 

a few positions in the solar field. Due to the spatial variability of the DNI throughout the solar 27 

field this DNI information can be misleading. 28 

In this paper, we investigate the optimization potential of solar field control strategies with 29 

access to spatially resolved DNI information from all sky imagers (ASI). Uncertainties of the ASI 30 

system are considered by introducing additional independent spatial DNI information from a 31 

shadow camera system. The spatial and temporal DNI variability of the DNI seen by the 32 

controller is classified in distinct DNI variability classes. Two new control strategies are 33 

developed, with optimized control parameters for distinct combinations of the spatial and 34 

temporal DNI variability classes.  35 

We observe significant improvements by these new variability class dependent control 36 

strategies, compared to a state of the art reference controller. A relative increase in revenue in 37 

excess of 1.9% is observed over a test period with 22 individual days.  38 
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1 Introduction 42 

The globally installed solar power capacity reached roughly 486 GW (IRENA 2019) by the end 43 

of 2018. Solar photovoltaic (PV) with about 480 GW is the main contributor compared to 5.4 GW 44 

for concentrating solar technologies (IRENA 2019). Currently, solar PV is also dominating the 45 

overall global capacity increase, with additional 94 GW only in 2018 (IRENA 2019). Kost et al. 46 

(2018) expects a strong continued growth of solar PV reaching a total global capacity between 47 

3000 GW and 9000 GW by the year 2035.  48 

However, the strong growth of intermittent electricity sources, such as solar PV as well as wind 49 

power, leads to new technological challenges. Fluctuations may cause unpredictable variations 50 

of node voltages and power within the electrical grids, or even instabilities in case of 51 

intermediate power shortages (Woyte et al. 2006; Perez et al. 2016). Especially small grids are 52 

vulnerable to power ramps. Therefore, it comes as no surprise that Hawaii and Puerto Rico 53 

already introduced legal limitations for ramp rates (Gevorgian & Booth 2013; Crăciun et al. 54 

2017). Larger grids with low penetration of intermittent sources can better compensate 55 

fluctuations. But, in a case of a PV penetration above 15% (annual energy basis), significant 56 

changes in system operation are required also for large electrical grids (Denholm & Margolis 57 

2016).  58 

For regions with high annual direct normal irradiance (DNI) sums, concentrating solar power 59 

(CSP) plants with thermal energy storages (TES) provide a dispatchable and renewable energy 60 

source (Platzer 2016). CSP is therefore capable of balancing fluctuations in electrical grids with 61 

high penetration of intermittent sources (Mehos et al. 2016).  62 

Yet, whether CSP is going to play an important role in the future global energy mix, is mainly a 63 

question of costs. Significant reductions in levelized cost of electricity (LCoE) for CSP with 64 
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storage were reached in the last couple of years (Lilliestam & Pitz-Paal 2018), but the LCoE of 65 

solar PV without storage remains significantly lower. However, CSP plants combined with TES 66 

outcompete PV plants with battery storage of similar annual production and storage capacity, 67 

especially for storage capabilities beyond 6 hours (Lilliestam et al. 2018). Such cost 68 

comparisons should also take into account that CSP still offers a considerable cost reduction 69 

potential. Price reductions can be achieved by scale effects, by improving the component 70 

efficiencies or by optimizing the plant operation (Pitz-Paal 2017). This study contributes to the 71 

latter objective.  72 

The operation of commercial CSP power plants offers a lot of opportunities for optimization. In 73 

the case of the most common CSP technology, parabolic troughs, collectors concentrate the 74 

DNI on receiver tubes. A heat transfer fluid (HTF) circuits the receiver tubes and is heated up to 75 

several hundred degrees Celsius. The thermal energy is passed over heat exchangers to a 76 

conventional Rankine cycle or TES. Especially intra-hour and intra-minute DNI variability caused 77 

by passing clouds pose an operational challenge for commercial parabolic trough power plants 78 

with extensive solar field sizes (García et al. 2011; Hirsch et al. 2014). An efficient solar field 79 

controller needs to find the best combination of field mass flow, temperature set-points and 80 

defocusing of collectors corresponding to the prevailing DNI conditions (Wagner & Wittmann 81 

2014). Ideally, a perfect controller would adjust the mass flow in such a way, that the design 82 

temperature is always maintained constant without any need of defocusing collectors. In order to 83 

approach this ideal, the hydraulic and thermal interactions within the solar field must be well 84 

understood - especially under transient conditions with a strong spatial and temporal variability 85 

of the DNI inside the solar field.  86 
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Comprehensive numerical models as developed by Hirsch & Schenk 2010, García et al. 2011, 87 

Giostri 2012, Zaversky et al. 2013, Noureldin et al. 2016 and Noureldin et al. 2017 are useful 88 

to study the solar field behavior for distinct control strategies. The so called virtual solar field 89 

(VSF), as presented and validated in Noureldin et al. 2016 and Noureldin et al. 2017, 90 

simulates the entire solar field in a high temporal and spatial resolution and considers flow 91 

maldistribution due to thermal transients and DNI inhomogeneity as reported e.g. in Abutayeh 92 

et al. 2014. Furthermore, the VSF is designed to consider spatially inhomogeneous DNI 93 

information, which occur during transient conditions and have a significant impact on the solar 94 

field behavior.   95 

Such spatially resolved DNI information can be provided by camera based monitoring and 96 

nowcasting systems. These systems provide an intra-minute temporal resolution and a spatial 97 

resolution ≤ 20 m. The most common nowcasting systems consist of upward-facing all sky 98 

imagers (ASI) (Chow et al. 2011; Quesada-Ruiz et al. 2014; Peng et al. 2015; Blanc et al. 99 

2017; Kazantzidis et al. 2017; Nouri et al. 2019b). The principle method of these ASI systems 100 

is most often similar. Images of the complete sky are taken and clouds are detected. If the 101 

system consists of more than one ASI, the cloud height is determined via stereo photography or 102 

similar approaches. Cloud shadows are projected to a ground model. The resulting shadow 103 

maps are converted into irradiance maps via local irradiance measurements. For irradiance 104 

predictions clouds can be tracked over consecutive sky images.  105 

A less common and distinct nowcasting approach uses downward-facing cameras (Kuhn et al. 106 

2017b). These so called shadow cameras are mounted on an elevated position and take images 107 

of the ground. Shadow maps are created by detecting the cloud shadows within the ground 108 

images. The shadow maps are converted into irradiance maps via local irradiance 109 
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measurements and fully shaded as well as fully clear reference images taken for the same solar 110 

position.  111 

Noureldin et al. 2019a investigated the possible benefit of a parabolic trough solar field 112 

controller with access to perfectly accurate spatial DNI information compared to a state of the art 113 

controller with DNI information only from one or handful reference pyrheliometers distributed in 114 

the solar field. Noureldin et al. 2019a utilizes the VSF and DNI maps from the ASI system 115 

described by Nouri et al. 2019b. This initial study showed a significant potential with an 116 

estimated gain in revenue up to 2.5% for some days with variable conditions. However, the 117 

results presented in Noureldin et al. 2019a treat the DNI maps from the ASI system as perfectly 118 

accurate descriptions of the ambient conditions. Yet, uncertainties exist, which also depend 119 

strongly on the prevailing weather conditions (Marquez & Coimbra 2013).  120 

In this study, we will investigate the actual benefit of spatial DNI information from ASI systems 121 

for a parabolic trough solar field controller with consideration of the system uncertainties. The 122 

ASI derived DNI maps are provided to the solar field controller as DNI field average and a DNI 123 

variability classification. The solar field controller is then adjusted according to the prevailing 124 

spatial and temporal DNI variability class.  125 

The uncertainties of the ASI system are considered by including additional spatial DNI 126 

information from the fundamentally distinct shadow camera system (Kuhn et al. 2017b), which 127 

provides the actual DNI conditions acting on the solar field, whereas the solar field controller will 128 

receive only the DNI information from the ASI system (see Figure 1). Ideally, this allows the 129 

quantification of the achievable impact of ASI based control schemes, with actual divergent 130 

weather conditions unknown by the solar field controller. Of course, the shadow camera system 131 
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is not perfect by itself but validation results illustrate that it outperforms the ASI systems and can 132 

therefore be used as reference (see section 2.2).     133 

 134 

Figure 1: Schematic representation of the Virtual Solar Field (VSF) simulations with spatial DNI information from two 135 
distinct nowcasting systems  136 

The ASI system also provides predictions up to 15 minutes ahead, which could be utilized by 137 

model predictive controllers. Nevertheless, in this work we investigate only the potential benefit 138 

of solar field control schemes with access to spatial DNI information of the current conditions.  139 

All the presented evaluation strategies, including the ASI system and the VSF simulations, are 140 

quasi real time capable with an average overall processing time of roughly 7 seconds per time 141 

stamp (8x3.6GHz Intel Core i9-9900K, 2x16GB DDR4-2666 and PNY Quadro RTX 4000 8GB 142 

GDDR6). The fast processing time allows the solar field controller to obtain updates of the 143 

irradiance situation in a timely manner.   144 

Section 2 and section 3 of this paper will give an overview on the used ASI system and the VSF, 145 

respectively. The developed temporal and spatial DNI variability classification method is 146 
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presented in section 4. Two new solar field control strategies based on the DNI variability 147 

classes are presented and evaluated versus a reference controller in section 5. These new 148 

controllers are tailored to a solar field design according to the Spanish commercial 50 MW 149 

power plant La Africana. In section 6, we identify applicability conditions of the new variability 150 

class dependent control strategies and present the performance results of a hybridized control 151 

strategy. Finally section 7 concludes the paper.   152 

2 Overview on used camera systems that provide DNI maps 153 

Two different sources for spatially and temporally resolved DNI information are used in this 154 

study. Whereas the information of the ASI system is used as the available DNI information, 155 

provides the shadow camera system the “real” DNI over the solar field. The following sections 156 

introduce these two irradiance measuring devices. 157 

2.1 All sky imager system  158 

The used ASI system consists of two Mobotix Q24 of-the-shelf surveillance cameras and the 159 

DNI information of a Kipp&Zonen CHP1 pyrheliometer. The cameras are operated at CIEMAT’s 160 

Plataforma Solar de Almería (PSA) and mounted 494 m apart from each other. One of the 161 

cameras stands at a distance less than 8 m away from the pyrheliometer. Q24 cameras are 162 

equipped with fisheye lenses for taking hemispheric images of the sky. All sky images with a 3-163 

mega pixel resolution (see Figure 2) are taken simultaneously by both cameras every 30 164 

seconds.  165 



   

9 

 166 

Figure 2: Example sky images as taken simultaneously by both Mobotix Q24 cameras  167 

The image processing treats each detected cloud as an individual object with the attributes 168 

position, motion, and transmittance as described in Nouri et al. 2018b. Clouds in the sky are 169 

segmented by means of a four dimensional clear sky library (Wilbert et al. 2016; Kuhn et al. 170 

2017a) which accounts for different atmospheric conditions. Geolocation and motion of the 171 

clouds is detected by a stereoscopic approach based on differential images (Nouri et al. 172 

2019a). A binary shadow map is created via a raytracing algorithm (Nouri et al. 2018b). A 173 

probabilistic approach utilizes current and historical cloud transmittance and cloud height 174 

measurements to allocate actual cloud transmittance values (Nouri et al. 2019b). Finally, a 175 

binary shadow map is converted into a DNI map by introducing the current clear sky DNI and the 176 

corresponding cloud transmittance values.  177 

In the current configuration the DNI maps have an edge length up to 8 km with a spatial 178 

resolution down to 5 m. The overall ASI system and its sub systems were validated intensively. 179 

Overall relative mean absolute deviation (MAD) of 4% and root mean square deviation (RMSD) 180 
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of 7.8% are reached for the current conditions (lead time 0 minutes) over a two year period, 181 

compared with three spatially distributed reference pyrheliometers (Nouri et al. 2019b).   182 

2.2 Shadow camera system  183 

ASI systems need to detect the position of clouds in the sky accurately in all three spatial 184 

dimensions. Complex but common and frequently changing atmospheric conditions, partially 185 

with multiple cloud layers, make this task challenging. A unique alternative to ASI systems are 186 

shadow camera systems, which detect directly the cloud shadows on the ground, without the 187 

detour over the clouds in the sky. The method and its validation is described in Kuhn et al. 188 

2017b, possible applications are presented in Kuhn et al. 2019. At the Plataforma Solar de 189 

Almeria (PSA) in Spain both the ASI system as described in section 2.1 and the shadow camera 190 

system are operated jointly. The shadow camera system consists of six Mobotix M24 off-the-191 

shelf surveillance cameras mounted on the top of a 87 m high solar tower. Figure 3 shows one 192 

of the shadow cameras and an example image as taken from the tower looking to the ground.  193 

 194 

Figure 3: (left) Shadow camera mounted on top of a solar tower (right) image of a shadow camera  195 

The viewing cones of the six cameras cover a 360° view around the tower. All cameras take 196 

simultaneously every 15 seconds a new image of the ground which are converted to a single 197 

orthoimage (Figure 4).  198 
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 199 

Figure 4: Orthoimage with a 360° view created from images of six shadow cameras mounted on the top of a solar tower.    200 

A difference image is calculated between the actual orthoimage and an additional reference 201 

clear sky orthoimage from a data base corresponding to a similar Sun position with less than 3° 202 

deviation of azimuth and elevation angle. Furthermore, the reference image must be taken less 203 

than 60 days before the current image, which avoids significant differences in ground properties. 204 

Shadows on the ground are segmented by comparing each pixel value of the difference image 205 

with empirically identified thresholds. The shadow camera system uses the DNI measurements 206 

taken by a pyrheliometer and DHI measurements taken by a pyranometer with a shadow ball. 207 

Unshaded sections of the orthoimage receive the clear sky DNI values identified by the most 208 

recent clear DNI measurements detected according to Hanrieder et al. 2016. For the 209 

identification of the DNI within the shaded sections a second reference orthoimage image for 210 

overcast conditions is needed. The second reference image must be taken in the last 60 days 211 

and within 10° of the Sun elevation and azimuth angle for the evaluated image. The DNI in the 212 

shaded pixels is calculated according to Kuhn et al. 2017b from the rgb values of the three 213 

orthoimages and the DHI measurement. The sunny and the shaded reference image are used to 214 

approximate the bidirectional reflectance distribution function of each pixel in the image for the 215 

current solar position and the position of the camera. The final DNI maps have a spatial 216 

resolution of 5 m with a maximum edge length of 2 km.  217 
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A benchmarking campaign between the ASI system described in section 2.1 and the shadow 218 

camera system with three reference pyrheliometer over 22 variable days was conducted by 219 

Kuhn et al. 2019. For lead time 0 minutes, the shadow camera system reached a rel. RMSD of 220 

10.2%, rel. MAD of 6.7% and a rel. bias of 3.3% compared to a rel. RMSD of 15.1%, rel. MAD of 221 

9.2% and a rel. bias of 6.7% for the ASI system.  222 

3 Virtual Solar Field 223 

3.1 Overview of virtual solar field  224 

Parabolic trough solar fields of commercial power plants are spatially extended facilities with 225 

edge lengths typically above 1 km. The solar field is divided into several sections, whereas each 226 

section consists of a multitude of parallel loops. Each loop itself consists of several solar 227 

collector assemblies (SCA), which describe the smallest collector unit with an independent drive 228 

for tracking. The incoming DNI is concentrated by parabolic shaped collectors to the focal line. 229 

Receiver tubes are located in the focal line. A heat transfer fluid circulates through the receiver 230 

tubes. All loops of the same section are connected to a cold and a hot section header pipe. In 231 

turn, all the section header pipes are connected to a cold or hot main header pipe, which 232 

connects the solar field sections to the power block. A schematic solar field layout is illustrated in 233 

Figure 5. The control of such a solar field is a complex hydraulic as well as a thermal challenge. 234 

The loops of the solar field are not equipped with individual flow control valves. This means that 235 

the flow through the field is only determined by the power of the main pump supplying the whole 236 

solar field. The flow distribution over the sectors and loops is thus defined by the hydraulic 237 

resistance of each of the parallel loops in the network.  238 
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 239 

Figure 5: Schematic solar field layout  240 

The VSF is a simulation environment which models the entire solar field from the power block. 241 

Common solar field designs with an arbitrary number of loops can be realized with the VSF 242 

software. In order to accurately predict the physical behavior of the solar field, VSF couples a 243 

hydraulic network solver with a thermal solver. A detailed description of VSF can be found in 244 

Noureldin et al. 2016 and Noureldin et al. 2017. The VSF principles and the existing validation 245 

of the VSF are summarized below. 246 

The hydraulic solver computes the flow distribution within the branched piping system based on 247 

steady state assumptions. For this purpose, the solar field is discretized in pipe elements of 248 

12.5 m length within the collectors and 15 m to 50 m length within the header piping. Due to 249 

strong variations in temperature within the solar field (also during stable conditions), the 250 
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hydraulic resistance is computed for each discrete element with a temporal resolution of 2 251 

seconds. Therefore, VSF is also capable of characterizing flow maldistribution due to thermal 252 

transients as e.g. triggered by variable solar irradiance conditions or fluid distributions due to 253 

inhomogeneities in plant design or operations.  254 

The hydraulic solver passes flow boundary conditions to the thermal solver, which in turn 255 

dynamically computes the temperatures with respect to the local thermal and operation 256 

conditions, and the thermal losses within each discrete pipe element. These calculations solve 257 

the time-dependent continuity and energy equations based on the assumption of a one 258 

dimensional flow. Previously published empirical relations are utilized for the thermal losses (e.g. 259 

Burkholder and Kutscher 2009 for Schott PTR-70 receiver tubes). At pipe intersections the 260 

temperatures are computed by enthalpy balancing.  261 

 262 

Figure 6: Illustration of the VSF program flow (adapted from Noureldin et al. 2018a) 263 

A comprehensive validation of VSF was conducted based on a few days in Spring 2015 and real 264 

plant operations data from the 50 MW parabolic trough power plant Andasol-3 located in 265 
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southern Spain (Noureldin et al. 2017). This power plant consists of four subfields with 38 loops 266 

each. The power plant data were supported by additionally measured values from a 267 

measurement campaign carried out simultaneously by the DLR at Andasol 3 on three test loops 268 

(Noureldin et al. 2016). These additional data provide flow and temperature measurements 269 

within the test loops with a high temporal resolution. For this purpose the loops were equipped 270 

with a FLEXIM FLUXUS ADM 6725 clamp on ultrasonic flow meters with wave injectors for high 271 

temperature applications at the loop center (cross over piping) and a clamp-on temperature 272 

measuring system based on PT100s at the loop inlet and outlet (Nouri et al. 2018a). The 273 

validation was conducted over distinct cases including normal operations with predominantly 274 

clear conditions, start-up situations in clear mornings and conditions with strong transients due 275 

to cloud passages. For the flow distribution, deviations below 5% between the simulated and 276 

measured values were observed. During normal operations an overall RMSD in fluid 277 

temperature of 2.75 K is observed. The RMSD rises up to 9.7 K during strong defocusing cycles. 278 

These deviations are not significant compared to the expected uncertainties of the power plant 279 

instrumentation (Janotte 2012).   280 

3.2 Solar field controller assessment with the VSF  281 

VSF is a useful tool to comparatively assess distinct solar field controllers in terms of the yield. 282 

In Noureldin et al. 2018b and Noureldin et al. 2019a an approach is presented, which allows a 283 

monetary assessment of parabolic trough solar field controller with the results of VSF 284 

simulations. The solar field control concept is described in section 5. We will roughly summarize 285 

the evaluation approach here, for the better understanding of the results presented in sections 5 286 

and 6. Since the mass flow can only be altered for the whole field but not for each individual 287 

loop, inhomogeneous irradiance conditions or flow distribution may cause some loops to 288 

temporarily overheat while others do not reach the set point temperature. A methodology based 289 
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on economic penalties has been developed to assess the solar field controller quality. The total 290 

economic penalty is composed as 291 

���� = 	���� + ��,�� + ����.. 
Equation 1 

The first term ���� describes a loss of revenue due to defocused collectors where the amount of 292 

not usable heat ����	is weighted with the power block ���,� efficiency and levelized cost of 293 

electricity ����,   294 

���� = ���� ∙ ���,� ∙ ���� . 
Equation 2 

The second effect is given by the fact that any reduction in solar field outlet temperature leads to 295 

a reduction of the power block efficiency. The overall heat produced by the solar field is again 296 

weighted with the LCoE and the averaged power block efficiency corrected by temperature 297 

effects. The reduced power block efficiency penalty ��,�� is described by  298 

��,�� = ���,�� ∙ ���,� ∙ ���� ∙ �1 −
���,�
���,��

� 
Equation 3 

with ���,��	as the thermal solar field energy, ���,�� the power block efficiency at the design 299 

temperature and ���,� as the power block efficiency at the current temperature.  300 

Reduced solar field temperatures have also an effect on TES efficiency. This is due to an overall 301 

lower average temperature within the hot tank of the TES. This effect can be described by the 302 

TES penalty  303 

���� = ���,�� ∙ ���,� ∙ ���� ∙ �1 −
���� − ���
�� − ���

� ∙
���,�
����,�

 
Equation 4 
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with ���� as the solar field outlet temperature, ��� as the solar field inlet temperature, �� as the 304 

design temperature for the solar field outlet and 
���,�

����,�
 as the annually averaged ratio of TES 305 

overload resulting in solar energy dumping.  306 

The quantities ���,�, ���� and 
���,�

����,�
 are determined as average values over one year by means 307 

of annual yield simulations conducted with the Greenius simulation software (Dersch et al. 308 

2012; Dieckmann 2017). For the La Africana power plant considered in sections 5 and 6, the 309 

following values are used ���,� = 0.25, ���� = 192.5	
€

���
 and 

���,�

����,�
= 0.33. The theoretical 310 

revenue ���	and the actual revenue ��� are calculated according to the Equation 5 and Equation 311 

6. 312 

��� = ���,� ∙ ���� ∙�������(�) ∙ ���� ∙ �������
��

���

 
Equation 5 

��� = ���,� ∙ ���� ∙ � �̇��,���� − ����� + ��,��� 
Equation 6 

Thermal losses in the field are computed as  313 

�����,��� = ��� − ���� − ���,� ∙ ���� ∙ � �̇��,���� Equation 7 

with ���� as the effective solar irradiance falling on the collector, ���� as the optical collector 314 

efficiency and ��� as the collector aperture area.    315 
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4 DNI variability classes  316 

4.1 Temporal variability classes  317 

Temporal DNI variability classes are introduced to categorize irradiance situations based on the 318 

prevailing variability in the solar resource. They can be used for systematic analysis and, as in 319 

this study, for selecting situation dependent controllers. 320 

The temporal DNI variability classification is determined according to the procedure described in 321 

Schroedter-Homscheidt et al. 2018 with the adaptations described in Nouri et al. 2019c. This 322 

approach analyses 13 distinct variability indices and classifies the DNI in one of eight classes 323 

form clear sky (class 1) to overcast (class 8). The definition of the distinct classes is given in 324 

Table 1. Each time stamp is classified by analyzing the DNI information of the previous 15 325 

minutes (1 minute average DNI values).  326 

Table 1: Description temporal DNI variability classes 327 

Class Variability  Clear sky index  
(��� ��������⁄ ) 

General description 

1 Low Very high Clear sky 

2 Low High Almost clear sky 

3 Intermediate High/Intermediate Almost clear sky 

4 High Intermediate Partly cloudy 

5 Intermediate Intermediate Partly cloudy 

6 High Intermediate/Low Partly cloudy 

7 Intermediate Low Almost overcast 

8 Low Very Low Overcast 

 328 

As an example we show in Figure 7 the DNI, clear sky DNI and the corresponding temporal DNI 329 

variability class for the 09.09.2015 (PSA). The forenoon of this day is mainly dominated by clear 330 



   

19 

sky conditions. More variable conditions start shortly before 11 UTC. The afternoon shows high 331 

and intermediate variability conditions mainly dominated by class 5.  332 

 333 

Figure 7: Temporal DNI variability classes of an example day (09.09.2015)  334 

4.2 Spatial variability classes 335 

The temporal variability classification is a method to describe the temporal variability as 336 

observed in a ground observation, but it does not describe the spatial pattern involved in detail.  337 

The impact of spatial heterogeneity of DNI on the solar field can be severe even if the temporal 338 

variability is low. For example, conditions could occur where only half of the solar field is shaded 339 

by clouds with a low transmittance while the other half is fully illuminated. From the viewpoint of 340 

temporal variability, the situation is not variable at all if the cloud is not moving horizontally, or it 341 

presents a low temporal variability if the cloud edge moves across the ground observation 342 

pinpoint.  343 
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In such a case, the two pyrheliometers used for a control may be placed one in the shaded and 344 

one in the sunny area. The controller will adjust the flow of the HTF according to the average 345 

solar field DNI. This leads to a partial cooling and overheating of the solar field which in turn 346 

leads to a flow maldistribution. An even stronger imbalance between shaded and sunny shares 347 

of the solar field could increase this issue – if not known to the controller. Especially problematic 348 

are profound overheating issues within sunny parts of the solar field, causing defocusing and 349 

energy dumping. The share between shaded and unshaded parts of the solar field is therefore a 350 

decisive value for the solar field behavior and requires a specific treatment. Therefore, two new 351 

variability indices derived from spatial DNI maps are introduced.   352 

  The shadow area fraction SA describes the relative shaded share of the solar field 353 

o �� = 	
�����

���
∙ 100 , where ASASF is the shaded solar field area and ASF is the complete 354 

solar field area. 355 

 Furthermore, the shaded clear sky index Si describes the clear sky index considering only 356 

the shaded part of the solar field  357 

o �� = 	
�������

��������
 , where DNISASF is the average DNI within shaded areas of the solar field 358 

and DNIclear is the clear sky DNI. 359 

Average values of the spatial DNI variability indices from the last 5 minutes are calculated. The 360 

classification in one of 5 spatial DNI variability classes is done according to the thresholds given 361 

in Table 2. Figure 8 illustrates a partially shaded parabolic trough solar field and the 362 

corresponding instantaneous DNI variability indices. 363 

 364 

 365 



   

21 

 366 

Table 2: Thresholds for spatial variability classes 367 

Class 
shadow area fraction SA 

[%] 

Shaded clear sky index 

Si 
General description 

1 0 – 3 no condition 
Sunny conditions  

2 3 – 100 0.9 – 1.0 Low spatial DNI variability: 
Only shadows from clouds with high transmittance  

3 3 – 50 0 – 0.9 
High spatial DNI variability  

4 50 – 100 0.35 – 0.9 
Intermediate spatial variability:  
Most of the solar field shaded 
Cases with only thin clouds and only thick clouds 
excluded 

5 60 – 100 0 – 0.35 
Low spatial variability:  
Most of the solar field shaded (overcast) 
Only shadows from clouds with low transmittance 

 368 

Figure 8: Partially shaded solar field with a shaded share of 62.3% and a clear sky index of 0.41 corresponding to 369 

spatial DNI variability class 4 370 

We use again the 09.09.2015 (PSA) as showcase (Figure 9). Similar to the temporal DNI 371 

variability classification, the forenoon is classified as sunny (class 1), whereas the more variable 372 

afternoon shows a stronger diversification with changing classes dominated by class 4.    373 
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 374 

Figure 9: Spatial DNI variability classes of an example day (09.09.2015)  375 

4.3 Combined temporal and spatial variability classes  376 

The temporal and spatial DNI variability classes describe two distinct classification approaches 377 

of the DNI with different emphases. Theoretically, 40 combinations of temporal and spatial DNI 378 

variability exist, but in realistic cloud situations not all combinations are likely to occur. The 379 

distribution of all occurred combinations for two complete years at the PSA is depicted in Figure 380 

10. The most common conditions for the PSA are described by a spatial DNI variability class 1 381 

and a temporal DNI variability class 1 or 2. These clear sky conditions account for more than 382 

62% of the entire data set.  383 

Around 13% of the data set consists of intermediate to highly variable conditions both in time 384 

and space (spatial class 3 or 4 and temporal class 3 to 7), which are the most demanding 385 

situations for the parabolic trough plant control. From the view of the parabolic trough plant 386 

control less important overcast conditions occur in 14.8% of the data set (spatial class 5 and 387 

temporal class 6 to 8). Roughly 4% of the data set is described by a spatial class 2 and temporal 388 
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class 1 to 7. Such conditions with a low spatial variability but alternating temporal variability 389 

occur mainly due to optical thin cirrus clouds, covering the whole power plant area as a single 390 

cloud object, but having an internal spatial heterogeneity in the cloud optical depth. The 391 

remaining conditions describe mainly transient conditions with an average occurrence of 0.1% 392 

per combination of spatial and temporal class. Two very extreme examples are spatial class 5 393 

and temporal class 1 as well as spatial class 1 and temporal class 7, with an occurrence of 394 

0.29% and <0.01%, respectively. The conditions at PSA are quite attractive for a parabolic 395 

trough power plant and thus relevant for the investigations carried out in this work. For the year 396 

2017 the yearly DNI sum at PSA was 2430 kWh/m². 397 

 398 

Figure 10: Temporal and spatial DNI variability class distribution of possible combinations within the years 2016 and 399 

2017. Combinations of spatial class 1 & temporal classes 1 or 2 account for more than 62% of the data set. These bins 400 

are not described by the colorbar for a better readability of the remaining combinations.   401 

Based on this assessment, the 40 possible combinations of spatial and temporal DNI variability 402 

classes are combined to 7 aggregated classes according to Table 3. Due to the power plants 403 

strong sensitivity on the spatial solar share, the main focus is set on the spatial variability, which 404 
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describes the distribution of the DNI over the spatially extended solar field. In cases of e.g. 405 

spatial class 1, the temporal variability classification is not decisive, as all temporal classes are 406 

attributed to the combined variability class 1. The temporal variability classification is relevant in 407 

conditions with a strong spatial as well as temporal variability – and therefore treated separately 408 

with the combined classes 6 and 7,  409 

Table 3: Combined temporal and spatial variability classes  410 

Combined 
variability class 

Spatial 
variability 
class 

Temporal 
variability 
class  

General description 

1 1 1 - 8 Sunny conditions with no spatial variability; all temporal 
variability classes are accepted 

2 2 1 - 8 Low spatial DNI variability (almost completely sunny solar field); 
total spectrum of temporal variability possible  

3 3 1 - 3, 5-8 
High spatial DNI variability; Almost complete spectrum of 
temporal variability possible except highly temporal variable 
class 4 with an intermediate clear sky index 

4 4 1 - 3, 5, 7 - 8 Intermediate spatial variability; only low and intermediate 
temporal variability    

5 5 1 - 8 Current overcast conditions with no spatial variability; total 
spectrum of temporal variability possible 

6 3 4 High spatial DNI variability; only highly temporal variable class 
4 with an intermediate clear sky index  

7 4 4 or 6 Intermediate spatial variability; only highly temporal variable 
classes 4 and 6   

Looking again into our example day the 09.09.2015 (see Figure 11), we see a stronger 411 

diversification within the variable time window from 10:45 to 16:45 compared to the previous 412 

individual variability classifications. Whereas the purely spatial classification within this period is 413 

dominated by class 4 with a share of 65% (see Figure 9), the combined class is dominated by 414 

the classes 4 and 7 with a share of 36% and 29%, respectively. Both the combined classes 4 415 

and 7 represent an overall intermediate spatial variability, but class 7 represents in addition a 416 

high variability in time.   417 

 418 
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 419 

Figure 11: Combined DNI variability classes of an example day (09.09.2015) 420 

In section 5, two new solar field control strategies with optimized specific control parameters for 421 

each of the 7 combined DNI variability classes will be presented.  422 

5 Introducing and benchmarking DNI variability class dependent 423 

solar field controllers 424 

5.1 DNI variability class dependent solar field controllers 425 

The solar field control system implemented in VSF is composed of local collector temperature 426 

controllers for each of the SCAs and a field main flow controller. A detailed description of the 427 

control system is published in Noureldin et al. 2019a and Noureldin et al. 2019b. In this work 428 

we present only a brief summary. 429 
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The local collector temperature controller regulates the HTF temperature in the receiver tubes 430 

and ensures that it does not exceed the tolerated temperature limits as defined by the 431 

manufactures. This is achieved by manipulating the collector angle using a proportional-integral 432 

(PI) temperature feedback (FB) controller to ensure that the SCAs are tracking the sun and 433 

defocusing in case the temperature set point of the SCA is exceeded. Each SCA gets an 434 

individual temperature set point which is derived from the actual field inlet temperature and load. 435 

In addition, there is an emergency service function, which defocuses completely the 436 

corresponding SCA if the temperature limits of the HTF are exceeded.  437 

Solar field outlet temperatures can be regulated by the solar field inlet mass flow. This task is 438 

handled by the main solar field flow controller. The mass flow can be adjusted by the applied 439 

differential pressure trough the HTF feed pump. The implemented control concept includes a 440 

feed forward (FF) pump controller, a temperature feedback (FB) controller and a focus feedback 441 

loop. For the FF part, the required mass flow and, thus, pump pressure is calculated by means 442 

of an energy balance over the field fed by the current overall DNI. The DNI value is the average 443 

of two pyrheliometer measurements as used in the real power plant (reference controller). Any 444 

systematic offsets induced by the FF part are corrected by a temperature FB controller. This 445 

controller uses as input the field outlet temperature set-point and operates with an adaptable 446 

time constant adjusted to the throughput time of the solar field. Especially in volatile irradiance 447 

situations, the large time constant of the solar field makes it challenging to avoid temperature 448 

overshoots in associated loops which often trigger defocusing of one or more SCAs in the loops. 449 

The focus feedback controller forces the collectors to refocus by increasing the mass flow if 450 

overall defocusing states of the field increases.  451 
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The general form for a PI-controller for variable �(�) in response to an error �(�) in the process 452 

variable from the set-point is 453 

�(�) = ���(�) +
��

��
∫ �(�)�� . 

Equation 8 

The behavior of the local collector focus and the field main flow PI controllers can be adjusted 454 

according to the first order plus dead-time method. This is achieved by deriving the controller 455 

gain, ��, and integral time, ��, in Equation 8 from the process gain ��, time constant ��, process 456 

dead time ��, such that 457 

�� =
�

��

��

(������)
 . 

Equation 9 

The controller gain could be further manipulated by introducing the factor � varying from 0.1 to 458 

10 for aggressive to conservative controller behavior, respectively. The integral time, ��, is set to 459 

the process time constant, ��. The implemented reference VSF controller uses control 460 

parameter as defined in Table 4 according to Noureldin et al. 2019b. The reference controller is 461 

designed to emulate state of the art solar field control while eliminating the need for manual 462 

intervention from the solar field operators. The controller has proven to work robustly in various 463 

weather conditions. 464 

 465 

 466 

 467 

 468 

 469 
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Table 4: Process and control parameters of the reference controller according to Noureldin et al. 2019b  470 

The controller parameters presented in Table 4 are utilized as the reference case of a field 471 

controller not taking into account information on spatial DNI distribution or DNI variability. In this 472 

work, two new control strategies have been developed taking into account the information 473 

available from the nowcasting system (spatial DNI field average and DNI variability). The 474 

concept is to use different values for the controller parameters depending on the irradiance 475 

situation. A clear sky situation e.g. can be operated with a more aggressive controller than a 476 

strongly fluctuating situation. The adaptation of controller parameters is applied to the main flow 477 

controller and to the local focus controllers. For the class dependent controller, an optimized set 478 

of control parameters is defined for each of the seven combined DNI variability classes (see 479 

section 4.3). The trimming of the controller parameters has been carried out for a number of test 480 

situations and the parameters which best meet the criterion are selected. The first new controller 481 

is trimmed to maintain the solar field outlet temperature as constant as possible whereas the 482 

second one tries to maximize the solar heat collection by minimizing any defocusing. The 483 

controller tuning is based on manual tuning and on the Ziegler-Nichlos method (Schlichting 484 

2018). For the remaining document we will call these controllers OT (objective temperature) and 485 

OFR (objective focus rate). The optimized process and control parameters are listed in Table 5 486 

 Controller Parameter Value 
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temperature feedback controller 

�� and �� Adaptive 

�� pump pressure dependent 

�� aggressive  

focus feedback loop 

�� 3% °�⁄  

�� 160	� 

�� Simulation time step (adaptive) 

�� Aggressive 
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temperature feedback controller (focus 
controller) 

�� −8°� ���⁄  

�� 5	� 

�� Simulation time step (adaptive) 

�� Moderate 
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and Table 6. Whereas the �� and ��, values of the controller are pre-defined (for the focus 487 

controller) or adaptively calculated for the current field situation (for the temperature FB 488 

controller), the trimming is realized by modifying the tuning factor � resulting in a conservative, 489 

moderate or aggressive tuning. 490 

Table 5: Adjusted process and control parameters of the class dependent controller OT  491 

 temperature FB controller focus FB loop 
temperature FB controller 

(focus controller) 

class �� �� �� �� �� �� �� �� �� 

1 adaptive adaptive moderate 3% °�⁄  160	� 
Very 
aggressive 

−2 °� ���⁄  50	� moderate 

2 adaptive adaptive aggressive 3% °�⁄  160	� aggressive −2 °� ���⁄  50	� moderate 
3 adaptive adaptive moderate Deactivated deactivated deactivated −2 °� ���⁄  50	� aggressive 
4 adaptive adaptive moderate Deactivated deactivated deactivated −2 °� ���⁄  50	� aggressive 
5 adaptive adaptive aggressive Deactivated deactivated deactivated −2 °� ���⁄  50	� moderate 
6 adaptive adaptive aggressive Deactivated deactivated deactivated −2 °� ���⁄  50	� aggressive 
7 adaptive adaptive aggressive Deactivated deactivated deactivated −2 °� ���⁄  50	� aggressive 

Table 6: Adjusted process and control parameters of the class dependent controller OFR  492 

 temperature FB controller focus FB loop 
temperature FB controller 

(focus controller) 

class �� �� �� �� �� �� �� �� �� 

1 adaptive adaptive moderate 3% °�⁄  160	� 
Very 
aggressive 

−6 °� ���⁄  115	� moderate 

2 adaptive adaptive aggressive 3% °�⁄  160	� aggressive −6 °� ���⁄  115	� moderate 
3 adaptive adaptive conservative deactivated deactivated deactivated −6 °� ���⁄  115	� moderate 
4 adaptive adaptive moderate 3% °�⁄  160	� moderate −6 °� ���⁄  115	� moderate 
5 adaptive adaptive conservative 3% °�⁄  160	� moderate −6 °� ���⁄  115	� moderate 
6 adaptive adaptive aggressive deactivated deactivated deactivated −6 °� ���⁄  115	� moderate 
7 adaptive adaptive aggressive deactivated deactivated deactivated −6 °� ���⁄  115	� moderate 

5.2 Selection of assessment days  493 

The benchmark is performed over 22 days distributed over the year 2015 at PSA. The data set 494 

is chosen in such a way, that it includes a wide variety of conditions in irradiance, cloud height 495 

and type (low layer, middle layer, high layer and multi-layer conditions) as well as the resulting 496 

DNI variability classes (see Figure 12). The cloud height information is shown since it is one of 497 

the main uncertainty contributors of ASI systems (Nouri et al. 2019b; Nouri et al. 2019c). Cloud 498 

height measurements are taken by a CHM 15 k Nimbus ceilometer from G. Lufft Mess- und 499 

Regeltechnik GmbH.  500 
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 501 

Figure 12: Pyrheliometer based DNI, cloud height as measured by a ceilometer and combined DNI variability class over 502 

the 22 test days 503 

Comparing the distribution in combinations of spatial and temporal DNI variability class during 504 

the 22 test days (see Figure 13), it reveals that the 22 days include almost all combinations of 505 

the 2 year period as analyzed in section 4.3. Only 6 combinations which exist in the two year 506 

period are missing in the 22 days test period. These 6 combinations describe rather rare 507 

transient conditions which make less than 0.37% of the entire 2 year data set. Overall the 22 508 

days include with 19.2% a higher share of the intermediate to highly variable conditions (spatial 509 

class 3 or 4 and temporal class 3 to 7), compared to 13% in the 2 year data set. In turn, less 510 

interesting overcast conditions (spatial class 5 and temporal class 6 to 8) have only a share of 511 

7.8% compared to 14.8% within the 2 years. For the remaining combinations the 22 days 512 

resemble the two year data set very well.        513 
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 514 

Figure 13: Temporal and spatial DNI variability class distribution of possible combinations within 22 test days. 515 

Combinations spatial class 1 & temporal classes 1 or 2 account for more than 61% of the data set. These bins are not 516 

described by the colorbar for a better readability of the remaining combinations. 517 

5.3 Comparison with a state of the art reference controller  518 

In this section the two new class dependent solar field controllers are benchmarked against the 519 

state of the art reference controller based on the La Africana power plant design. Five different 520 

criteria are used to evaluate the solar field controller’s performance.  521 

 Overall expected revenues in € between the new class dependent controller and the 522 

reference controller.  523 

 The accumulated solar field thermal heat flow  524 

 Average solar field focus rate as relative value. It accounts to 100%, if all collectors of the 525 

solar field are fully focused.  526 

 RMSD of the solar field outlet temperature with the design set temperature as reference.  527 
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 Reduction of emergency defocus incidents: Relative value which compares whether or 528 

not the new class dependent controller is capable of reducing emergency defocus 529 

incidents with respect to the reference controller. Emergency defocus incidents occur 530 

when the fluid temperature exceeds a maximum safety threshold indicated by the fluid 531 

manufacturer.    532 

The revenue is considered as the decisive parameter for the evaluation of the controller 533 

performance. The other parameters contribute to a better understanding of the controller’s 534 

individual behavior. The spider plot in Figure 14 illustrates the overall results for these five 535 

criteria. Only relative changes to the reference controller are depicted, where positive values 536 

indicate an improvement and negative values a decline in performance in a particular criteria. 537 

For example, the calculation of change in relative revenue is always calculated according to 538 

Equation 10 539 

����.��� = (����������� ������ − 1) ∙ 100%⁄  
Equation 10 

,where ������ is the revenue of the reference controller and �����������	is the corresponding 540 

revenue of the class dependent controller. 541 

The class dependent controller OT outperforms the reference controller in all criteria. In terms of 542 

overall revenue, the controller OT outperforms the reference controller by 1.38%.  543 

A particularly significant improvement can be seen by the controller OT for the criteria reduction 544 

of emergency defocus incidents with 18.6%. Emergency defocus incidents can lead to strong 545 

temperature transients within collectors (temperature gradients above 40°C in 3 minutes are 546 

possible), which affect the overall system stability, solar field outlet temperature and focus rate. 547 

This reduction of emergency defocus incidents by itself is already an important improvement. 548 
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Emergency defocus incidents are triggered by exceeding maximum safety threshold 549 

temperatures within the collectors. The emergency defocus means first of all that additional 550 

operations of the collector drives and rotation and expansion performing assemblies (REPA) are 551 

necessary, which could accelerate degrading effects. Furthermore, frequent temperature 552 

transients, especially with temperatures by several degrees above the set point, could affect the 553 

lifetime of REPAs, HTFs, receiver tubes and all other components exposed to the transients. 554 

Since sufficient experience on the degradation mechanisms is not yet available, the findings 555 

cannot be directly translated into economic figures.   556 

The class dependent controller OFR reaches a revenue increase of 1.40%, nearly identical to 557 

the increase for OT. However, while OFR also outperforms the reference in focus rate and heat 558 

flow, it is outperformed by the reference in terms of RMSD temperature (by -5.4%) and 559 

emergency defocus incidents (by -0.6%). Despite the objective of this controller it performs only 560 

marginally better than the controller OT in focus rate with an improvement of 1.62% compared to 561 

an improvement of 1.48%. This can be partly explained by the significantly higher number of 562 

emergency defocus incidents compared to the controller OT. Each emergency defocus incident 563 

leads to a short-term total defocusing of a collector and in turn to additional temperature 564 

transients which is reflected by the increased RMSD. This leads to a stronger penalization of the 565 

controller OFR compared to the controller OT and thus to a similar improvement in revenue, 566 

despite the higher overall heat flow for OFR. Increased number of incidents is caused by the 567 

target of the controller. The higher number of emergency defocus incidents is caused by the 568 

controller OFR objective. In order to keep the focus rate as high as possible, the controller OFR 569 

uses predominantly the pump pressure as control variable, intending to adapt the mass flow to 570 

the prevailing conditions while maintaining a constant high focus rate. This approach usually 571 

leads to a higher heat flow, yet, it is more vulnerable under variable quickly changing conditions 572 
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in which adaptation of the focus rate are inevitable. A partially too late intervention of the local 573 

SCA focus controller gives less leeway for countermeasures, which in turn leads to a higher rate 574 

of emergency defocus incidents. 575 

 576 

Figure 14: Comparison of the three controller setups reference, objective temperature, objective focus rate over 5 577 

criteria and based on 22 test days. Relative changes compared to the reference controller are plotted. Positive values 578 

indicate an improvement and negative values a decline in performance in a particular criterion.  579 

For each day, the absolute revenue and the change of relative revenue between the reference 580 

controller and the two class dependent controller are compared in Figure 15. Both class 581 

dependent controllers outperform the reference controller in 20 out of 22 days. The 582 

underperforming days are characterized by longer time periods with fast changing variability 583 

classes (see Figure 12). How such an underperformance can be avoided is discussed in the 584 

next section.  585 

It is observed that the potential gains in revenue are rather different between all days. The 586 

lowest revenue is expected on the 25.11.2015 with roughly 7.9 k€ (reference control) and the 587 
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highest on the 15.09.2015 with roughly 98.8 k€ (reference control). Over all 22 days the absolute 588 

benefit of the new class dependent controller amounts to roughly 15 k€ for the controller OT and 589 

roughly 15.2 k€ for the controller OFR with an overall absolute revenue of roughly 1,083.3 k€ 590 

(reference controller). This is an increase of about 1.4 % in revenue for the new class dependent 591 

controller concept. 592 

 593 

Figure 15: Absolute and relative daily revenue for reference controller and the two class dependent controllers.  594 

6 Detailed performance assessment and applicability conditions 595 

6.1 Identification of applicability conditions 596 

In section 5.3 we investigated the benefit of the class dependent controller compared to the 597 

reference controller. These analyses looked at the overall benefit over the entire data set or over 598 

complete days. A clear benefit is visible in terms of revenue. Yet, it might be the case that the 599 

class dependent controller will be outperformed by the reference controller under certain 600 

conditions.  601 
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In this section, we discretize the entire data set into short data packages and analyze the impact 602 

of the combined DNI variability classes as well as the combinations of spatial and temporal DNI 603 

variability classes on the expected revenue. The goal is to identify a binary decision system, 604 

which will decide if either a class dependent controller or the reference controller is preferable 605 

for the prevailing conditions. We call this binary decision system as the identification of 606 

applicability of the ASI derived DNI variability class and the enhanced controller.  607 

A DNI variability classification update is performed every 30 s, according to the ASI system 608 

resolution. The spatial DNI variability classification uses information of the past 5 minutes and 609 

the temporal classification of the past 15 minutes. For the identification of applicability 610 

conditions, we discretize the 22 days in sliding data packages of 10 minutes duration. The 611 

resolution of these sliding data packages corresponds to the temporal resolution of the ASI 612 

system of 30 seconds. Each data package time stamp corresponds to the end of the package. 613 

The 22 days result in roughly 20000 data packages. These data packages enable a high 614 

temporal resolution impact analysis of the actual DNI variability classes on the controllers. No 615 

aggregation over the data packages is done. An aggregation would lead to an artificial repetition 616 

of the same time stamps within the summed up values.  617 

Considering the solar field time constant of approximately 10 min, it is obvious that 10 minute 618 

data packages might be too short to fully cover some of the processes which unfold more slowly 619 

within some parts of the extensive solar field. This leads to the situation that a certain analysis 620 

window is not only affected by the DNI situation during this time window but also from the DNI 621 

situation and the controller activity in the previous time periods. Especially when DNI classes 622 

rapidly change along the analysis windows, exist no one to one mapping of classification to 623 

controller result. Nevertheless, the used 10 minute time windows cover many occurring 624 
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processes. Longer time windows would corrupt the intention of this analysis, since they would 625 

again average out effects we want to work out. 626 

In section 6.2 we will present the benefit of the applicability conditions according to the results 627 

presented in section 5.3 without the discretization in sliding data packages.   628 

The change in relative revenue of all data packages is discretized and averaged within the 629 

combined DNI variability classes (see Figure 16). The combined class 1 describes the dominant 630 

sunny conditions within the data set with an occurrence of 67%. The controller OT shows an 631 

advantage compared to the reference controller for the classes 1, 2, 6 and 7 which account for 632 

more than 82% of the data set. The controller shows a significant disadvantage during combined 633 

class 4 conditions, which describe an intermediate spatial variability with a low to intermediate 634 

temporal variability. Under these conditions, more than 50% of the solar field is shaded.  635 

The controller OFR shows an even stronger advantage compared to the reference controller for 636 

the classes 1, 2, 6 and 7 as well as class 3 which account together for more than 88% of the 637 

data set. However, the class 4 and 5 show a very pronounced disadvantage in revenues 638 

compared to the reference. The absolute energetic loss for these classes is comparably low, 639 

since these classes are rare and as they have a high shaded solar field share and a low cloud 640 

transmittance (especially for class 5).  641 
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 642 

Figure 16: Change relative revenue discretized over combined variability classes and occurrence of classes within the 643 

complete data set  644 

Most of the combined DNI variability classes (with exception of combined class 6) include more 645 

than one combination of spatial and temporal DNI variability classes. Therefore, we discretized 646 

the change in relative revenue of all data packages in the combinations of spatial and temporal 647 

DNI variability class. The results of this analysis are shown in Figure 17, which considers the 648 

spatial class on the y axis, the temporal class on the x axis, the change in relative revenue by 649 

the color coding and the occurrence of a certain conditions as the stated value within the bins.  650 

The class dependent controllers outperform the reference controller in 20 (OT) and 22 (OFR) 651 

combinations of spatial and temporal DNI variability conditions (green and cyan bins). They are 652 

outperformed in 11 (OT) and 9 (OFR) combinations (red and purple bins), of which 6 are 653 

identical for both controllers. The mentioned 20 and 22 combinations of spatial and temporal 654 

DNI variability classes account for more than 85% (OT) and 89% (OFR) of the data set. Almost 655 

all conditions with an advantage for the reference controller are found for highly variable 656 
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conditions, which are connected to a low average DNI and plant yield. For each class dependent 657 

controller only one underperforming combination of spatial and temporal DNI variability class is 658 

found, which can be connected to a high average DNI and yield. However, these combinations 659 

account for less than 0.3% of the data set. 660 

The combination of spatial class 5 and temporal class 3 shows for both controllers a change in 661 

relative revenue above 20%. On the contrary, the combination of spatial class 3 and temporal 662 

class 7 shows for both controllers a change in relative revenue around -20%. However, both 663 

these combination account for less than 0.1% of the data set and are therefore mostly irrelevant. 664 

For the remaining combinations the change in relative revenue is clearly within ±10% (mostly 665 

±5%).    666 

The results depicted in Figure 17 are utilized for the identification of the applicability of the class-667 

dependent controller. For each combination of spatial and temporal DNI variability class with an 668 

expected benefit in revenue, it makes sense to use the class dependent controller whereas the 669 

reference controller is recommended for the remaining combinations. Thus, this matrix defines 670 

the applicability of the class dependent controller giving the name to the overall concept of 671 

applicability classes for the solar field control.  672 

     673 
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674 

 675 

Figure 17: Change in relative revenue discretized in combinations of temporal and spatial DNI variability classes. The 676 
color coding describes the relative change in revenue within each bin. The occurrence of each bin is indicated by the 677 

stated values. (top) controller OT (bottom) controller OFR 678 

6.2 Using applicability identification for the plant control 679 

In this section we describe how the above findings can be used to create an improved 680 

hybridized control strategy. The hybridized control concept consists of two sets of controllers. 681 
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The first one is the reference controller making use of the irradiance information from the two 682 

pyrheliometers whereas the second one uses the class dependent control parameters and 683 

additional information from the ASI system. The ASI information delivers the DNI average over 684 

the field as well as the classification into temporal and spatial DNI classes. The applicability 685 

matrix defined in the last section is used to decide whether the reference controller or the class 686 

dependent controller is used in the current DNI situation represented by the class derived from 687 

the ASI information.  688 

All 22 days are evaluated once again with the VSF using this hybridized control strategy for both 689 

class dependent controllers. We will continue to call the hybridized controller class dependent 690 

controller with the objective temperature (OT) and focus rate (OFR), since for the hybrid 691 

operation the class dependent controller account for the predominant share of the data set. 692 

Compared to the analysis presented in section 6.1, the applied controller is now continuously 693 

selected based on the class whereas in the former study the same controller was used 694 

throughout the day only adapting its parameters according to the prevailing class. In a first step, 695 

we analyze the performance based on the 10 min sliding data packages according to section 696 

6.1. The improvement due to the class dependent controllers with regards to the applicability 697 

conditions is evident, when looking into the overall change in relative revenue discretized over 698 

the combined temporal and spatial DNI variability classes (see Figure 18). The controller OT 699 

shows a significant increase especially for the classes 2, 3, 4, 6 and 7. This holds especially for 700 

class 4 where the relative revenue changes from a decrease of -2.7% to an increase of 4.6%. 701 

Nonetheless, we see also a slight decrease for class 5. The controller OFR shows a significant 702 

increase within all classes. For class 4 and 5, the previous reductions of -5.5% and -2.8% in 703 

revenues increase to 5.1% and 3.5%, respectively.  704 
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 705 

Figure 18: Change relative revenue discretized over combined variability classes and occurrence of classes within the 706 

complete data set (hybridized controllers with regards to the applicability conditions)  707 

Looking into the change in relative revenue discretized over the combinations of spatial and 708 

temporal DNI variability classes, we observe that both class dependent controllers outperform 709 

the reference controller in 25 combinations. They are only outperformed in 6 combinations, 710 

which account for 9% (OT) and 3.2% (OFR) of the data set (see Figure 19). Four of these six 711 

unfavorable combinations are identical for both controllers. The considerable higher share in the 712 

case of controller OT is due to the two combinations spatial 5 and temporal 6 and 7. Each of 713 

these combinations has a share above 3% of the data set. Overall, the absolute energetic effect 714 

of these combinations is insignificant as they refer to almost fully shaded low DNI conditions. 715 

These two combinations also explain the slightly negative impact in combined DNI variability 716 

class 5 on the controller OT (see Figure 18).     717 
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718 

 719 

Figure 19: Change in relative revenue discretized in combinations of temporal and spatial DNI variability classes for 720 

hybridized controllers using the applicability. The color coding describes the relative change in revenue within each 721 

bin. The occurrence of each bin is indicated by the stated values. (top) hybridized controller OT using the identified 722 

applicability (bottom) hybridized controller OFR using the identified applicability  723 

In a next step we analyze the impact of the applicability conditions on the overall results 724 

according to section 5.3, without the discretization of sliding data packages in DNI variability 725 

classes. Figure 20 shows the change in relative and absolute revenues discretized over the 22 726 
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days. Both class dependent controllers show a significant improvement compared to the results 727 

presented in section 5.3. The overall absolute revenue compared to the reference controller 728 

rises by roughly 20.9 k€ (OT) and roughly 21.2 k€ (OFR) with the hybridized concept. Without 729 

the continuous selection between reference and class dependent controller these improvements 730 

were considerably lower with roughly 15 k€ (OT) and 15.2 k€ (OFR). For the hybrid concept, the 731 

reference controller outperforms the controller OT only on the 08.10.2015 and the controller 732 

OFR on the 25.11.2015. These days with roughly 18.7 k€ (08.10.2015 reference controller) and 733 

7.9 k€ (25.11.2015 reference controller) have the lowest overall absolute daily revenue. On 734 

08.10.2015, the combined variability class 5 accounts for 57% of the day (see Figure 12). As we 735 

see in Figure 18, the reference controller outperforms the class dependent controller OT by 736 

roughly 1.8% within the combined DNI variability class 5. Therefore, it is not surprising that the 737 

reference controller outperforms the controller OT on this day. The 25.11.2015 is a highly 738 

complex day with multi-layer cloud conditions (see Figure 12). This day is responsible for 27% of 739 

all emergency defocus incidents (reference controller) during the 22 days. As we discussed in 740 

section 5.3, the controller OFR is much more vulnerable for emergency defocus incidents 741 

compared to the controller OT. This explains the strong deviation in revenue change from +8.8% 742 

(OT) to -2.1% (OFR). Concerning the high fluctuations of the relative values, it should not be 743 

forgotten that this day accounts to an absolute revenue of only 7.9 k€ (reference controller). 744 

 745 
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 746 

Figure 20: Absolute and relative daily revenue for the reference controller and the two hybridized class dependent 747 

controllers with regards to the applicability conditions  748 

Figure 21 illustrates the overall influence of the controllers with regards to the applicability 749 

conditions over the previously introduced five criteria. The class dependent controllers 750 

outperform the reference controller in all criteria. The advantages and disadvantages of both 751 

class dependent controllers are almost completely balanced in terms of revenue, with a benefit 752 

above 1.9% for both class dependent controllers compared to the reference controller. 753 

Especially the controller OT shows a significant improvement in the criteria RMSD temperature 754 

and reduction of emergency incidents by 9.5% and 21%, respectively. The controller OFR 755 

outperforms the controller OT in terms of heat flow, focus rate and revenue.   756 
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 757 

Figure 21: Comparison of hybridized class dependent controllers using applicability against the reference controller 5 758 

criteria and 22 days. Relative changes compared to the reference controller are plotted. Positive values indicate an 759 

improvement and negative values a decline in performance in a particular criterion. 760 

7 Conclusion 761 

We developed a combined temporal and spatial DNI variability classification consisting of 7 762 

distinct classes that allows an improved control of parabolic trough power plants. This combined 763 

classification procedure includes a temporal DNI variability classification with eight distinct 764 

classes as well as a spatial DNI variability classification with 5 distinct classes. Spatial DNI 765 

information, provided by an ASI system, are used for the spatial DNI variability classification.  766 

Three set ups of controller parameters have been defined based on the same underlying control 767 

concept. The reference controller is used as the basis for two modified controller setups. The 768 

reference controller parameters for these two additional controllers are trimmed in a way to 769 

result in more aggressive or conservative behavior of the controller. Individual trimming values 770 

are used for each of the combined DNI variability classes. The two trimmed controller 771 
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configurations differ in their behavior. The first has a trend to strongly improve stability the field 772 

outlet temperature (called objective temperature, OT) whereas the second tends to increase the 773 

overall focusing rate of the field (called objective focus rate, OFR). These new controllers are 774 

tailored for a parabolic trough solar field design according to the La Africana 50MW power plant.  775 

A benchmark over selected 22 days with variable DNI and different cloud conditions has been 776 

performed representing a wide variety of irradiance conditions. The chosen 22 days match the 777 

distribution of DNI variability conditions found at PSA over two complete years helping to 778 

generate representative results for real situations.  779 

The reference controller considers a state of the art solar field controller with DNI information 780 

from two pyrheliometers as typically available ground observations in commercial power plants 781 

as e.g. the La Africana power plant in Spain. The DNI information is used in a feedforward loop 782 

to calculate the expected mass flow required for the actual irradiance. The two other controllers 783 

do not use the two meteo station signals but refer to the average DNI values calculated from the 784 

DNI map delivered by the ASI system.  785 

In the performance assessment study, the actual ruling DNI conditions acting on the solar field 786 

are provided by a separate nowcasting system based on shadow cameras, which are looking 787 

from above on the same area. These shadow cameras are providing an independent and more 788 

accurate estimate of the spatial distribution of DNI. Thanks to the solar towers available at the 789 

PSA, this unique assessment opportunity is available, while in commercial parabolic trough 790 

power plants most likely only the ASI based spatial DNI information will be available.  791 

Five different economical and technical performance criteria are compared: the total solar field 792 

thermal heat flow, solar field focus rate, RMSD of the solar field outlet temperature (design set 793 

temperature as reference), reduction of emergency defocus incidents, and revenue. In terms of 794 
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revenue, the major economic criterion, both class dependent controllers are found to be quite 795 

similar, despite the higher heat flow of the controller OFR. OFR outperforms the reference by 796 

1.40% and OT by 1.38% if aggregated over the entire 22 day data set.  797 

The controller OT outperforms the reference also in the remaining 4 technical performance 798 

criteria. In comparison, the controller OFR outperforms the reference controller in focus rate and 799 

heat flow, but is outperformed in RMSD of the solar field outlet temperature and reduction of 800 

emergency defocus incidents by the reference controller. This explains the close match in 801 

revenue between OFR and OT. The higher RMSD of the solar field outlet temperature translates 802 

in a higher volatility of the outlet temperature as well as the associated higher number of 803 

emergency defocus incidents, which is considered by the revenue calculation trough the 804 

penalties.    805 

In a subsequent more detailed evaluation step, we evaluated under which conditions the new 806 

controllers lead to a revenue increase and whether there exist situations causing a revenue 807 

decrease. Increasing revenue conditions are considered as applicable, while the aim is to detect 808 

the unfavorable conditions in real time and to avoid using the new controller in such situations. 809 

For this evaluation, we discretized the 22 days in 10 minutes sliding data packages. 810 

Furthermore, each of these data packets was discretized to one of 40 theoretically possible 811 

combinations of spatial and temporal DNI variability classes. The overall relative change in 812 

revenue within each combination was analyzed. Around 85% (OT) and 89% (OFR) of the data 813 

set turned out to be applicable for the new controller. 814 

Finally, a hybridized control strategy with regards of the applicability conditions was investigated. 815 

Whenever applicable conditions are present, the variability class dependent controllers with DNI 816 
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maps are utilized. Otherwise, only the DNI information from two pyrheliometers as input to the 817 

reference controller is used.  818 

The results of the hybridized control strategy are promising. Both hybridized class dependent 819 

controller setups outperform the reference controller in all 5 criteria. In terms of revenue, the 820 

reference controller is outperformed by 1.93% (OT hybridized) and 1.95% (OFR hybridized), 821 

over the entire data set.  822 

A significant reduction of emergency defocus incidents (21%) is visible for the controller OT 823 

(hybridized). This could lead to an additional reduction of maintenance costs, as emergency 824 

defocus incidents are related to strong fluctuation in temperature as well as temperatures above 825 

safety thresholds, affecting various components within the solar field but also balance of plant. 826 

However, these effects cannot be quantified until now. 827 

The expected additional absolute benefit in revenue increases to roughly 20.9 k€ (OT 828 

hybridized) and roughly 21.2 k€ (OFR hybridized), over the 22 test days compared to the 829 

reference controller. 830 

Finally, we conclude that there are significant possibilities to improve the solar field controller of 831 

parabolic trough power plants with spatial irradiance information from ASI systems, despite the 832 

uncertainties. The variability classification procedure is a crucial element of the concept and 833 

reveals the critical information in a suitable manner as needed by the controller. The 834 

classification procedure is a substantial requirement to realize the revenue increase, since 835 

situation dependent control parameters can be used. The uncertainties of the spatial DNI 836 

information might be considerably high at any given moment and for any discrete spot of the 837 

solar field. Yet, the ASI system appears to be capable to catch the prevailing overall spatial and 838 

temporal DNI variability conditions accurately enough for the plant control. Overall, it is the 839 
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classification procedure which uncovers the relevant characteristics of DNI in a proper manner. 840 

This became apparent in initial preliminary studies, where the solar field controller had access to 841 

the spatial DNI field average from the ASI system, but without the DNI variability classification 842 

and the corresponding controller adaptations. Only a slight benefit of few tenth percent in 843 

revenue compared to the reference controller were observed in these initial preliminary studies. 844 

Theoretically, this slight benefit could be improved, as it is possible to obtain information from 845 

the DNI maps with a spatial resolution corresponding to the size of individual SCAs, allowing a 846 

more efficient local SCA focus controller. However, as Kuhn et al. 2017a pointed out, spatial 847 

aggregation effects have a significant influence on the accuracy of ASI systems. 848 

In this work we optimized the controller parameters according to the 7 combined spatial and 849 

temporal DNI variability classes. In future works, it could be interesting to investigate the benefit 850 

with individually optimized control parameters for each of the 40 theoretically possible 851 

combinations of spatial and temporal DNI variability classes.  852 

Furthermore, the used ASI system provides also predictions up to 15 minutes ahead. However, 853 

currently we do not utilize the predictions for the power plant controller. A further improvement 854 

could be achieved by including model predictive control strategies, which could utilize the 855 

predictions.  856 

The presented new control strategies are tailored to the La Africana solar field design. Other 857 

power plants may have fundamentally different control approaches. Yet, to the best of our 858 

knowledge the presented class dependent control strategies are the first which use classified 859 

spatial DNI information. Spatial DNI information combined with the DNI classification procedure 860 

represent additional input information, which could be beneficiary for any existing and future 861 

parabolic trough solar field controller, regardless of the used overall control strategy.  862 
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Furthermore, we would like to point out that the potential benefit of spatial DNI information 863 

combined with variability classification procedures is not limited to parabolic trough power plants. 864 

Similar benefits might be feasible for other CSP technologies, such as Fresnel and point 865 

focusing tower power plants. Benefits are also expected for solar PV power plants and electrical 866 

grids.  867 

  868 
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