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Abstract

For present and next-generation spaceborne SAR missions, an increasing volume of onboard data is going to be de-
manded, which implies, from the mission design point of view, more stringent requirements in terms of onboard memory
and downlink capacity. In this scenario, an efficient quantization of the SAR raw data is of primary importance, since the
data rate employed for raw data digitization defines the amount of data to be stored and transmitted to the ground and di-
rectly affects the performance of the resulting SAR products. In this paper, a novel performance-optimized block-adaptive
quantization (PO-BAQ) is introduced. PO-BAQ exploits state-of-the-art quantization algorithms for SAR systems, and
aims at optimizing the resource allocation and, at the same time, the interferometric performance in the resulting InSAR
products, by exploiting a priori knowledge of the local SAR backscatter statistics. Analyses on experimental TanDEM-X
interferometric data are presented. The obtained results can be combined with the precise, high-resolution knowledge of
the Earth’s topography and backscatter characteristics, in order to provide a helpful tool for performance budget definition

and optimization of the resource allocation strategies for future SAR missions.

1 Introduction

Synthetic aperture radar (SAR) represents nowadays a
well-recognized technique for a large variety of remote
sensing applications, being able to acquire high-resolution
images of the Earth’s surface, independently of daylight
and weather conditions. Interferometric SAR (InSAR) ex-
ploits the phase difference of at least two complex SAR
images, acquired from different orbit positions and/or at
different times. The derived information allows for the
estimation and assessment of many geophysical param-
eters, such as ocean currents, ground deformations, and
Earth’s topography, through the generation of digital eleva-
tion models (DEMs). In the last decades, innovative space-
borne radar techniques have been proposed to overcome
the limitations imposed by “conventional” SAR imaging
for the acquisition of wider swaths and, at the same time,
of finer azimuth resolutions. Clearly, this is associated with
the demand of gathering an increasing amount of infor-
mation in a shorter time interval, which implies harder re-
quirements in terms of on-board memory and downlink ca-
pacity. This aspect represents a critical issue for all space-
borne SAR missions and, in turn, directly dictates a trade-
off between the quality of the resulting SAR products and
the sensor acquisition capabilities. Such systems are of-
ten designed so that a certain degree of correlation and
redundancy is present in the SAR raw data, hence open-
ing up new opportunities for efficient onboard data vol-
ume reduction, as presented in the context of, e.g., multi-
channel SAR and staggered SAR systems [1], [2], [3]. In
this scenario, the proper digitization of the SAR raw data
represents an aspect of utmost importance, as the quan-
tization rate defines the amount of data to be stored and
transmitted to the ground and it directly affects the perfor-
mance of the SAR products. This paper investigates quan-

tization effects on TanDEM-X InSAR data. TanDEM-X
(TerraSAR-X add-on for Digital Elevation Measurement)
is the first bistatic SAR mission able to perform single-
pass interferometric acquisitions with the opportunity of
variable baseline selection [4]. While being a very flex-
ible and powerful system, the acquisition capabilities of
the TerraSAR-X and TanDEM-X satellites are constrained
by their relatively short orbit duty cycle (about 3 min-
utes per orbit) and limited onboard memory (of 256 Gbit
and 512 Gbit, respectively), which pose constraints on the
achievable data rate during the mission: indeed, about one
year was required to complete one global acquisition of the
Earth’s landmasses fulfilling the mission specifications [4].
Starting from the present considerations, we introduce a
novel performance-optimized block-adaptive quantization
(PO-BAQ) method, which extends the concept of the state-
of-the-art BAQ and aims at optimizing the resource allo-
cation together with the resulting interferometric perfor-
mance. In particular, the interferometric phase error is cho-
sen as metric for performance optimization, but the pro-
posed method can in principle be extended by using any
performance measure required for the specific SAR appli-
cations, such as the image signal-to-noise ratio (SNR), the
height accuracy of the resulting DEM, or the accuracy of
the information derived from higher-level products (like,
e.g., terrain deformation or the accuracy of specific classi-
fication methods).

The paper is organized as follows. Section 2 presents the
impact of raw data quantization on SAR imaging and inter-
ferometric performance of bistatic TanDEM-X data. The
performance-optimized block-adaptive quantization (PO-
BAQ) is described in Section 3 and preliminary examples
are shown, which demonstrate the effectiveness of the pro-
posed method. Section 4 concludes the paper with an out-
look on future research.



Table 1 650 and BAQ rates required for achieving a phase error of 5° and 10° for the test acquisitions shown in Figure 1.

Test Site G0 | Npreq for OAPyey = 5° | Npreq for OAPreq = 10°
Greenland - snow & ice, flat 5.8 dB 2.5 bps <2 bps
Iowa (USA) - agricultural, flat 6.1 dB 3.5 bps 2.1 bps
Rondonia (Brazil) - rainforest, flat 6.6 dB 3.6 bps 2.5 bps
Death Valley (USA) - soil & rock, mountainous | 7.0 dB 4.4 bps 2.8 bps
Las Vegas - urban, flat 7.4 dB 5.1 bps 3.5 bps
Mexico City - urban, mountainous 8.1dB 5.6 bps 3.8 bps
Malaysia - tropical forest, mountainous 8.2dB 5.9 bps 4.8 bps
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Figure 1 Standard deviation of the phase error due to
quantization 0p as a function of the standard deviation
of the radar backscatter o0 for different BAQ rate con-
figurations. Each value of o0 corresponds to a different
test site, listed in Table 1. The two horizontal brown lines
trace exemplary phase error requirements of 5° and 10°,
from which the minimum BAQ rate can be derived, as
summarized in Table 1.

2 Quantization Effects in
TanDEM-X InSAR Data

In this section the impact of SAR raw data quantization on
the interferometric phase errors is investigated, with par-
ticular focus on those system and scene parameters which
most affect SAR quantization errors. Together with the
BAQ compression rate Ny, the degree of inhomogeneities
in the backscatter distribution, quantified by the standard
deviation of the SAR backscatter 50 have been evaluated
over selected test areas showing different land cover types
and topographic characteristics, which are summarized in
Table 1. The experimental TanDEM-X data takes, acquired
with full analog-to-digital converter (ADC) resolution of 8
bits/sample (bps), have been re-compressed on ground us-
ing BAQ at 2, 3, 4, and 6 bps. Then, SAR images and inter-
ferograms have been generated by using the experimental
TanDEM-X interferometric processor (TAXI), developed
at DLR [5]. The combination of different compression
rates for the master and the slave acquisition allows for

the implementation of non-integer BAQ rates (e.g., 3-bit
BAQ for the master and 2-bit BAQ for the slave leads to
an equivalent 2.5-bit for the resulting interferometric prod-
ucts) [6], [7]. Figure 1 shows the standard deviation of
the interferometric phase error Gpy as a function of the
standard deviation of the SAR backscatter 640 for differ-
ent quantization rates. The phase error is calculated as
the difference between the interferometric phase obtained
from raw data quantized at different BAQ rates, and the un-
compressed one (BAQ-bypass, 8-bit ADC). Each dot rep-
resents the value obtained from a single SAR acquisition
and bit rate. The test areas are summarized in Table 1
and have a typical extension of 30 km in ground range and
between 25 km and 50 km in azimuth. In this analysis,
the InSAR data have been processed to an interferomet-
ric posting Ap = 12 m, which, given the typical azimuth
and range resolution of TanDEM-X, results in number of
looks N ranging between 14 and 30. From the figure, it can
be noticed that 60 and op are positively correlated and,
as expected, larger phase errors are obtained for heteroge-
neous regions, such as urban areas or mountainous terrain.
The two horizontal brown lines trace exemplary phase er-
ror requirements of 5° and 10°, from which the minimum
required BAQ rate is provided in Table 1. The specific val-
ues reported in the table have been obtained by reprocess-
ing the uncompressed raw data to several fractional quanti-
zation rates, which can be implemented by toggling the in-
teger BAQ rate along azimuth (and/or range) as described
in [6]. As an example, Figure 2 shows the radar backscat-
ter o¥ for the test site over (a) the agricultural area in Jowa
(USA) and (b) the urban area of Mexico City. The former
(Figure 2(a)) shows flat terrain and a rather homogeneous
backscatter distribution (50 ~ 6 dB), resulting in a phase
error up to about 10° obtained for the 2-bit BAQ case (Fig-
ure 1); the latter (Figure 2(b)) is characterized by heteroge-
neous backscatter due to the presence of urban settlements
as well as of rugged terrain (and 050 ~ 8 dB), for which
a phase error up to 25° is observed in Figure 1. For this
SAR scene, 3.8 bps would be necessary in order to achieve
the exemplary phase error requirement of 10°, i.e. almost
twice the data rate needed to fulfill the same requirement
over the homogeneous test area in Figure 2(a). These ef-
fects are consequence of the so-called low-scatterer sup-
pression, described in detail in [7], [8]. Low-scatterer sup-
pression represents a nonlinear and signal-dependent quan-
tization error source (different from granular and clipping
noise, since it is visible only after SAR focusing), and sig-
nificantly impairs the resulting SAR performance.
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Figure 2 (a) Radar backscatter 6* for the test sites over the agricultural area in Iowa (USA). The area extends by about
50 km in azimuth x 30 km in ground range and shows a standard deviation of the log-backscatter distribution 650 of

about 6 dB. (b) 6° map for the urban area of Mexico City, extending by 20 km in azimuth x 35 km in ground range and
00 is of about 8 dB. The impact of quantization errors is larger for scenes showing heterogeneous backscatter distribu-

tion, as shown in Figure 1 and Table 1.

In addition to the described parameters, the number of in-
terferometric looks N also impacts the resulting phase er-
ror. This is, however, a well-known effect (with Gp¢ o< \/LNT)
and therefore not further investigated in this paper.

Once the relation between quantization errors and
backscatter distribution has been verified for the consid-
ered SAR acquisitions, the goal is now to investigate the
opportunity to refine the performance optimization and bit
rate allocation at sub-scene level. Indeed, in a SAR ac-
quisition the responses of the scatterers under illumination
overlap in the raw data domain within an area

Asar = Lehirp X Ls. (1

Lehirp is the chirp length and L is the synthetic aperture
which, in turn, are defined as
cTp . Ro

5o L= A L @)
where c is the light velocity, 7, indicates the chirp pulse du-
ration, Ry is the slant range, and L, represents the azimuth
antenna length. According to that, each SAR image and
interferogram is divided into blocks of size Agar, the local
statistics and the resulting performance are then evaluated
for each block. The results are shown in Figure 3 for the
test area of Death Valley (USA) and different quantization
rates, and a strong correlation between backscatter hetero-
geneity and phase error can be once again verified. For
completeness, the radar backscatter map ¢ of the consid-
ered area is provided in Figure 5(a).

Lchirp =

3  Performance-Optimized Block-
Adaptive Quantization (PO-BAQ)

The results shown in the previous section are exploited
to optimize the resource allocation (i.e., the commanded

BAQ rate) by controlling, at the same time, the result-
ing phase error degradation. According to the proposed
performance-optimized block-adaptive quantization (PO-
BAQ), the bit rate Ny req to be employed for SAR raw data
compression is determined as a function of the considered
parameters as

Noreq = f (M7Nacq7A(Preq7 650) . 3)

In the above equation, the number of looks N is defined
by the system resolution and the target posting, the number
of available acquisitions Nycq is typically defined at mis-
sion planning (in general, Nyeq can be interpreted as a sort
of “temporal” looks, hence contributing to mitigate the re-
sulting phase error in the same way as V)); G0 is estimated
from the local backscatter information, and has therefore to
be available as external input before data take command-
ing; A@req indicates the maximum allowed phase error due
to quantization, and has to be given as input as well. Fi-
nally, the function f(-) in (3) is described by the informa-
tion shown, as an example, in Figure 3, which can be re-
garded as a sort of look-up-table (LUT) providing a statis-
tical characterization of the performance degradation using
real data as input source.

According to the proposed PO-BAQ, the procedure to de-
rive the bit rate to quantize the raw data associated to a
given SAR image block is described as follows:

Step 1: Once A@req, N, and N,oq are fixed, the standard
deviation of the SAR backscatter block o0 is calculated.
In the following, without loss of generality Nycq = 1 is as-
sumed and the performance requirement is expressed in
terms of the standard deviation of the phase error, i.e.,
AQreq = Opg,req» as depicted in Figure 1 and Figure 3.

Step 2: The phase error values 0, associated with the es-
timated G0 are fetched from the available information (as
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Figure 3 Phase error standard deviation due to quanti-
zation Oy as a function of the standard deviation of the
backscatter coefficient 050 calculated for image blocks
of area Agar of the test area located in the Death Valley
(USA) for different BAQ configurations.

shown in Figure 3), which is determined by the actual num-
ber of looks N, and for the available bit rate combinations.
For this, the range of values of 040 in the look-up table in
Figure 3 is subdivided in intervals: Figure 4 shows, as an
example, the phase error values (in purple) as a function of
the bit rate N, obtained for the image blocks of the test area
in Death Valley depicted in Figure 3 for 50 between 7 dB
and 7.25 dB (and N, = 16 looks).

Step 3: For each N, the representative phase error oy is
calculated as the 90™ percentile (big red dots in Figure 4)
of the corresponding values distribution (purple dots). Al-
ternatively, another estimator such as, e.g., the maximum
value could be chosen: this, however, may result in signif-
icantly larger phase error estimates (and, in turn, of the re-
sulting bit rate values Ny req) in case of presence of outliers
in the corresponding 040 estimation interval. The resulting
values are then linearly interpolated, as indicated by the
black line in Figure 4.

Step 4: The number of bits N, req required for quantizing
the considered SAR raw data block is finally derived as

{A(P (M, 040) } for A@ < A@req,
“4)

being Ny min and Ny max the minimum and maximum al-
lowed bit rates, respectively, which are typically deter-
mined at system/instrument design. As an example,
in Figure 4 the dashed horizontal brown line represents
A(Preq = OA@,req = 10°, Nb,min =2 bPS, Nb,max =4 bps, and
Nbp,req = 3.77 bps is finally determined as the abscissa cor-
responding to the intercept between the black line (ex-
pected degradation) and the brown one (maximum allowed
degradation), and is depicted in turquoise.

Np req = arg max

Nye [Nb,min ’Nb,max]

Step 5: PO-BAQ can be applied at data take level (i.e.,
one single Ny req is derived for the entire SAR acquisi-
tion); however, to better exploit the potentials of the pro-
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Figure 4 Estimation of the required number of bits
(Nb,req = 3.77 bps) according to the proposed PO-BAQ
for a SAR backscatter block with 650 between 7 dB and
7.25 dB for M = 16 looks, Opg req = 10°.

posed method, Step 1 to 4 are repeated for each block of
area Agar contained in the acquired SAR image, as it has
been explained in Section 3. For this purpose, a certain
step length dgep used for sliding the SAR image block at
each iteration, has to be defined. Once all iterations are
completed, the output of the PO-BAQ is represented by a
two dimensional bit rate map (BRM), which contains the
quantization rates to be used for that specific SAR acquisi-
tion. As it is shown in the example of Figure 4, the result-
ing rates are typically non-integer numbers, which can be
effectively implemented by including additional hardware
(e.g., a Huffman coder) [9], or by toggling the integer BAQ
rates along azimuth and/or range according to predefined
bit rate sequences [6].

Following the example shown in the previous sections,
Figure 5(a) depicts the SAR backscatter map ¢ acquired
by TanDEM-X over the Death Valley (USA). The region
extends by about 35 km in both, azimuth and range, and
is characterized by the presence of non-vegetated, rocky
mountains and a rather large dynamic range in 6° (see Ta-
ble 1). Figure 5(b) shows the resulting bit rate map gener-
ated according to the proposed PO-BAQ for N} = 16 looks,
Nacq = 1, and Gpg req = 10°. For this example, a step length
dsep = 500 m in azimuth and range was set, which corre-
sponds to the pixel size of the BRM. As expected, larger
values of Npreq, Up to 5 bps, are obtained in correspon-
dence of the pronounced topography (lower right part of
Figure 5(a)), with respect to the more homogeneous re-
gion in the upper half of the image, for which smaller BAQ
rates, down to 2 bps, are sufficient to fulfill the phase er-
ror requirement. In particular, since the responses of the
scatterers under illumination overlap in the raw data do-
main within an area Agar (defined in (1)), using a bit rate
Ny to quantize a portion of raw data affects the final per-
formance, in the focused image, also in areas located in
its close vicinity (for TanDEM-X, the synthetic aperture L
and the chirp length L,y are in the order of a few kilome-
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Figure 5 (a) Radar backscatter 6° of the test area located in the Death Valley (USA), which extends over about 35 km
both in azimuth (vertical) and range (horizontal dimension). (b) Bit rate map (BRM) generated according to the pro-
posed PO-BAQ (N req in (4)) for Nj = 16 100kS, Nacq = 1, and Gpg req = 10°. The average bit rate Ile’req =2.99 bps.

ters). The described mixing effect of the target responses
leads to a low-pass effect in the resulting bit rate map, for
which smooth transitions between values of N, are typi-
cally observed. Figure 6(a) depicts the phase error map re-
sulting from the BRM in Figure 5(b). Each pixel represents
the standard deviation of the phase error due to quantiza-
tion Op¢ calculated in the data block, centered in the cor-
responding pixel, of area Agar. About 8% of the pixels do
not fulfill the requirement of Gpg req = 10°, which are high-
lighted in dark red in the mask in Figure 6(b). This can be
explained with the fact that the 90™ percentile of the phase
error distributions has been used, for each N, and G in-
terval, to derive the resulting Ny, req (as described in Step 3
and shown in Figure 4). The average bit rate obtained
from the BRM in Figure 5(b) is Npreq = 2.99 bps. On
the other hand, we reported in Table 1 that Ny req = 2.8 bps
is needed to achieve a phase error standard deviation of
10°, estimated over the entire scene. With the PO-BAQ,
however, we do aim at fulfilling the same requirement, but
for each of the image blocks of size Asar, which justi-
fies the slightly larger (about 7%) average bit rate required.
Given that ]le’req = 2.99 bps it is reasonable to compare
the performance of the proposed PO-BAQ with a nomi-
nal 3-bit BAQ: Figure 6(c) shows the phase error distribu-
tion as function of the standard deviation of the backscatter
040, calculated in the corresponding SAR intensity image
block. With respect to the 3-bit BAQ case (green dots), the
distribution of the PO-BAQ values (in purple) appears to
be “tilted” horizontally and concentrated below the dashed
brown line, which identifies the 10° requirement set as in-
put. Figure 6(d) depicts the histograms of the phase error
values for the 3-bit BAQ (green bars) and PO-BAQ (pur-
ple bars). Again, the distribution resulting from the 3-bit
BAQ shows a large dispersion mostly between 3° and 15°.
On the other hand, the values obtained from the PO-BAQ
are mostly concentrated between 5° and 10° (depicted in
turquoise and yellow in Figure 6(b)), hence demonstrating
the effectiveness of the proposed method.

As a comparison with the proposed PO-BAQ, it is worth
at this point to recall the principle of the flexible dynamic
block-adaptive quantization (FDBAQ) [9] for onboard data
compression on the C-band Sentinel-1 SAR satellites. The
FDBAQ extends the concept of block-adaptive quantiza-
tion (BAQ), by adaptively adjusting the quantization rate
according to the local SNR [9]. Such an optimization of
performance and data rate is achieved in the raw data do-
main, and therefore the actual degradation in the focused
SAR and InSAR products is not taken into account, which
indeed represents the main advantage of the method intro-
duced in this paper. In addition, FDBAQ exploits average
backscatter statistics at C band to associate the desired bit
rate to each 6* range. On the other hand, the implemen-
tation of the PO-BAQ relies on the a priori knowledge of
accurate SAR backscatter information, down to a few kilo-
meters scale, for the derivation of the BRM. Since the bit
rate is determined before the data take commanding, the
total required volume of data is known in advance, but the
bit rate information needs to be uplinked and implemented
on the sensor, which may require additional on-board com-
putational and processing effort (differently from the FD-
BAQ, where the data rate is estimated on board from the
statistics of the received raw data samples [9]).

4  Conclusions and Outlook

Quantization errors in SAR data are significantly influ-
enced by the local backscatter statistics in the SAR im-
age. In this paper, we introduced a novel performance-
optimized BAQ which defines the bit rate allocation to
a predefined expected performance degradation, and can
therefore be adapted to the specific SAR application and
requirements. The impact of quantization on the interfer-
ometric phase errors of TanDEM-X data has been evalu-
ated and the steps of the PO-BAQ algorithm have been de-
scribed in detail. The proposed approach has been demon-
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Figure 6 (a) Phase error map resulting from the BRM in Figure 5(b). Each pixel represents the standard deviation of
the phase error 6, calculated in the data block of area Asar. The pixels which do not fulfill the phase error require-
ment Gpg req = 10° (about 8% of the total) are highlighted in dark red in the mask in (b). (c) Phase error values (taken
from the map in (a)) as a function of the standard deviation of backscatter. (d) Corresponding phase error histograms
overlaid. The distribution resulting from the 3-bit BAQ (in green) shows a larger dispersion, while the values obtained
from the PO-BAQ (in purple) are mostly concentrated between 5° and 10° (depicted in turquoise and yellow in (b)).

strated on real data, and we could verify that the resulting
degradation is consistent with the expectation. The present
PO-BAQ does not rely on any specific property of the SAR
raw signal and can be applied in combination with meth-
ods for data volume reduction such as those proposed in
[1], [2], or [3].

As a next step, the proposed method will be tested over a
larger set of SAR acquisitions, with the goal of better char-
acterizing the performance for different land cover charac-
teristics, in order to ultimately provide a helpful tool for
performance and data rate optimization for present and fu-
ture SAR missions.
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