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Abstract

The modernization of GPS along with the emergence of new GNSS constellations
opens new opportunities to redesign traditional Receiver Autonomous Integrity Mon-
itoring (RAIM) in order to target more demanding navigation requirements. The
evolution from legacy to Advanced RAIM will became a reality within the next years
thanks to measurement redundancy that will guarantee navigation integrity, conti-
nuity, and accuracy on a global scale. In order for ARAIM users to evaluate these
performance metrics, inputs from ground must be encapsulated within the Integrity
Support Message (ISM). The first set of parameters broadcast through this message
defines the individual satellite and constellation fault rates which reflect GNSS op-
erational commitments. The second set provides the necessary parameters to create
an integrity and accuracy bound for satellite unfaulted ranging errors which need to
be assessed through GNSS performance characterization. In response to this need,
this research focuses on the design of an ISM covering GNSS performance monitoring,
error correlation analysis, sample independence, and overbounding theory.

This dissertation presents a methodology to make use of the currently deployed
Multi-GNSS EXperiment (MGEX) ground infrastructures to emulate the architecture
of a future Air Navigation Service Provider (ANSP) ground network. The main scope
of this technique is the establishment of a security layer between orbit and clock
products and ISM generation. It guarantees that no fabricated errors are introduced at
the same time that no integrity events are overlooked due to data unavailability. Using
this monitor, GPS and Galileo service history are analyzed providing a comprehensive
ephemeris and clock error characterization. A novelty introduced in this work is the
time-dependent analysis which exposes the high correlation that inherently affects
GNSS Signal-in-Space Range Error (SISRE). Based on an estimation variance study,
this dissertation presents an analytical methodology to determine the time between
effective independent samples. Results show that GPS and Galileo exhibit significantly
different correlation behavior in that the European constellation is less affected by it.
Based on Bayesian inference, this work proves that an analytical expression of the error
Cumulative Distribution Function (CDF) as a function of the number of independent
samples can be derived. In order to account for the impact of sample correlation
on the error bounds, this work determines the factor by which the overbounding
distribution needs to be inflated. This factor is inversely proportional to the number
of independent samples representing the higher confidence that can be placed in the
estimation as more independent data are collected. The fact Galileo range error is
less correlated in time than GPS implies that shorter monitoring periods are needed
to characterize the nominal performance of the European GNSS.

This dissertation presents a modification of the error accuracy and integrity models
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in order to create more efficient and equally safe bounds. Based on empirical evidence,
this work proposes the partition of error distributions in two sections; a quasi-Gaussian
core and a flat tail distribution with large error magnitudes. Both distributions are
individually bounded by Gaussian functions which are combined to create a weighted
Multi Gaussian (MG) overbound. Unlike the current Single Gaussian (SG) bound,
results show that the MG methodology provides the flexibility to bound large tail
errors without sacrificing the narrow core. In order to incorporate the MG bound in
the current ARAIM architecture, this dissertation modifies the currently used pair-
bound theory proving that it still is a safe overbound in the position domain after
convolution.

This thesis carries out a modification of the current Multiple Hypothesis Solu-
tion Separation (MHSS) baseline algorithm defined by the US-EU Working Group
C (WGC). ARAIM simulations show that a significant enhancement on service avail-
ability can be achieved with the inclusion of MG bounding within the user algorithm.
Finally, this work presents three different ISM designs for incorporating the necessary
parameters for the users to perform MG overbounds. Out of these three dissemination
options, an optimal design is recommended allowing the ISM generator full flexibility
to exploit core-tail partition.
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phase measurement error
elevation
code measurement bias
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phase measurements bias
carrier phase integer ambiguity
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carrier phase cycles integer ambiguity
signal travel time

speed of light in vacuum

carrier frequency

> 0

carrier wavelength

For a given measurement pé’f}, indexes refer to satellite ¢, recorded by receiver j in
frequency f at an epoch k. In case of iono-free linear combination IF is indicated.

Position, Velocity and Timing

Bold lowercase variables refer to vectors whereas bold uppercase variables refer to
matrices. All vectors are columns. Variables denoted by hat indicate estimations of
the true variable. For example, X" is an estimated solution of the state vector x at
epoch k.

x position vector

€ position coordinate [
v velocity vector

X state vector

b'd) state vector element [
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Satellite Ephemeris and Clock Errors

N oy 1. k.BCE .
We express satellite position vector as x%*:B¢ . Indexes ¢ and k refer to satel-
CoM,ECEF

lite and epoch, respectively. CoM indicates to which point of the satellite the position
is referred (alternatively APC); ECEF expresses the reference frame for the vector
(alternatively RAC or BF); BCE indicates the data source from which the vector is
obtained (alternatively PRO). For satellite user-dependent variables, the nomencla-

ture adds subindex j to account for the user as ARE

relpath,j*

Eorb satellite orbit error vector

Eclk satellite broadcast clock error (individual) x
Eelk satellite broadcast clock error (remove constellation average) x
Arelpath relativistic path correction

Orel relativistic clock correction

R coordinate transformation matrix x

AAPC satellite CoM-APC offset vector

e unit vector

IURE instantaneous user range error

SISREGa SISRE global average

SISREwuUL SISRE worst user location

SISREwuL,orb  SISRE worst user location orbit component
SISRE;vp SISRE individual user projection

rad radial coordinate index

aln along-track coordinate index

crs cross-track coordinate index

clk clock state index

rmc radial-minus-clock state index

Estimation and Inference
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mean of the random variable x
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estimated median of the random variable x

standard deviation of the random variable x
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Gaussian hypergeometric function

Range Error Model

This variables follows similar nomenclature to measurements. For a given error

ik

error,j, f?

indexes refers to satellite ¢, recorded by receiver j in frequency f at an epoch

k. If one of the indexes is missing, it indicates that the model is not a function of
that particular one. For example o}z is only satellite-dependent for all receivers for
all frequencies. If an error model is different for code and phase measurements, the
corresponding index p or ¢ is indicated. In case none is included, it indicates that
code and phase shall use the same model, for example, residual tropospheric error.

Utropo
Ouser
Onoise
Omp
Oorb,clk
Kuser,IF

residual tropospheric uncertainty model

user range error contribution model

signal noise range error contribution model

signal multipath range error contribution model
ephemeris and clock range error contribution model
dual frequency user multipath and noise inflation factor
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ISM Parameters

OURA 1-sigma integrity bound for GPS ephemeris and clock error
OSISA 1-sigma integrity bound for Galileo ephemeris and clock error
OURE 1-sigma accuracy bound for GPS ephemeris and clock error
OSISE 1-sigma accuracy bound for Galileo ephemeris and clock error
brom maximum nominal bias for integrity
Psat prior probability of satellite fault per approach
Ponst prior probability of constellation fault per approach
We weighting factor for core distribution
Wt weighting factor for tail distribution
ody 1-sigma integrity bound for ephemeris and clock core error
oy 1-sigma integrity bound for ephemeris and clock tail error
Kncer sample correlation inflation factor for core bounding
K cer sample correlation inflation factor for tail bounding

Sa single Gaussian overbounding of core error distribution
OLa single Gaussian overbounding of tail error distribution
Oma multi Gaussian overbounding distribution

MHSS and Navigation Requirements

Poar probability of hazardous misleading information
IrEQ navigation integrity requirement

CrEQ navigation continuity requirement

(©) all-in-view solution

() fault-tolerant solution

VPL vertical protection level

HPL horizontal protection level

Cace fault-free accuracy

EMT effective monitor threshold

AL position error alert limit

T test statistic threshold

Q tail probability function

Q modified tail probability function

Kya sigma multiplier for continuity

Ny number of fault hypotheses

Dk prior probability of occurrence of fault hypothesis k

For the Multi Gaussian MHSS algorithm, subindexes C' and T refer to core and
tail bounds correspondingly.



1 Introduction

1.1 GNSS for Aviation

The Global Navigation Satellite System (GNSS) has supported aviation navigation
for decades. In particular, the US Global Positioning System (GPS) has provided
lateral guidance for single frequency L1 users since 1995 complementing terrestrial
radio navigation systems. The inclusion of new constellations like European Galileo
and the constant enhancement of GPS will add new navigation signals and frequencies
which will improve the performance of GNSS-based systems. A modernized GNSS
scenario will provide continuous, accurate and reliable positioning service for end-to-
end navigation including en route, terminal area flight, and vertical guidance during
precision approach. The GNSS ambition is to support navigation capabilities for
global users potentially reducing ground infrastructures for systems like Very High
Frequency Omni-Directional Range (VOR), Distance Measuring Equipment (DME),
and Instrumental Landing System (ILS).

The currently in use radio navigation systems (VOR, DME, and ILS) have demon-
strated their reliability and integrity throughout the past sixty years. However in a
globalized world with rapidly expanding air traffic, legacy navaids might become ob-
solete and inefficient in the next few years. GNSS navigation provides accurate, safe,
flexible and fuel efficient guidance reducing airport congestion and contributing to a
cleaner sky. The most demanding requirement that satellite navigation must face is the
guarantee of Safety-of-Life (SoL) during vertical guidance for precision landing opera-
tions. In this context, GNSS needs to be augmented in order to fulfill the integrity and
accuracy requirements that the International Civil Aviation Organization (ICAO) de-
mands. Augmentation systems are independent of the core constellation and based on
how performance is monitored, three different systems can be listed: Ground Based
Augmentation System (GBAS), Space Based Augmentation Systems (SBAS), and
Aircraft Based Augmentation Systems (ABAS). The first two systems are based on
differential GNSS where fault detection capability does not reside within the aviation
user itself but in the provider of the augmentation. Conversely, ABAS users are fully
responsible for detecting and excluding potentially faulty measurements. Figure 1.1 il-
lustrates the application of each GNSS-based navigation attending to the requirements
of each flight phase (information taken from [5]).

GBAS is a local area differential GNSS that supports precision approach service
for aircrafts in the proximity of the host airport. The first task of the GBAS ground
segment is the real-time computation of range corrections by collecting code and phase
measurements through a set of redundant reference receivers [6]. These corrections



2 Chapter 1. Introduction

are broadcast to the users through Very High Frequency Data Broadcast (VDB) an-
tennas located in the proximity of the runways. The second task of the GBAS ground
segment is the detection of faults or anomalies in the ranging measurements that can
lead to large positioning errors. It must monitor against four types of faults: erro-
neous navigation message (including ephemeris and clock errors induced by the GNSS
ground segment), erroneous satellite payload behavior (including signal deformation
and on-board clock anomalies), signal propagation anomalies (including tropospheric
and ionospheric gradients), and faults within augmentation system equipment (includ-
ing failures in the local GNSS receivers). In case of a faulty event, it is the duty of
the GBAS ground segment to notify aviation users within the six seconds Time To
Alert (TTA) for Category I approaches and two seconds for Category II and III [1].
The currently certified GBAS only augments GPS L1 service supporting Category I
precision approach operations. Thanks to the modernization of GNSSs, future Multi-
Frequency Multi-Constellation (MFMC) GBAS aims to provide Category II and III
approaches including zero-visibility landings [7].

600 ft-—---
E HAL =556m
400 f oo
>z HAL = 556m
350 .22 VAL =50m
z HAL =40 m
200 ft GPS | GPs & VAL =35-50 m
“ Baro |ARAIM HAL=17m
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-~ CATI .~ CATI/II,

Figure 1.1: Aircraft approach procedures based on GNSS augmented systems

SBAS is a wide area differential GNSS that supports precision approach service for
aircraft without the need of local infrastructures at the host airport. The principle of
SBAS is not significantly different from GBAS. On top of the real-time computation
of differential corrections and the integrity monitoring, SBAS adds ranging capability.
The SBAS signals are similar to GPS L1 Coarse/Acquisition (C/A) so that SBAS-
enabled users can track them and incorporate additional ranging measurements in
the position fixed determination. One of the major advantages of SBAS is that no
local augmentation infrastructure is required at the airport (unlike GBAS). SBAS
uses a network of ground reference stations in charge of collecting code and phase
measurements in real time. As with GBAS, redundancy and diversification in the
stations are required to ensure backup hardware and avoid common fault modes. The
collected data is then transferred to the processing facilities which are in charge of
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computing differential corrections, determining the confidence bounds, and encoding
the SBAS message. Finally this message is uploaded to the geostationary satellites and
transmitted to the users. Analogous to the GBAS concept, it is the duty of the SBAS
ground segment to assure the integrity of the system and to guarantee that in case of
a faulty event users will be notified before 6 seconds. The first deployed SBAS was
the American Wide Area Augmentation System (WAAS), certified for SoL operations
since July 2003 and providing CAT I service for airports located in the continental
US, Canada, and Alaska. Then, the European Geostationary Navigation Overlay
Service (EGNOS) was declared operational on 1 October 2009 and was certified on 2
March 2011 for SoL services. Further information regarding SBAS architecture and
operational details can be found in Chapter 12 of [8].

Aircraft Based Augmentation Systems (ABAS) is the last type of augmentation
system. Unlike GBAS and SBAS, the GNSS augmentation is fully performed onboard
the aircraft so that users are fully responsible for their integrity monitoring. Typically,
the augmentation is achieved by two methods: the inclusion of additional sensors and
the leverage of redundant GNSS measurements. The first type of ABAS combines
GNSS signals with additional measurements coming from altimetry systems or inertial
sensors forming the so-called Aircraft Autonomous Integrity Monitoring (AAIM). As
shown in Figure 1.1, the combination of GPS measurements and barometer can provide
horizontal and vertical navigation down to 350 ft.

The second type of ABAS is the most extended augmentation system within civil
aviation, the Receiver Autonomous Integrity Monitoring (RAIM). By leveraging the
GNSS measurement redundancy, users perform consistency checks that enable on-
board integrity monitoring. In traditional RAIM, if more than four satellites are
visible, users are able to identified faulted ranging measurements without the need for
range corrections through a real-time data link. When more than five satellites are in
view, RAIM not only identifies but also excludes potentially faulted ranges. However,
current GPS-based RAIM only supports lateral navigation since it is still very brittle
to satellite availability and geometry. The work developed through this thesis focuses
on the evolution of traditional Single-Frequency Single-Constellation (SFSC) RAIM to
Advanced RAIM in order to support vertical guidance for precision approach. Section
1.4 presents background work performed in the Advanced Receiver Autonomous In-
tegrity Monitoring (ARAIM) field and sets the motivation for the activities conducted
within this work. In addition, Chapter 2 thoroughly defines the ARAIM system and
segments.

1.2 Safety of Life Operations: Integrity, Continuity, Accuracy and
Availability

ARAIM is meant to provide vertical guidance for safety critical operations such as
aircraft precision approach. In particular, the target operational level for ARAIM is
Localizer Performance with Vertical guidance (LPV) with a decision height of 200
ft which conforms to CAT I approaches. In order to assess navigation system per-
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formance, four metrics are evaluated: accuracy, integrity, continuity, and availability.
The ICAO Standards and Recommended Practices (SARPS) [1] and GNSS Manual
[9] define them as follows:

Integrity: “A measure of the trust that can be placed in the correctness of the
information supplied by the total system.” Integrity includes the ability of a system to
provide timely and valid warnings to the user within the required TTA. Integrity risk
or Probability of Hazardous Misleading Information (PHMI) is the probability that
the true position lays outside the error bound. This error bound, also called Protection
Level (PL), needs to be supplied by the navigation system (onboard algorithm in case
of ARAIM) and checked against the corresponding Alert Limit (AL). Depending on
the operational level, the PHMI must be below a certain probability which can range
between 10~7 and 1079,

Continuity: “It is the capability of the system to perform its function without
unscheduled interruptions during the intended operation, expressed as a probability.
For example, there should be a high probability that guidance will remain available
throughout an entire instrument approach procedure.” As it occurs for integrity, the
continuity requirement depends on the operational level. In case of Approach Proce-
dure with Vertical guidance (APV) and CAT I approaches, missed approaches due to
the lack of visual reference below the decision altitude are considered nominal opera-
tion. The continuity requirement for these operations applies to the average risk (over
time) of loss of service, normalized to a 15-second exposure time.

Accuracy: “GNSS position accuracy is defined as the difference between a com-
puted and a true position.” For an estimated position at a specific location, the proba-
bility should be at least 95% that the position error is within the accuracy requirement.
Since GNSS errors can change over time due to satellite motion, the accuracy is spec-
ified as a probability for each and every sample.

Awailability: The availability of a service is the fraction of time during which
the system is simultaneously meeting the required accuracy, integrity, and continuity.
Aviation demands availability figures above 99% depending on the operational level.
In the case of an augmentation system, availability is the parameter that ultimately
measures the operational performance of a given navigation system.

1.3 Navigation Requirements

The navigation requirements are tied to the target operation which ultimately depends
on the phase of flight. As indicated in Figure 1.1, as the decision altitude decreases,
tighter integrity bounds are demanded. A useful interpretation of the integrity require-
ment is the protection levels which are defined as probability bounds on the position
estimation errors. They provide a spatial representation of the volume that contains
the true position with a 1 - Irgg probability. Figure 1.2 gives a graphical interpre-
tation of the Horizontal Protection Level (HPL), Vertical Protection Level (VPL),
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Horizontal Alert Limit (HAL), and Vertical Alert Limit (VAL); as long as the blue
cylinder stays within the limits of the red one, the integrity requirement is met.

Figure 1.2: Protection level and alert limits graphical interpretation

As mentioned above, integrity is not the only requirement that the navigation
systems must meet; continuity and accuracy must also be assured. The target LPV-
200 operations for ARAIM are partially defined in the ICAO SARPS. The work
in [10] provides an interpretation of the four vertical metrics for LPV-200 regarding
VPL, accuracy, and Effective Monitor Threshold (EMT). ICAO SARPS requires
that the 95 percentile vertical error remains below 4 meters, and that the fault-free
system vertical error does not exceed 10 meters with a probability less than 1077,
As detailed in [10], both tests are of identical form and can be translated to two
maximum all-in-view vertical positioning accuracy values, 0y acc = 4/1.96 = 2.04 m and
Ov,acc = 10/5.32 = 1.87 m, with the later one being more stringent. Correspondingly,
EMT can be interpreted as the maximum detection threshold of faults that have a
prior probability of occurrence above 107°. The EMT must stay below 15 m.

Table 1.1 summarizes the navigation requirements based on different flight phases.
Note that in the case of lateral navigation, the corresponding vertical requirements do
not apply and the full integrity and continuity budget is allocated to the horizontal
component.
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Table 1.1: Navigation requirements established by ICAO [1]

. Continental . APV-I
Operation en-route Terminal NPA LPV-250 LPV-200
HAL 3.7 km 1.85 km 556 m 40 m 40 m
VAL N/A N/A N/A 50 m 35 m
TTA 5 min 15s 10 s 10 s 6s
Integrity _7 _7 _7 1077 1077
requirement 107"/h 1077/h 1077/h /150 s /150 s
Continuity 107%/h 107%/h 10°%h 8x10°% 8x10°°
requirement || to 107*/h  to 107*/h  to 10~*/h /15 s /15 s
O-ECC
requirement N/A N/A N/A N/A 1.87 m
EMT N/A N/A N/A N/A 15 m

1.4 Prior Work and Motivation

RAIM has been a profuse topic within aviation for the past three decades experiencing
special popularity after the introduction of the SoL concept. Traditional RAIM is
the simplest and most cost efficient technique for integrity monitoring and was first
introduced in the 980s by Lee [11], Parkinson [12], and Sturza [13] [14]. Respectively,
they defined the range-comparison method, the least-squared-residuals method, and the
parity method establishing the basis of autonomous integrity monitoring by leveraging
measurement redundancy. Later, Brown unified the three techniques in [15] proving
the equivalence among them and proposing a method to compute detection thresholds
and test statistics. The original RAIM navigation system was foreseen to augment
GPS L1 measurements only with no need for external input. This made the system
widely accessible and low priced. However, this simplicity came at the cost of inherent
limitations precluding the system from performing under more stringent requirements
such as precision approaches.

The modernization of GPS and emergence of new GNSS constellations opened
new opportunities to redesign traditional RAIM in order to target more demanding
navigation requirements. In the frame of international collaboration, the US and
the European Union (EU) signed in 2004 an agreement on GPS-Galileo cooperation
activities in the field of satellite navigation. The agreement included “a working
group to promote cooperation on the design and development of the next generation
of civil satellite-based navigation and timing systems” fostering the creation of the
US-EU Working Group C (WGC) and its ARAIM Technical Subgroup (ATS). This
working group gathered experts from academia, research institutes, and civil aviation
authorities from both Europe and the United States. Since then, several key players
have contributed to the evolution of the original concept to today’s Advanced RAIM.
Pervan formalized the fundamentals of the MHSS concept in [16] establishing the basis
of the current airborne algorithm based on the original approach initiated by Brown



1.4 Prior Work and Motivation 7

in [17]. Later, Blanch expanded this work with the optimization of the PL equations
leading to a more efficient allocation of the integrity budget [18]. In parallel, Joerger
shaped the residual based ARAIM [19] and demonstrated its equivalence to solution
separation [20]. Their work within WGC has contributed to the elaboration of three
ARAIM milestone reports which are widely recognized as the guidance material for
ARAIM development and implementation [21][22][3]. Further technical details on how
traditional RAIM evolved into Advanced RAIM will be given in Sections 2.3 and 2.4
later in this dissertation.

The evolution to Multi-Frequency Multi-Constellation (MFMC) Advanced RAIM
also entailed a redefinition of the ARAIM architecture and the introduction of the In-
tegrity Support Message. The ISM includes parameters describing measurement errors
and fault rates that the airborne algorithm utilizes to perform integrity, accuracy, and
continuity checks. ISM design and dissemination is fully dependent on the ARAIM
architecture: online or offline (more details in Section 2.4). Both architectures need
the implementation of an ARAIM ground segment which is in charge of determin-
ing the ISM parameters by constellation monitoring throughout a global network of
stations. The work presented in this thesis focuses on the design of an ISM covering
GNSS performance monitoring, error correlation analysis, sample independence, and
overbounding theory.

One of the key elements of the offline architecture is the GNSS performance mon-
itoring with subsequent error characterization. Ultimately, the ISM broadcast to the
users must provide the means to create a safe position error overbound whose protec-
tion levels stay below the alert limits. In the frame of GNSS Safety-of-Life applications,
previous work done by Walter in [23], [2], and [24] has addressed the analysis of GPS
satellites nominal performance and faults during the last decade. In parallel, stud-
ies based on GPS and Galileo nominal range error have been developed in [25] and
[26]. Omne of the major challenges of characterizing constellation service history is the
assessment of data files veracity and availability. Error analysis necessitates two sets
of inputs: broadcast navigation data and precise reference orbits. As pointed out by
Heng in [27], historical broadcast navigation data must be scrutinized and validated
before they are used to characterize constellation performance. In addition, precise
reference data might also present gaps or inconsistencies that need to be assessed to
neither fabricate fictitious errors nor to overlook them [28]. Gunning [29] and Zhai
[30] proposed two different methods to overcome this problem and compute refer-
ence products. The work in this dissertation leverages the deployed GNSS ground
infrastructure from the MGEX to create a monitoring network for offline ARAIM.

A second aspect that this thesis addresses is the variability of the satellite ephemeris
and clock errors. Both [26] and [23] illustrated the fluctuations on a monthly basis for
GPS range error. The two studies deduced that sample correlation and data indepen-
dence were behind that behavior. Understanding the nature of this correlation and
the difference among satellites and constellations is also a goal within this document.

A key element of the GNSS SoL applications is the error overbound. In the GNSS
integrity literature two extensively used bounding methods can be found: Gaussian
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CDF bounding [31] and Gaussian Pair overbounding [32]. Both methodologies re-
place the unknown true error distribution by a Gaussian with standard deviation oo
which preserves its bounding properties after convolution in the position domain. In
order to account for non-zero mean and shifted-median errors distributions, the pair
overbounding introduced the so-called nominal bias bom. The pair overbounding the-
orem has been recently revisited in [33] where a relaxation of the bounding premises
is proposed leading to a less conservative bound. The three previous overbounding
methodologies have one common denominator; they do not account for error sample
correlation and independence. Understanding how integrity monitoring shall inflate
error bounds based on the amount of independent data falls within the scope of this
thesis. Supported by a Bayesian inference analysis, this work proposes a simple mod-
ification of the Gaussian overbound for ARAIM which leads to better availability
performance of the navigation system.

1.5 Dissertation Outline and Contributions

Chapter 1 - current section - provides the introduction of this dissertation. Chapter
2 covers the basic notions of MFMC GNSS positioning. It also provides the funda-
mentals of legacy RAIM and its evolution to today’s state of the art ARAIM along
with its different architectures. Chapter 3 proposes a technique to use existing GNSS
ground infrastructure to validate orbit reference data and to generate precise clocks
for both GPS and Galileo. In addition it details the methodology to compute orbit
and clock errors along with the definition of satellite range error for integrity. Chapter
4 applies this monitoring methodology to characterize GPS and Galileo service history
up to current dates. Chapter 5 analyzes satellite range error correlation and number
of effectively independent samples. Chapter 6 carries out a Bayesian inference analy-
sis of the data in order to determine the effect of correlation on Gaussian overbound.
Chapter 7 collects inputs from the previous sections and proposes an overbounding
methodology based on Multi Gaussian distributions implying a slight modification in
the MHSS algorithm. Finally, Chapter 8 provides the main conclusions of this thesis
and the future work to be developed.

The major contributions of this dissertation can be summarized in the following
six subsections.

1.5.1 Design of a Validation Method for Using a non-Dedicated Network
of GNSS Receivers for ISM Generation

We develop a technique to validate International GNSS Service (IGS) precise products
applied in the characterization of the GPS and Galileo constellation performance and
fault detection. First this methodology compares precise orbits coming from three
different MGEX analysis centers and contrasts the level of agreement among them.
The validated orbits are used along with the code and phase observations collected by
a set of ground stations to simultaneously estimate receiver biases and satellite time
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offsets. Once the network is synchronized, the retrieval of the missing orbit and clock
products is attempted. Results will show that with a simple snapshot based model,
orbit and clock products can be validated to decimeter level. The ultimate goal of this
methodology is to serve as an integrity layer between the MGEX external products
and the ISM generation.

1.5.2 Characterization of GPS and Galileo Service Nominal Performance

For each individual GPS and Galileo satellite, by comparing precise orbits to validated
broadcast ephemeris data, we compute the SISRE which needs to be overbounded by
the User Range Accuracy (URA) and Signal-in-Space Accuracy (SISA) value included
in the ISM. Over ten years of service history data for GPS and four years for Galileo
are computed in this analysis, showing that range error is mainly driven by satellite’s
clock performance. Results reveal that orbit and clock error distributions are non-zero
mean on a monthly basis, although biases tend to reduce as sample set size increases.
This observation provides the motivation to analyze the error correlation.

1.5.3 Determining the Time between Effective Independent Samples for
GPS and Galileo Satellite Ranging Errors

We propose a technique to determine the time between effective independent samples
based on estimation variance analysis. For GPS and Galileo satellite orbit and clock
errors we determine the time between effectively independent samples finding signif-
icant discrepancies among them. Results will show how SISRE correlation exhibits
substantial differences between GPS and Galileo satellites based on the onboard clock
type. An amplitude spectral analysis of the range error shows how orbit errors trans-
fer into user range creating 12-hour harmonic components (14 hours in the case of
Galileo).

1.5.4 Quantifying the Impact of Sample Correlation on SISRE Overbound

We derive an analytical expression of the range error CDF based on the number of
effectively independent samples. Using Bayes’ theorem with a noninformative prior
distribution of the standard deviation, we compute the factor by which the Gaussian
distribution needs to be inflated to account for the sample independence. Analytical
results will illustrate that the conditioned distribution matches the Gaussian CDF
when the number of independent samples reach approximately 350. These results will
show that the fact that Galileo SISRE presents a significantly shorter decorrelation
time than GPS will speed up the SISRE characterization based on service history to
support ARAIM.
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1.5.5 Developing a Multi-Gaussian Overbound

We leverage the knowledge of the error distribution to generate an adaptive MG range
overbound. We propose to use two weighted Gaussian distributions with different
standard deviations o: one with smaller 0. ~ 0.2-0.4 m to bound the core of the
distribution and one with larger o ~ 1.2-2 m. For a given range error distribution,
the separation between core and tail sections will be given by the weighting factor
w, which ranges between 0.90-0.99. The determination of the individual standard
deviations are based on the results of the Bayesian inference analysis. Since the MG
overbound is a linear combination of two Gaussian distributions in the range domain,
the convolution in the position domain guarantees a safe overbound. The comparison
between the traditional Gaussian and MG overbounds shows that tighter and equally
safe protection levels can be achieved with a core/tail partition of the data having a
positive impact on the system availability.

1.5.6 Prototyping an ISM Generation Method for Offline ARAIM

We combine the five prior contributions into an ISM generation method which accounts
for sample correlation and core-tail error distribution. With a minor modification of
the MHSS algorithm, we propose three different methods to perform the MG over-
bound. The first one is the inclusion of the three parameters ¢, of},, and w.. The
second option, a compromise, is to broadcast just ¢&, and ¢f;, having w. hard-coded
within the user algorithm. The third one, the simplest, does not require a modification
of the user algorithm by assigning ocura = o}, and ourg = 05,. The three methods
are compared to the state of the art SG bounding showing how better availability
figures can be achieved with a slight modification of the ISM.
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2 Advanced Receiver Autonomous Integrity
Monitoring Concept

This chapter provides the basic notion of GNSS positioning under a dual constellation
scenario along with its ranging error sources. The least square estimator serves as
an introduction for the measurement redundancy and consistency idea. Then, the
original RAIM concept is introduced describing how it evolved from the initial SFSC
to today’s MFMC Advanced RAIM. In addition, this chapter includes a detailed
description of the different ARAIM architectures and how they impact the ISM design
and dissemination. Particularly, it focuses on the ground segment of the offline ARAIM
architecture setting the basis for the work developed within the following chapter of
this dissertation.

2.1 GPS-Galileo Multiconstellation Scenario

Navigation satellites are equipped with signal generators which broadcast electromag-
netic waves traveling from space to users and GNSS ground segments; the so-called
Signal-in-Space (SIS). Modernized GPS satellites disseminate four different signals for
civilian use; L1 centered on 1575.42 MHz frequency, L2 and L2C centered on 1227.60
MHz, and L5 centered on 1176.45 MHz. Respectively, Galileo Open Service (OS)
is provided through three signals for civilian use; E1 centered on 1575.42 MHz, Eba
centered on on 1176.45 MHz, and E5b centered on 1207.14 MHz. These frequency
bands are reserved and protected against interference within the Aeronautical Radio
Navigation Service (ARNS). This multi-GNSS scenario is designed for interoperability
and compatibility between GPS and Galileo constellations this being the reason why
L1/E1 and L5/Eba are transmitted in exactly the same frequency within the L-band.
These two pairs of signals form the Multi-Frequency Multi-Constellation scenarios for
GNSS-based aviation that this dissertation works with.

Satellites are equipped with precise onboard atomic clocks which enable the system
to identify the signal time of transmission. By estimating the time elapsed between
transmission and reception, users retrieve the so-called pseudorange measurements.
Satellites also provide to users navigation data which contain information regarding
satellite ephemeris, clock bias, and health status. As depicted in Figure 2.1, com-
bining ranging measurements from several satellites, users can determine their 3-D
position along with their receiver clock bias. Technically, only four satellites (five if
two constellations are used) would be necessary to calculate the position and time
solution. It is here where the autonomous integrity monitoring capability resides; the
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fact that GNSS provides more ranging measurements than strictly necessary grounds
the RAIM concept.
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Figure 2.1: Concept of GNSS Positioning

2.1.1 Measurement Model

GNSS receivers provide two types of pseudorange measurements; code (p) and phase
(¢). Receivers obtain code measurements by aligning the received GNSS signal with
the code replica in their database and then computing the difference between reception
and transmission time of the signal. Because receiver and satellite clocks are not
synchronized, these measurements are biased. Let v be the travel time for a given
GNSS signal received at time t measured in system time. The time in which this
signal was emitted by the satellite is t.(¢t —) and ¢,(¢) is the reception time measured
by the user’s clock. Then the pseudorange can be defined as the apparent travel time
as

plt) = cltr(t) — te(t — )] (2.1)
with ¢ being the speed of light in vacuum. Since emission and reception times are
referred to satellite and user clocks, respectively, they can be commonly expressed in
GNSS system time. Accounting for the corresponding satellite (6) and receiver (1)
bias

p(t) = c[r(t) = 6(t = 7)] + v, (1) (22)
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The first term of (2.2) can be modeled as the sum of the true range R(¢,t—), the
tropospheric delay T, (t), and the ionospheric delay I4(¢) that signals experience during
their propagation through the atmosphere. True range is the geometric difference
between satellite position at emission time @°(¢ — ) and user position at reception
time @, (¢f). In order to obtain reliable measurements, the GNSS operator must
accurately predict satellite orbit and clock states and encapsulate them within the
navigation message to be applied by users. Introducing these terms in (2.1) the code
measurement model takes the following form

p=R+c[r=06+Tu+ Iqa+v,. (2.3)

Note that for simplicity, we omitted the time reference ¢ in the previous expression.
The term v, accounts for the set of nominal range errors that can affect the code
measurements and it is discussed in the Section 2.1.2.

GNSS receivers also provide carrier phase measurements which are inherently more
precise than code measurements. Users are able to compute the phase difference
between the GNSS carrier signal at the time of emission ¢°(t — ) and the receiver
generated carrier at the time of reception ¢,(t). Analogous to the code definition in
(2.1), the phase difference can be written in terms of the emission and travel time as

B(t) = ¢r(t) — ¢°(t —7) + No. (2.4)

Phase differences are intrinsically ambiguous since there is no a priori information
about the number of full cycles Ny elapsed between emission and reception. This is
the so-called integer ambiguity. For a given GNSS signal centered in the frequency f
and with a corresponding wavelength ), the equation above can be expressed in units
of distance as

AB(t) = A¢r(t) — ¢°(t —7) + No] = R(t,t — 7) + ANo. (2.5)

We can now include satellite and receiver clock biases along with the tropospheric and
ionospheric delay to obtain a closed form of the carrier phase measurement equivalent
to (2.3). In order to express the phase measurements in meters, let us rename the
terms including A in (2.5) as ¢ and 7

p=R+c[tr=01+Ta—Ia+n+ve. (2.6)

Terms Ty and I, are identical to the ones affecting code measurements in (2.3). While
the troposphere introduces the same delay in code and phase measurements, the iono-
sphere defers code but accelerates phase, this being the reason for the negative sign
in expression (2.6). The full derivation of the measurement models which this subsec-
tion is based on can be found in Chapter 5 of [34]. Section 3.3 in the next chapter
points out the challenges of using carrier phase measurements and how to apply an
Tonosphere Free Geometry Free (IFGF) linear combination to implement them in our
proposed ARAIM ground segment.
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2.1.2 GNSS Error Sources

There are several potential sources of errors that can affect GNSS signals. They have
been clustered in the corresponding terms v, and v,, for code and phase measurements
in Equations (2.3) and (2.6). Ultimately, aviation users (and GNSS users in general)
are more concerned about how these errors translate into their position solution accu-
racy and integrity. In ARAIM-based navigation, the knowledge and characterization
of these inaccuracies play a paramount role with this being one of the goals of this
dissertation. These GNSS error sources can be classified in four types. First, errors
related to erroneous navigation message and/or malfunctions in the control segment
including ephemeris and clock errors or unflagged maneuvers. Second, errors related to
the satellite payload behavior including signal deformation and onboard clock anoma-
lies. The third type of errors are those linked to signal propagation anomalies including
tropospheric and ionospheric delays. The fourth type are errors affecting GNSS signals
at the receiver proximity.

Orbit and clock errors are normally the ones that drive constellation performance.
Their characterization has been a vast topic of research within the GNSS integrity
literature ([35], [2], [36]). Chapters 3 and 4 provide a comprehensive analysis of how
these errors are generated and their impact on the range overbound. Results will
illustrate that modernized GPS and Galileo satellites show typical 1-o values below
50 cm.

When GNSS signals travel through the atmosphere, the electrons and water parti-
cles contained in the ionosphere and troposphere create delays in the signal propaga-
tion that need to be modeled. Because of the large magnitude of the ionospheric delay
(2-10 m in the zenith direction, highly depending on the atmospheric activity) and
the impact that it has on the Single Frequency (SF) service, several models have been
developed through the years. The most widely applied for SF GPS is the Klobuchar
model, first introduced in [37]. The European Commission, recommends the use of the
NeQuick electron density model developed by the Abdus Salam International Center
of Theoretical Physics and the University of Graz [38]. The major advantage of dual
frequency measurements is the ability of working around the ionospheric delay by cre-
ating the so-called Ionosphere Free (IF) linear combination. Since the ionosphere is
dispersive (the delay depends on the signal frequency), ARAIM users can eliminate
the first order effects at the expense of increasing the receiver noise level.

On the contrary, troposphere is a non-dispersive media so the associated delay is
independent of the carrier frequency. Tropospheric delays are smaller and less variable
than the ionospheric ones and their models are typically more accurate. There are
unpredictable variations of atmospheric parameters that can alter the accuracy of the
models like changes in the temperature, moisture, or barometric pressure. For aviation,
a widely used tropospheric model is included in the Radio Technical Commission
for Aeronautics (RTCA) GPS/WAAS Minimum Operational Performance Standards
(MOPS) [39]. A full overview of the physics of the atmosphere can be found in Chapter
6 of [8].
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Regarding the errors that affect the signals in the receiver proximity, multipath is
the most relevant one. Multipath is the event in which a given GNSS signal reaches
the receiver antenna via two or more directions due to reflections off of surrounding
elements. The reflected signals travel a longer path than the original ones making
them delayed and weaker (depending on the reflecting surface) copies. Although
multipath impacts both code and phase pseudoranges, the effect on the former is
significantly larger. Multipath is highly dependent on the actual environment in which
the GNSS receiver operates. For aviation users, aircraft fuselage and wings are the
primary source of multipath which is fundamentally different from the environment
that surrounds a ground monitoring station. The use of modernized GNSS signals,
beamforming techniques [40], and multipath limiting antennas [41] can reduce the
effect of multipath range error to values below 30 cm. Chapter 15 in [8] provides a
full description of the physicality behind the multipath effect.

Receiver noise term refers to all the random errors generated within the receiver
hardware including antenna, amplifiers, and cables. The signal distortion can also
occur within the receiver circuitry and it is responsible for the introduction of code
and phase biases. These biases are inherently larger for code than for phase measure-
ments and have the particularity of showing the same magnitude for receivers with
the same configuration (i.e., same correlator spacing, bandwidth). The difference of
the range biases between measurements in two different frequencies is called Inter-
Frequency Bias (IFB). In the case of a non-nominal signal distortion, the so-called
signal deformation event, detection by a monitoring network is not guaranteed unless
hardware diversification is ensured through different receiver configurations. Code
carrier incoherence and look-angle-dependent errors are also less frequent sources of
error contemplated within WGC [21].

2.1.3 Range Error Models

A key aspect of SoL operations is the characterization and bounding of feared events for
GNSS. Many of the errors listed in the previous sections have consolidated models with
proved effectiveness over the years, like tropospheric and ionospheric delay. Although
accurate, these mathematical representations always leave unmodeled parts that can
be bounded in magnitude. Attending to its behavior, residual errors can be broken
down in two components: random errors and biases. This distinction is quite useful in
the frame of range overbounding since, as Rife established in [32], the error envelope
is normally generated with two biased Gaussian distributions. More details regarding
overbounding theory and how these nominal biases are bounded in magnitude are
given in Chapter 6.

In the previous section, neither code (2.3) nor phase (2.6) measurement equations
accounted for the offset related to signal generation. As supported by the Signal Qual-
ity Monitoring (SQM) analysis carried out in [42], satellite and receiver instrumental
biases are not fully independent since they are linked through the transfer function
of the emission, transmission, and reception of the signal. For the purpose of in-
tegrity monitoring, it is acceptable to follow IGS convention and break it into satellite
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(Bpf, B," ) and receiver contributions (B, ;, By, ;) as indicated in [43]. For a given
signal from a satellite i recorded by a receiver j in a frequency f, code and phase

measurements can be expanded in the following forms
P =Ritc [Tj - 5l} +Tas + 1+ By, — Bh 0,0 (2.7)

=B e|n =0 4T — 1§ +ly + Boyp — Boh+vih e (28)

The phase bias and integer ambiguity terms in (2.8) need to be estimated together;
Section 3.3 discusses a method to work around this issue fitting the accuracy levels
that we need for integrity monitoring. It is important to remark that the presence of
those biases is more relevant when using receivers with different configurations. For
example, when monitoring constellation performance through a network of receivers,
an accurate estimation of satellite orbit and clock states shall account for these ef-
fects. When performing pseudorange-based single-point positioning, the term Bpj f
will be commonly absorbed in the receiver clock estimation while the term B, will
be partially modeled by the broadcast satellite clock model. The terms 1/,, i and ij f
account for residual errors still present in code and phase measurements. Typically,

they are modeled by zero-mean Gaussian distributions as l/p; o N (0, (U;,j,f)Q) and

y(p;.yf ~ N (0, (afa,]-,f)Q) where the standard deviations collect the contribution from

the listed error sources as
(0,5.)° = (Torbei0)” + (Otropo.i)” + (Tpuser.jf)” (2.9)

(a—:a,j,f)z = (O-Z)rb,clk)2 + (O—zropo,j)2 + (a-fp,user,j,f)2 (210)
The term aérb,clk provides an overbound for satellite 7 orbit and clock errors in the
range domain (further discussion in Annex A). Chapters 5, 6, and 7 cover the deter-
mination of this value based on GNSS service history and an associated overbounding
methodology for offline ISM generation. In the current multl GNSS scenario, a(;rb eIk
is provided within the broadcast navigation message, oira for GPS, and odiga for
Galileo. The rest of the terms in (2.9) and (2.10) are based on models provided in
Annex A along with the atmospheric delays. The value O'(P user,j,§ accounts for the
user User Range Error (URE) budget for multipath and noise error. Multipath and
noise for phase measurements are inherently smaller than for code observations at the
expense of being ambiguous. Typically, phase multipath and noise RMS stays between
0.5-1 cm while multipath and noise RMS for SF measurements ranges between 0.5 and
1 m (1.5-2.6 m for dual frequency observations).

Because the ionospheric delay is inversely proportional to the square of the carrier
frequency f, ARAIM users leverage the multi-frequency GNSS scenario to create the
IF linear combination. For a pair of generic GNSS signals in frequencies fa and fg,
the IF code and phase linear combination can be computed as

i f3 i /2 i
PjIF = 73 A 2p;,A_ 2 ° 29;,B
fR-1s fR-1s (2.11)

= R;' +c [Tj - 5i] + Td; + BPj,AB - BﬂiAB + VP;,AB
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2 2
SOi' IF = fa LPi'A _ B
JIF = 73 PRED 2

Ji-1s Ji-

2 9‘7;‘,13
B (2.12)

=Rj+c [Tj - 5i] + Ty + njan + Byjap — By + V*P;,AB'

This IF linear combination has the disadvantage of enlarging the receiver noise and
multipath by a factor of almost three. This can be mitigated by using carrier phase
measurements to smooth the code noise and multipath. For SoL. applications, it is
important to acknowledge that the application of carrier phase smoothing introduces
the code-carrier divergence fault in the threat space. Chapter 7 and Annex A provide
further details on how ARAIM users bound the range error nominal bias with the
introduction of the b,om term.

2.1.4 Position Velocity and Time Solution and Least Square Estimator

The estimation of a Position Velocity and Time (PVT) solution is executed by user al-
gorithms employing pseudorange measurements (code, phase, or both) and navigation
data. When this estimation is carried out with no external augmentation, it is called
standalone GNSS. PVT estimation is performed on a snapshot basis using knowledge
from prior epochs to accelerate the convergence of the solution. For a given epoch, let
a multi-GNSS user collect na and np pseudorange code measurements from constel-
lation A and B,