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Abstract—In this paper, a new framework for iterative speckle noise reduction in polarimetric synthetic aperture radar (PolSAR) data is introduced. Speckle is inherent to all coherent imaging systems and affects SAR imagery in the form of strong intensity variations in pixels with similar backscattering coefficients. This makes the interpretation of SAR data in several applications a difficult task. The proposed framework includes a pre-processing step capable of dealing with noise correlation usually found in single-look data. The general filtering approach is based on the Beltrami flow for de-noising manifolds or images painted on manifolds. The principal contribution of this work is to adapt this approach to deal with covariance or coherency matrices instead of optical imagery. The evaluation presented suggest that this approach allows for good spatial and radiometric preservation compared to other state of the art methods. Experiments are performed on the basis of synthetic and real world experimental data. The validation of the proposed framework is accomplished using two refined error performance measures and the well known effective number of looks (ENL) measured. The source code of a parallel implementation of the proposed framework is released under the MPL 2.0\textsuperscript{1} alongside this paper.

Index Terms—synthetic aperture radar (SAR), polarimetry, Beltrami flow, estimation, speckle, covariance matrix, image de-noising.

I. INTRODUCTION

Remote sensing refers to the acquisition of information about events or objects of the earth’s surface at a distance. The acquisition of this data is achieved via passive or active sensors that capture energy reflected from the surface for later analysis, processing and interpretation for different applications like climate change, oceanography, geology, resource management, etc.

In the past years, synthetic aperture radar (SAR) technology has seen a renewed research interest with the launch of several spaceborne sensors capable of offering high-resolution, all weather independent imagery of the earth surface. Polarimetric SAR (PolSAR) increases the number of information channels obtained from the measured scene by means of combining the received back scattered signals with different transmitted wave polarizations. The resulting PolSAR data has the form of a complex target vector, containing information about the scattering process in each polarization state occurring inside each resolution cell. Since only deterministic targets can be fully defined by the scattering vectors \cite{1}, the concept of distributed scatterers arises to represent the time and space variations happening inside a resolution cell, which covariance and coherency matrices obtained from their corresponding scattering vectors can represent.

Since SAR is a coherent imaging sensor, it is affected by the presence of speckle noise, a result of the complex wave and scatterers interaction for each resolution cell. Speckle results in strong variance affecting the intensity and phase of the complex SAR data, hindering its interpretation. To mitigate the effect of speckle, multi-look processing is commonly performed; either inside the SAR processor (by dividing the available bandwidth in the frequency domain and then averaging independent samples, defined as the number of looks \(L\)) or at the final SAR image, by spatially averaging neighboring covariance or coherency matrices, reducing the speckle noise variance by a factor of \(1/L\) \cite{2}. It is worth noting that both approaches degrade the resolution by a factor of \(L\) \cite{3}.

To spatially multi-look PolSAR data, the ensemble average of \(L\) independent looks (assuming the processes defining the polarization channels inside the scattering vector are stationary, jointly stationary and ergodic in mean \cite{4}) can be replaced by the spatial average of covariance or coherency matrices of neighboring pixels. The direct application of this averaging is known as the boxcar filter, which presents high computational efficiency at the cost of highly degrading the spatial resolution.

Since the preservation of spatial details and radiometric information during speckle filtering is crucial to obtain precise knowledge about the remotely sensed scenes, the main challenge during filtering is to find an approach capable of preserving spatial resolution while at the same time reducing the presence of speckle in homogeneous areas. Moreover, the filtering of speckle in multidimensional PolSAR data needs to preserve the underlying statistical properties of the cross-product terms inside the covariance matrix and avoid introducing cross-talk between polarization channels \cite{5}.

The rest of the paper is organized as follows. Section II will present a brief summary in the field of speckle filtering and introduce the main contribution of this work. Section III reviews the data statistics for single-look and multi-look PolSAR data. A review of the short-time Beltrami kernel for images painted on manifolds is described in Section IV. Section V describes the proposed framework approach which

\textsuperscript{1}https://www.mozilla.org/en-US/MPL/2.0/
is then validated in Section VI using simulated and real world datasets and three different quantitative performance metrics. Finally, conclusions about this work are summarized in Section VII.

II. STATE OF THE ART AND CONTRIBUTIONS

The well known refined Lee filter was proposed as a modified version of the Lee filter in [5] by J.-S. Lee et al. and is one of the first spatially adaptive filtering approaches. The refined approach utilizes an adaptive kernel minimum mean square error (LLMMSE) estimation within edge aligned windows in order to preserve edges and finer details present in the SAR data. This approach, while computationally inexpensive, can lead to good results as long as the spatial structures are aligned with one of the eight predefined windows. Further improvements [6] on the sigma filter were developed by Lee to overcome the deficiencies of the original sigma filter. More recently [7], Lee extended the improved sigma filter [6] to be able to filter PolSAR data. The selection of similar pixels in [7] takes into consideration the scattering properties of pixels, effectively polishing the selection of homogeneous pixels by not relying only in the complex Wishart distribution of the data.

Vasile et al. [8] proposed an intensity-driven adaptive-neighborhood (IDAN) approach that comes as an extension of Lee’s work in [5] that utilizes the local morphology of the data to obtain a set of stationary pixels surrounding the center pixel instead of using edge aligned windows. The mean value of the pixels within the adaptive neighborhood is utilized as the estimated value of pixel to filter. This approach only takes into account the main diagonal of the covariance or coherency matrix to determine the set of stationary pixels disregarding any phase information during the region growing process.

D’Hondt et al. [9] proposed the adaptation of the popular bilateral filter (BLF) utilized to filter noise in gray and color images [10] to PolSAR data. The BLF uses two different kernels to obtain the weights utilized during spatial averaging. The first kernel takes into account the spatial distance between pixels whereas the second radiometric kernel measures the statistical similarity between covariance matrices inside a local window. Local approaches based on segmentation [11] and mean-shift filtering [12], [13], based on moving windows to obtain a weighted average from a homogeneous area, have all been shown to successfully suppress speckle in PolSAR data [14].

The non-local means (NLM) approach [15] has also seen some success in reducing speckle for PolSAR data, presenting good preservation of spatial details as well as a reduction of speckle noise. In their implementation, Deledalle et al. [16] presented a flexible NLM framework (NL-SAR) capable of dealing the single-look complex (SLC) or multi-look complex (MLC) imagery.

In the field of image processing, Deledalle et al. proposed the MuLoG [17] scheme to filter multi-channel SAR data. The MuLoG method is capable of taking advantage of the plethora of Gaussian de-noisers available in the literature by converting them to speckle reduction algorithms.

Stemming as well from the field of image processing, the Beltrami filter or the Beltrami short-time kernel [18]–[20] has shown promising results preserving edges and spatial features while at the same time reducing the presence of Gaussian noise in manifolds or images painted on manifolds. The Beltrami flow de-noises images by convolving them with a space-dependent kernel that is obtained from the geodesic distances found inside the image manifold. In [20], Spira et al. also found the BLF [10] as an Euclidean approximation of the Beltrami flow. Due to its effective properties as a noise filter (e.g. preservation of edges and reduction of noise in homogeneous areas), it is natural to try to extend the results of the Beltrami flow but instead only applying its core characteristics as a filter to SAR imagery.

The main contribution of this work is then the further adaptation of the Beltrami flow, referred hereinafter as the Beltrami SAR framework, described as a new speckle filtering method of multidimensional SAR data (i.e. covariance or coherency matrices) that finds similar pixels to average inside a local window, in both spatial and radiometric domains, in a similar fashion to the BLF approach [9]. However, we consider geodesic distances computed over the manifold of Hermitian positive definite matrices where we take into account the pixel connectivity component. Other contributions include the proposal of two new quantitative metrics to evaluate the performance of the proposed approach. The Beltrami SAR framework is capable of dealing with several of the common problems found inside SAR filtering, which can be summarized in a few key aspects:

1) Multi-channel support: The proposed framework allows speckle filtering of PolSAR, PolInSAR, TomoSAR, etc. data. This is possible since the distance calculation inside the Beltrami SAR filter does not care about the dimensions of the input covariance matrix. However, this work focuses on the application of the Beltrami SAR framework on PolSAR data.

2) Robustness to the data statistics: To properly filter speckle, the Beltrami SAR framework relies on a homogeneous area of simulated SAR data to estimate a parameter used as the standard deviation of speckle. To accomplish this, a simulated homogeneous area is then calculated and is filtered along side the original SAR data to obtain this parameter. In order to correctly estimate the data statistics, the filter needs the number of independent L looks present in the input data to simulate L independent vectors. Moreover, if noise correlation is present, the framework is able to correctly detect it and apply the same noise correlation to the simulated SAR data, in order to correctly estimate the noise statistics.

3) Single-look support: Modern speckle filtering approaches [9], [16] often require the inversion of covariance matrices to obtain the similarity measures used during averaging. To obtain the required full-rank matrices needed for inversion, multi-looking of at least L independent pixels is required. This is a problem in most cases, since there is no warranty the resulting covariance matrices to filter are full rank. A pre-processing step of
the Beltrami SAR framework allows the use of single-
look complex data, which usually presents a high-degree
of noise correlation. Since no sub-sampling is performed
during the pre-processing step, the Beltrami framework
effectively use all the available information. The goal
of this pre-processing step is then to obtain a full
rank covariance matrix form rank deficient data that is
subsequently filtered in the main Beltrami routine to
further reduce the presence of speckle.

4) **Robustness to noise correlation**: During the SAR image
formation process, side lobes of strong echoes that are
product of unwanted reflections are reduced by the use
of spectral apodization functions, this, however, spatially
relates speckle noise in the process. A popular ap-
proach to reduce or remove this spatial noise correlation
is the sub-sampling of the data, at the cost of resolution.
If correlation is present, the Beltrami SAR framework
can take it into account.

5) **Reproducible approach**: To promote research and re-
producibility, the Beltrami SAR framework source code
has been released online under a public license. The
proposed framework was implemented inside the PyRAT
environment [21], and can be obtained as part of the
included SAR filters.

### III. SAR Data Statistics

In a PolSAR system, the scattering vector \( \mathbf{k} \) characterises
the radar backscatter for a given resolution cell. This vector
in be defined a (in the case of a mono-static system and using
a lexicographic basis) as

\[
\mathbf{k} = \begin{bmatrix} S_{hh} & \sqrt{2}S_{xy} & S_{vv} \end{bmatrix}^T
\]

(1)

where \( S_{hh} \) denotes the horizontally emitted and horizontally
received complex scattering coefficient, \( S_{vv} \) is the vertically
emitted and vertically received complex scattering coefficient,
\( S_{xy} \) is the complex cross-polar \( (S_{xy} = S_{h,v}) \) polarization
scattering coefficient and the superscript \( T \) denotes the matrix
transpose. In the case of SLC SAR imagery and, assuming the
case of fully developed speckle within a homogeneous region
[1], vector \( \mathbf{k} \) follows a \( \mathcal{Q} \)-dimensional [in the case of equation
(1), \( Q = 3 \)] circular complex Gaussian distribution defined in
[16], [22] as:

\[
p(\mathbf{k}|C) = \frac{1}{\pi^Q |C|} \exp(-\mathbf{k}^H C^{-1} \mathbf{k})
\]

(2)

where \( C = \mathbb{E}\{\mathbf{k}\mathbf{k}^H\} \) is the \( Q \times Q \) complex covariance matrix
associated with a pixel location, \( \mathbb{E} \) represents the expected
value, \( |\cdot| \) is the matrix determinant and the superscript \( H \)
denotes the Hermitian transpose. If the scattering vector \( \mathbf{k} \) is
defined in the Pauli basis instead, the resulting matrix obtained
from \( \mathbb{E}\{\mathbf{k}\mathbf{k}^H\} \) is known as the coherency matrix \( \mathbf{T} \) [1].

If a lexicographic basis is used, the scattering coefficients of
\( \mathbf{k} \) represent single-channel SAR images, defined by an scalar
complex value \( z \) that follows a zero-mean, complex Gaussian
distribution [16]. The amplitude of \( z \), defined as \( |z| \), follows a
Rayleigh distribution and its intensity, \( |z|^2 \), can be described
as having an exponential distribution [1]. Single-channel SAR
data is said to present a multiplicative noise nature, having
a quasi-deterministic radar cross section (RCS) contribution
modulating a random process (speckle) [23]. It is also worth
noting that speckle is not a random process, but an actual
electromagnetic measurement at the sub-resolution cell level
[24].

In the case of multidimensional SAR data (where \( Q > 1 \)),
since the off-diagonal terms of the covariance matrix describe
the correlations between polarization channels, the character-
ization of speckle noise becomes a more difficult task. For
PolSAR data, Lopez-Martinez et al. [25], described speckle for
diagonal terms of the covariance matrix as presenting a purely
multiplicative nature, while the off-diagonal terms as
having a combination of multiplicative and additive nature.
This multiplicative and additive nature depends on the amount
of correlation the two polarization channels have, which is
described by its corresponding complex correlation coefficient
\( \rho \) [1].

As previously mentioned, SLC images are often multi-
looked to reduce the presence of speckle. This process replaces
the ensemble average in equation (2) with the spatial averaging
of \( Y \) different neighboring scattering vectors \( k_1, \ldots, k_Y \) for
any given pixel location. The resulting MLC covariance matrix
is represented as:

\[
\Lambda = \frac{1}{Y} \sum_{i=1}^{Y} k_i k_i^H
\]

(3)

where \( Y \) is the effective or equivalent number of looks (ENL).
The probability distribution of \( \Lambda \) when \( Y \geq Q \) (this is, when
the number of looks is greater or equal to the dimensionality
of the scattering vector \( \mathbf{k} \)) is the so-called Wishart distribution
[1], [16]

\[
p(\Lambda|C) = \frac{Y^{Q/2}|\Lambda|^{-Q/2} \exp(-Y \text{tr}(C^{-1}\Lambda))}{\text{det}(K(Y,Q))^{n}}
\]

\[
K(Y,Q) = \pi^{Q/2} |Q|^{-1} \Gamma(Y) \cdots \Gamma(Y - Q + 1)
\]

(4)

where \( \text{tr}(\cdot) \) represents the matrix trace and \( K(Y,Q) \) is a
normalization term. In the case of \( Y < Q \), the sample
covariance matrix \( C \) is considered to be singular (i.e. rank-
deficient) and said to have a degenerate distribution [16].

### IV. The Short-time Beltrami Kernel

The main idea behind the non-linear Beltrami kernel, is the
application of a space-adaptive kernel that “resides” in the
signal itself, in contrast to a linear Gaussian kernel where the
kernel “resides” inside the coordinate axis of the signal (see
Fig. 1). This allows for a finer edge preservation and as well
as a better preservation of the image details.

The Beltrami framework considers a 2-D image as
an embedding \( \mathbf{V} : I \rightarrow \mathbb{R}^N_I \) with \( I \) being the 2-
D image manifold represented by \( \{V^1, V^2, \ldots, V^N_I\} =
\{u^1, u^2, \ldots, u^j, I^1, I^2, \ldots, I^K\} \), where \( u^j \) are the spatial co-
ordinates, \( I^j \) the intensity components and \( N_I = J + K \). \( \mathbb{R}^N_I \)
represents the space-feature manifold [20]. In order to
filter manifolds or 2-D images defined on manifolds, Spira et
al. [20] propose the convolution of a manifold with a space-dependent kernel for a time step size \( t \) as:

\[
V'(x_0, t_0 + t) = V'(x_0, t_0) \ast_g K_{Be}{} (x_0; t) \tag{5}
\]

where \( V' \) is the space-featured image manifold and \( K_{Be} \) is the short-time Beltrami kernel [20] defined as:

\[
V'(x_0) \ast_g K_{Be}{} (x_0; t) = \int V'(x)\,K_{Be}{}(d_g(x_0, x); t)\,dx \tag{6}
\]

where \( x = (\tilde{u}^1, \tilde{u}^2) \) are neighboring points inside the manifold and \( K_{Be} \) is the short-time Beltrami kernel [20] defined as:

\[
K_{Be}(x_0, x; t) = \frac{H_0}{t} \exp \left( -\frac{\langle f_{x_0}, ds \rangle^2}{4t} \right) \tag{7}
\]

where \( H_0 \) acts as a normalization term, \( d_g(p_1, p_2) \) is the geodesic (i.e. the shortest path in a curved surface) distance between any two points \( (p_1, p_2) \), \( ds \) defines an arc-length element on the image manifold and is equivalent to the geodesic distance \( d_g(p_1, p_2) \).

V. THE BELTRAMI SAR FRAMEWORK

A. The Beltrami Filter

This section describes the adaptation of the Beltrami kernel on multi-channel SAR data in the form of \( Q \times Q \) dimensional complex covariance matrices.

Instead of utilizing only radiometric and geometric information (in the case of gray or color images for the original Beltrami approach), the Beltrami SAR framework utilizes all available information of the covariance matrix. Similar to the formulation in the bilateral SAR filter [9], we can transform equation (6) into a weighted sum of covariance matrices inside a finite local window \( \mathcal{W} \) centered around a pixel with coordinates defined by \( x_0 \)

\[
\tilde{\Lambda}(x_0) = \sum_{x_i \in \mathcal{W}} w_i \Lambda(x_i) \tag{8}
\]

where \( \tilde{\Lambda}(x_0) \) represents the estimated covariance matrix of the pixel centered at \( x_0 \) and \( x_1 \) is a neighboring pixel inside \( \mathcal{W} \). The weights for each of the neighboring pixels \( x_2 \) are defined as:

\[
w_i(x_i) = \frac{K_{SAR}(\Lambda(x_0), \Lambda(x_i))}{\sum_{x_i \in \mathcal{W}} K_{SAR}(\Lambda(x_0), \Lambda(x_i))} \tag{9}
\]

\[
K_{SAR} = \exp \left( -\frac{d_{Be}(\Lambda(x_0), \Lambda(x_i))^2}{\sigma^2} \right). \tag{10}
\]

The previously defined weights have a maximum value of one if the matrices are identical and tend to zero if the matrix dissimilarity tends to infinity. In equation (10), \( K_{SAR} \) represents the Beltrami SAR kernel, \( \sigma \) is equivalent to the time step parameter \( t \) in equation (7) \( (t = 1 \) in our experiments) and \( d_{Be}(\ldots) \) represents a new proposed distance, referred in this work as the Beltrami distance, that represents the integrated geodesic distance between two covariance matrices in a manifold.

\[
d_{Be}(\Lambda(x_0), \Lambda(x_i)) = \arg\min_{P_{x_0 \rightarrow x_i} \in \mathcal{P}_{x_0 \rightarrow x_i}} \sum_{(a, b) \in \mathcal{P}_{x_0 \rightarrow x_i}} d_{pw}(\Lambda_a, \Lambda_b) \tag{11}
\]

\[
\mathcal{P}_{x_0 \rightarrow x_i} = \{(x_0, x_1), (x_1, x_2), \ldots, (x_n, x_i)\}. \tag{12}
\]

Even though \( d_{Be}(\ldots) \) is similar in application to another distance metrics [9] (e.g. the widely utilized Wishart distance), it differs in which it does not measure the direct distance or similarity between pair of covariance matrices, but instead finds the minimal distance path between all the pixels that exists between the two points, making \( d_{Be}(\ldots) \) similar to the geodesic distance utilized in the original Beltrami kernel. Nevertheless, \( d_{Be}(\ldots) \) still accurately measures the similarity between two covariance matrices.

The path \( P \), described in equation (12), defines all the possible routes from the pixel location \( x_0 \) to the neighboring pixel \( x_i \). This path is formulated as all the possible combinations of pairwise pixels that exist between the pair of covariance matrices \((\Lambda_a, \Lambda_b)\). It is important to note that all the connected points (e.g. \( x_1 \) with \( x_2 \), \( x_2 \) with \( x_3 \), etc.) in the path must be direct neighbors, resulting in covariance matrices that are always adjacent.

Given the high computational complexity of finding all possible geodesic paths in equation (12), the shortest geodesic path calculus in \( d_{Be}(\ldots) \) is implemented as a region growing algorithm for finding covariance matrices inside a local window \( \mathcal{W} \) (fixed to a \((2w+1) \times (2w+1) \) size in our experiments, for a search radius \( w = 3 \) that are similar to the matrix associated with the point \( x_0 \) and penalizing matrices that obtain a low similarity measure score along the way (see Fig. 2). Local approaches [8], [9] cannot spatially penalize dissimilar pixels (e.g. pixels that belong to other spatial components) that are close to proximity to the reference pixel, leading
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matrix distance. region (see Section V-C1). The term for all pixels with another random pixel within a homogeneous defined in equation (10).

d(pw)(\ldots) is utilized to find the pairwise distances, since pixels along the edge of the region growing portion of the algorithm, only the center effectively discriminating spatially disconnected areas. For the Beltrami filter takes into account spatial discontinuities, to wrong estimates. The region growing implementation of the Beltrami filter takes into account spatial discontinuities, effectively discriminating spatially disconnected areas. For the region growing portion of the algorithm, only the center neighborhood window W (with w = 2) inside \mathcal{W} is utilized to find the pairwise distances, since pixels along the edge of \mathcal{W} do not require additional processing.

The pairwise distance \(dpw(\ldots)\), defined for a pair of adjacent covariance matrices \((\Lambda_a, \Lambda_b)\), is then the adaptation of the arc-length element term ds found in equation (6), and is defined as:

\[
d_{pw}(\Lambda_a, \Lambda_b) = \gamma_s + \frac{d(\Lambda_a, \Lambda_b)}{\phi \beta}
\]

(13)

where the parameter \(\gamma_s\) is a constant accounting for the spatial similarity between pixels. \(\gamma_s\) is equal to 1 for neighboring pixels in any cardinal direction and equal to \(\sqrt{2}\) for diagonal neighboring pixels. The parameter \(\phi\) acts as a weight for the radiometric distance between two pixels and is utilized to handle the spatial correlation of noise. \(\sigma\) was previously defined in equation (10). \(\beta\) acts as noise standard deviation term calculated as the median of all the distances \(d(\Lambda_a, \Lambda_b)\) for all pixels with another random pixel within a homogeneous region (see Section V-C1). The term \(d(\ldots)\) corresponds to a matrix distance.

B. Choice of Matrix Distance

It has been shown in previous works [9], [26] that polarimetric covariance matrices do not form a vector space but instead lie on the positive cone of a Riemannian manifold. To better deal with such properties, more fitting distance measures can be utilized. In [9], D’Hondt et al. introduced several distances suitable to obtain the weights in the BLF, some of these distances include the symmetrized Kullback-Leibler divergence [27], the affine-invariant metric [26] and a log-Euclidean distance [28].

In [9], it was shown that the versions of the BLF that utilize a Riemannian metric outperform the Kullback-Leibler version of the BLF. Accordingly, this work also utilizes a Riemannian based metric to deal with the manifold structure of the covariance matrices. The Beltrami filter, however, is not fixed to any choice of matrix distance, since \(dpw(\ldots)\) and consequently \(d_{Bel}(\ldots)\) can adapt to any similarity measure to obtain the shortest path distance between two points.

The chosen matrix distance that is utilized in equation (13) is then the so-called affine-invariant metric, defined as the distance between the pair of matrices \((\Lambda_a, \Lambda_b)\)

\[
d(\Lambda_a, \Lambda_b) = \|\log \left(\Lambda_a^{-\frac{1}{2}} \Lambda_b \Lambda_a^{-\frac{1}{2}}\right)\|_F
\]

(14)

where \(\log(\cdot)\) is the matrix logarithm and \(\|\cdot\|_F\) is the Frobenius norm.

C. Implementation Details

1) Simulated Dataset: Since not all input data will contain homogeneous areas, and moreover, user selection of these types of zones is difficult and may not be possible for operational processing, the filter implementation uses a simulated SAR image from L complex random vectors following the approach described in [1] to allow for more freedom in the type of data to filter. As long as the simulated data is generated with the same or around the same number of looks \(L\) as the input data, the measured \(\beta\) parameter obtained from the simulated data will be considered as the \(\beta\) value from the input data. Obtaining a correct \(\beta\) estimate from the simulated dataset is important since it is directly used to filter the real dataset (i.e. the estimated noise standard deviation \(\beta\) from the simulated data needs to be as close to the noise standard deviation from the real data); this also means the simulated dataset is filtered in the exact same way the real data is. The resulting formula to obtain \(\beta\) is then

\[
\beta = \text{median}\{d(\Lambda_i, \Lambda_z) | \Lambda_i, \Lambda_z \in \Omega)\}; i, z = 0, \ldots, K_x \times K_y
\]

(15)

where \(K_x \times K_y\) is the total number of pixels inside the simulated homogeneous region \(\Omega\) and \(\Lambda_i\) and \(\Lambda_z\) are random matrices inside \(\Omega\). The median is utilized over the mean to reduce the impact of outlier distances. Nonetheless, if the input data contains large enough spatial noise correlation, the simulated SAR data will fail to accurately represent the actual SAR input data.

To deal with this, the image spectrum is estimated for each available channel and then averaged together to obtain a final estimation of the spectra. This spectrum is then applied to the simulated data. After obtaining the associated image statistics, the simulated homogeneous area can accurately represent the original SAR data, from the number of looks it has, to the speckle noise correlation that could be introduced during image formation.

![Intensity image](image)

![Beltrami kernel](image)

Fig. 2. Illustration showing the region growing process in the resulting Beltrami kernel (b) for several discontinuities (in the sense of sharp changes in the intensities) found in a noisy image (a). The pixel to filter belongs to the bright area in (a) marked in red. The isolated 5 × 5 bright patch in the lower right corner obtains an effectively zero weight value because of the sudden changes in intensities. In this example, the path in red that goes to a neighboring pixel marked in green, would result in a higher \(d_{Bel}(\ldots)\) distance compared to the path marked in green, which is the path that would end up providing the associated \(d_{Bel}(\ldots)\) distance for the neighboring pixel.
effectively ignored during averaging. Pixels to point-targets are given low weight values and are the region growing implementation in the filter, neighboring whether a pixel belongs to a point-target or not, by virtue of being full rank). Instead of performing a rank test [9] to determine the input data is in the form of an MLC image, deviation) is updated and decreases as more iterations are performed. If the input data is in the form of an MLC image, a boxcar filter is applied to a copy of the input data. The filtered copy (i.e. the full rank distance array) of the SLC image is then utilized to obtain a first approximation of the associated Beltrami distances used in the main Beltrami filter in equation (8) using an iterative scheme (see Section V-C3), until the required effective number of looks (i.e. when \( Y \geq Q \)) is achieved.

3) Iterative Approach: To progressively refine the denoised estimation and consequently increase the number of looks, an iterative approach is performed as a modification of equation (8):

\[
\hat{\Lambda}^{[n+1]}(x_0) = \sum_{x_i \in W} w_i \hat{\Lambda}^{[n]}(x_i)
\]  

(16)

If the pre-processing is applied to the data, image quality is not greatly affected by the use of a boxcar filter, since the framework only utilizes the full rank distance array containing the Beltrami distances \( d_{Bel}(\cdot, \cdot) \) instead of the whole boxcar filtered data array to obtain a full-rank estimate. Once the data reaches the required ENL (i.e. when the filtered matrices are full rank), the pre-processing stage stops and the Beltrami distances are calculated normally, without the use of a boxcar filter. Fig. 3 shows the results after the pre-processing step. For each iteration, \( \beta \) (measuring the equivalent noise standard deviation) is updated and decreases as more iterations are performed. If the input data is in the form of an MLC image, the pre-processing step is skipped, no boxcar filter is applied and the data is assumed to have sufficient looks (i.e. it is said to be full rank). Instead of performing a rank test [9] to determine whether a pixel belongs to a point-target or not, by virtue of the region growing implementation in the filter, neighboring pixels to point-targets are given low weight values and are effectively ignored during averaging.

4) Robustness to Noise Correlation: During the filtering process, our method creates regions of similar pixels in order to obtain a de-noised estimate, similar to the non-local approach [16]. If speckle correlation is present, the data has effectively less number of independent samples compared to the number of averaged pixels. This results in the over-estimation of the similarities of neighboring pixels and the need of more samples to obtain the same smooth result compared to data without correlated noise. Given that noise correlation can easily be detected in the simulated homogeneous area, our method can account for it and adjust the \( \phi \) parameter in equation (13) (in charge of controlling sensitivity of filtering) depending on the level of correlation that is detected. The empirical relation between the spatial correlation and \( \phi \) is:

\[
\phi = -1.5 \Psi^{1.5} + \phi_0
\]  

(17)

where \( \phi_0 \) is the base sensitivity parameter and \( \Psi = (C_A + C_R)/2 \), \( C_A \) and \( C_R \) are the correlation lengths of azimuth and range directions (computed from a small homogeneous area [1]), respectively, is the averaged value of the spatial correlation for adjacent pixels in the azimuth and range directions. \( \Psi \) is calculated only at the first iteration of the pre-processing stage.

Equation (17) was obtained by performing a quadratic regression on a set of experimental values calculated in Section VI that resulted in the best performance of the Beltrami SAR framework in the case of \( 3 \times 3 \) PolSAR data. The calculus of the \( \phi \) parameter can be further improved by the study of higher dimensionality datasets (InSAR, TomoSAR, etc.) and the quadratic regression utilized could be exchanged by a more precise formulation, however, for the study case of this paper, equation (17) gives reasonable results.

In the case of single-look data, the Beltrami filter tends smear edges and over-filter fine details when a high level of spatial correlation is present. However, if the value of \( \phi \) is modified, the filter will then increase the distance obtained in equation (13). This reduces the weight value of spatially correlated pixels, however, it comes at the cost of more iterations needed to obtain a final result, since spatial correlation results in an effectively lower number of independent averaged samples during each iteration.

Fig. 3. Results after applying the pre-processing step on a simulated PolSAR SLC image represented with Pauli RGB color coding. (a) and (c) represent the SLC image with and without spatially correlated speckle, respectively. The filtered results in (b) and (d) represent the multi-looked (MLC) output that acts as the input to the Beltrami filter.
where the Beltrami filter algorithm is in the order of \( M \times N = 500 \times 500 \), and real datasets. Thus, for a given image size of \( M \times N \), the computational complexity of the Beltrami filter algorithm is in the order of \( O(MNWQ^2) \), where \( W \) is the size of the local window. In case the pre-processing stage is executed, an additional factor of \( Q^2 \) needs to be applied to all complexities since the required \( Q \times Q \) covariance matrices need to be estimated.

In comparison to other methods, our approach has a similar complexity to the NL-SAR and BLF approaches as well as similar running times. The addition of the region growing strategy in our method has an negligible impact, in terms of runtime, compared to the computation of the polarimetric distances which dominates the computational burden.

VI. EXPERIMENTAL RESULTS

In order to evaluate the performance of the proposed Beltrami framework, we have performed several simulation experiments following two main experimental cases using synthetic data. For the first case, we use a simulated 3-look MLC PolSAR data generated following the fully developed speckle model and target vectors using the Gaussian distribution [1]. This image includes several edges and structures which are difficult for speckle filters to properly filter.

Effects of spatially correlated data are then explored as a second experimental case, where an SLC image is generated as before and an additional step, introduces spatial correlation using image statistics obtained from real word data, Figs. 4(b) and (c) show the first and second case, respectively.

To obtain quantitative results for the two main experimental cases, three performance metrics are presented, following [9], that describe closeness to the original data utilizing an affine-invariant metric [28], preservation of edges and amount of smoothing inside homogeneous areas. A comparison with the most prominent state of the art despeckling methods with respect to the preservation of several important radiometric parameters is presented. Finally, a qualitative analysis is performed for multiple single and multi-look real world experimental data.

A. Simulation Experiments Details

In order to determine the performance of our method, simulated datasets were needed to cover the different commonly encountered problems during SAR speckle filtering. These synthetic datasets were obtained following the same approach.
positive-definite (i.e. tensors) in nature. The log-Euclidean metric utilized to measure similarity between covariance matrices is similar to the affine-invariance distance previously defined in equation (14) but presents a lighter computational complexity while preserving the same affine-transformation invariance. The invariance property is useful because it can be applied regardless of the type of data polarization or polarization basis utilized. Using a log-Euclidean metric to measure the global similarity between the original and filtered data results in the global similarity (GSIM) measure defined as:

$$GSIM = \frac{1}{NQ^2} \sum_{i=1}^{N} \| \log[\hat{A}_i] - \log[A_i] \|_F$$

(18)

where \( N \) is the total number of pixels in the image, \( \hat{A}_i \) is the estimated (i.e. filtered) covariance matrix at pixel \( i \) and \( A_i \) is the associated true (speckle free) covariance matrix. A lower result represents a lower average distance (i.e. a lower reconstruction error). In order to quantify the performance of our method for edge reconstruction (and similar in construction to the proposed measure for edge reconstruction in [9]), we restrict the GSIM measure to pixels that reside in both sides of discontinuities. The resulting equation is then defined as the edge similarity (ESIM) measure:

$$ESIM = \frac{1}{Q^2} \sum_{i=1}^{N} \delta (M_i \neq 0) \| \log[\hat{A}_i] - \log[A_i] \|_F$$

(19)

where \( M_i \) represents the binary mask for pixel at location \( i \). The mask is set to 1 if the pixel \( i \) has at least one other pixel neighboring a different class in the ground truth. \( \delta(.) = 1 \) if its argument is true. The last quality measure is the well known ENL, defined as:

$$ENL = \frac{\mu^2}{\sigma^2}$$

(20)
where $\hat{\mu}$ is the estimated mean and $\hat{\sigma}^2$ is the estimated variance calculated over a chosen channel. Since all channels are filtered the same in our method, only the first diagonal term of $\hat{\Lambda}$ is needed to compute the effective number of looks. The estimation of ENL allows for a measure on the amount of smoothing of homogeneous areas. To obtain the estimated ENL, homogeneous areas (1), (2) and (3) from Fig. 4b are used for evaluation and then averaged. The complex correlation parameter $\rho$ (also known as the polarimetric coherence) gives second order information about the correlation coefficients between polarimetric channels. The complex correlation parameter $\rho$ is then defined [1] as:

$$\rho_{xy} = \frac{T_{xy}}{\sqrt{T_{xx}T_{yy}}} \quad (21)$$

where $xy$ are the available polarimetric channel pairs.

### C. Synthetic Cases Results

For the two synthetic cases, we chose to compare the results of our method with a $5 \times 5$ boxcar filter, the refined Lee filter using $7 \times 7$ edge oriented windows and LLMMSE averaging, the NL-SAR framework with a search radius of 12 and a patch size of 5 and the IDAN filter using a neighborhood size $N_{pix}$ of 50 pixels. All the implementations of the previously mentioned methods were obtained in the PyRAT software available at [21].

Fig. 5 shows the visual comparison of the results obtained using the different de-noising methods for the first case. A cropped version of the complete filtered images is showed for visualisation purposes. Table I presents the results from the first synthetic case in the columns defined as MLC for the three different quality measures. All methods demonstrate good de-noising performance according to the resulting ENL, with the proposed method on top. The result from the boxcar filter shows blurring of the edges and finer details. The limited number of aligned windows for the refined Lee method results in loss of the finer details in the numbers but a good edge preservation over edges that match one of the aligned windows. The results from the NL-SAR and IDAN methods are very similar, both visually and in the performance measures,
all the proposed performance measures. The visual results of the second synthetic case, where the effects of spatial correlation on SLC data are explored, is presented in Fig. 6. In this experiment, due to speckle correlation and the reduction of independent number of samples, all methods show worse performance in all the presented metrics, with the IDAN filter outperforming the NL-SAR framework in every measure except in the ENL. The results from the Beltrami SAR framework are superior to the other methods in all the proposed performance measures.

The visual results of the second synthetic case, where the

### TABLE II

**Comparison of Mean Estimates of Eigenvalues, Entropy, Mean Alpha, Anisotropy, Diagonal Coherency Matrix Elements and the Polarimetric Complex Correlation $\rho_{xy}$ over Three Different Homogeneous Areas for the First Experimental Case. (A) Zone 1; (B) Zone 2; (C) Zone 3**

<table>
<thead>
<tr>
<th>Zone</th>
<th>Ground Truth</th>
<th>Boxcar</th>
<th>Ref. Lee</th>
<th>NL-SAR</th>
<th>IDAN</th>
<th>Beltrami</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>$\lambda_1$</td>
<td>0.17</td>
<td>0.17</td>
<td>0.16</td>
<td>0.17</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>$\lambda_2$</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>$\lambda_3$</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>0.99</td>
<td>1</td>
<td>1</td>
<td>0.99</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$t_{11}$</td>
<td>0.05</td>
<td>0.14</td>
<td>0.13</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>$t_{22}$</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>(b)</td>
<td>$\rho_{12}$</td>
<td>$0.31 \leq 1.90 ^\circ$</td>
<td>$0.30 \leq 1.04 ^\circ$</td>
<td>$0.30 \leq 1.15 ^\circ$</td>
<td>$0.31 \leq 1.11 ^\circ$</td>
<td>$0.30 \leq 0.82 ^\circ$</td>
</tr>
<tr>
<td></td>
<td>$\rho_{13}$</td>
<td>$0.29 \leq 22.74 ^\circ$</td>
<td>$0.29 \leq 23.91 ^\circ$</td>
<td>$0.29 \leq 23.65 ^\circ$</td>
<td>$0.29 \leq 23.58 ^\circ$</td>
<td>$0.29 \leq 23.37 ^\circ$</td>
</tr>
<tr>
<td></td>
<td>$\rho_{23}$</td>
<td>$0.36 \leq 19.72 ^\circ$</td>
<td>$0.37 \leq 19.32 ^\circ$</td>
<td>$0.35 \leq 21.19 ^\circ$</td>
<td>$0.37 \leq 19.42 ^\circ$</td>
<td>$0.35 \leq 19.06 ^\circ$</td>
</tr>
<tr>
<td>(c)</td>
<td>$\lambda_1$</td>
<td>2.96</td>
<td>3</td>
<td>2.97</td>
<td>2.99</td>
<td>2.69</td>
</tr>
<tr>
<td></td>
<td>$\lambda_2$</td>
<td>3.2</td>
<td>0.33</td>
<td>0.34</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>$\lambda_3$</td>
<td>0.25</td>
<td>0.23</td>
<td>0.24</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>0.12</td>
<td>1.12</td>
<td>1.12</td>
<td>1.12</td>
<td>1.12</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>0.11</td>
<td>0.17</td>
<td>0.17</td>
<td>0.12</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>$t_{11}$</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>$t_{22}$</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
<td>0.88</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>$t_{33}$</td>
<td>1.97</td>
<td>2</td>
<td>1.98</td>
<td>2</td>
<td>1.81</td>
</tr>
<tr>
<td></td>
<td>$\rho_{12}$</td>
<td>$0.66 \leq 7.34 ^\circ$</td>
<td>$0.66 \leq 7.36 ^\circ$</td>
<td>$0.65 \leq 7.38 ^\circ$</td>
<td>$0.66 \leq 7.34 ^\circ$</td>
<td>$0.64 \leq 7.28 ^\circ$</td>
</tr>
<tr>
<td></td>
<td>$\rho_{13}$</td>
<td>$0.68 \leq 5.86 ^\circ$</td>
<td>$0.68 \leq 5.59 ^\circ$</td>
<td>$0.68 \leq 5.56 ^\circ$</td>
<td>$0.68 \leq 5.62 ^\circ$</td>
<td>$0.66 \leq 5.57 ^\circ$</td>
</tr>
<tr>
<td></td>
<td>$\rho_{23}$</td>
<td>$0.75 \leq 1.42 ^\circ$</td>
<td>$0.75 \leq 1.31 ^\circ$</td>
<td>$0.75 \leq 1.35 ^\circ$</td>
<td>$0.76 \leq 1.33 ^\circ$</td>
<td>$0.74 \leq 1.25 ^\circ$</td>
</tr>
</tbody>
</table>

### Fig. 9

SLC PolSAR image from the X-band F-SAR sensor (DLR-HR) Kaufbeuren dataset displayed using the Pauli RGB color coding. The image in (a) shows spatially correlated speckle. Results using the NL-SAR framework are shown in (b) and using the Beltrami SAR framework in (c).
as expected. For this experimental case, Table I presents the results in the columns defined as SLC.

The GSIM results for the NL-SAR, IDAN and the proposed method are fairly similar, showing a good overall estimation of the true covariance matrices. In the case of the ESIM results, the performance of the proposed method is poor compared to results of the IDAN and NL-SAR approaches. This could be due to the pre-processing step introducing artifacts that are carried over to the final results, lowering the performance metric result. It is worth considering that the same ground truth was utilized to calculate the ESIM in both synthetic cases. This means the edges in the SLC image are shifted to a small degree compared to the original ground truth, which is caused by the introduction of spatial correlation in the simulation experiment. Our method, however, results in a much higher smoothing over homogeneous areas, which can be explained partly due to its iterative nature.

Table II shows the estimated values for the proposed method and other speckle filters. Comparing the estimated values for all the methods to the original ground truth values, we see a close resemblance in the coherency matrix diagonal terms, eigenvalues, complex correlation terms and in the \( H/\alpha/A \) decomposition parameters. Since the anisotropy value \( A \) is more sensitive to the presence of speckle noise, the estimated values of \( A \) using the boxcar and refined Lee approaches result in a slightly bigger error comparing them to the original ground truth data. The anisotropy estimation is improved using more complex spatially adaptive methods such as IDAN, NL-SAR or the proposed framework. Based on the estimation of the extracted polarimetric parameters, the Beltrami SAR framework shows no degradation of the polarimetric information and compares favorably to other state of the art approaches.

D. Real World Data Results

Fig. 9 shows the performance of the Beltrami SAR framework in regards to filtering SLC data where speckle correlation is present. The results from the NL-SAR framework (Fig. 9b) show a superior preservation of details and texture and a good reduction of speckle. The Beltrami approach (Fig. 9c) results in a much higher smoothing of homogeneous areas and an exceptional preservation of edges, nonetheless, it can be seen over-filtering some low contrast edges. As part of the evaluation process, we analyzed the bright point-target near the left part of the image, finding its full preservation in both azimuth and range directions. However, the shape of its impulse response function is slightly modified due to spatial averaging during filtering.

To properly evaluate our approach, two different values for \( L \) were used, as well as different intermediate results (after a certain, fixed number of iterations \( N_{iter} \), to illustrate the possible filter outcomes. In both cases (Fig. 11c and 11f), the filter converges on a smooth piece-wise constant result. The size of the piece-wise constant areas is seen to depend on the initial spatial smoothing given by \( \phi_0 \) and \( L \). Smaller piece-wise constant areas, obtained for larger values of \( L \), correspond to higher spatial and textural preservation (as seen in Fig. 11f), while using a smaller \( L \) leads to a much higher ENL, however, at the cost of some loss of spatial resolution (see Fig. 11c) as well as loss of textural information. Similarly, it is possible to limit the number of iterations (see Figs. 11a-11b and 11d-11e) to obtain an images with improved texture preservation.

In comparison to other approaches, the Beltrami approach is flexible in that it allows the acquisition of a highly smoothed final result or results that preserve spatial resolution and textural information to different degrees, at the expense of noise reduction, while assuring convergence in all cases. Particularly, the preservation of textural information in Fig. 11f is on par with the preservation of the other approaches (Figs. 11g-11i).

The dataset used in Fig. 12 corresponds to the fully polarimetric X-band Kaufbeuren (Germany) image obtained with the F-SAR sensor in 2015 during the 15OP15AF campaign with a processed azimuth and range resolution of 25 cm. In order to obtain a the required 4-look MLC input data, the image in Fig. 12a has been pre-summed by four pixels in both azimuth in range directions. The results from the experiment show that the filtered data (seen in Fig. 12b) obtained from the proposed Beltrami SAR framework greatly reduces the presence of speckle noise while preserving edges and point like structures. Homogeneous areas are completely smoothed out. The Beltrami filter, however, can sometimes aggressively over-smooth areas where the contrast between edges is not high enough. This can be seen in the train tracks on the upper part of Fig. 12 and in the loss of some textural detail in the forest areas. Nonetheless, this over-smoothing can be seen as a fundamental limitation of pixel-based (i.e. local) despeckling approaches [8], [9], where a trade-off between noise suppression and loss of low contrast edges (or textural information) is always present.
To visually assess the preservation of low and high contrast edges, Fig. 13 shows the results using different speckle filtering approaches in another multi-looked PolSAR dataset using the lower frequency L-band. The results from the Beltrami filter (Fig. 13f) are consistent with the other experiments, showing superior smoothing of homogeneous areas and preservation of edges. The zoomed image in the field crop reveals the main weakness of the Beltrami SAR framework, in the form of a slight textural loss and some amount of over-smoothing.

VII. CONCLUSIONS

In this work, we developed a novel speckle filtering approach. The proposed method is based on short-time Beltrami kernel utilized in the field of image processing. The Beltrami flow presents attractive characteristics as a SAR speckle filter, particularly edge preservation and smoothing of homogeneous areas. The pre-processing step of the Beltrami framework allows the use of single-look complex data, which usually
Fig. 12. Filtered polarimetric results from the X-band F-SAR (DLR), obtained from the Kaufbeuren 15OP15AF campaign, displayed using Pauli RGB color coding.

(a) Original 3-look image
(b) $3 \times 3$ Boxcar
(c) Ref. Lee
(d) NL-SAR
(e) IDAN
(f) Beltrami

Fig. 13. Results from filtering 3-look L-band E-SAR PolSAR image from Alling, Germany (DLR-HR) [shown in (a)], the images in (b)-(f) show the results using different speckle filtering approaches.
presents a high-degree of noise correlation. Since no sub-
sampling is performed during the pre-processing step, the Bel-
trami framework effectively use all the available information.
This pre-processing step, however, could introduce unwanted
artifacts in the final image. Further analysis to improve the
pre-processing step of the presented framework to avoid
the introduction of artifacts is planned. The addition of a non-
local approach instead of a fixed local window to obtain the
weighted averages [30], [31] or the utilization of the scattering
properties of the data [32] could also alleviate some of the
deficiencies of the proposed framework, such as the loss of
textural information which could result in an erroneous
estimation for certain applications.

A thorough quantitative analysis of the proposed method
and other competing state of the art methods was presented.
Three different metrics were used to analyze the performance
of the Beltrami filtering approach, two of which were proposed
as a modification of the log-Euclidean distance and the other
is the well known equivalent number of looks. Real word data
and synthetic data sets were utilized to assess the performance
of the presented filters. The proposed framework presents good
results with regards to the metrics utilized, specially showing
a high number of looks due to the iterative nature of the
filter. The preservation of the eigenvalues, the polarimetric
parameters $H/\alpha/A$ and the polarimetric complex correlations
is also achieved. In this work, we considered both the classical
fully-developed case with target vectors following a Gaussian
distribution for the first synthetic case, as well as the effects
of spatially correlated data in the case of the second synthetic
experiment.

Although the Beltrami framework is able to handle $N$-
dimensional SAR data (e.g. single intensity SAR data, PolIn-
SAR, TomoSAR, etc...), future work should focus on the anal-
ysis and advantages of speckle filtering using the Beltrami
approach for interferometric and tomographic applications [31],
[33]. However, preliminary results show a good reconstruction
of the interferometric coherence in the case of PolInSAR data
as well as promising results in the reconstruction of tomograms
in the case of TomoSAR, where the despeckling framework
was utilized instead of the Boxcar filter as a part of TomoSAR
beamforming methods. The effects of noise correlation could be
reduced with the addition of a more refined approach in the
pre-processing stage of the proposed framework, leading to
a better preservation of details in the case of very-high
resolution single-look data.
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