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Abstract v

Zusammenfassung

Diese Dissertation beschaftigt sich mit der Entwicklung und dem Test eines Empfanger-
prototyps fiir die einachsige Messung von Windgeschwindigkeiten in der Atmosphére.
Ein Lidarsensor auf Basis dieses Prototyps soll langfristig die Vision einer automatischen
Ausregelung von Turbulenzen, Béen und Wirbelschleppen ermoglichen und so auf allen
Flughohen den Komfort verbessern, Unfallen vorbeugen, und zur Gewichtsreduktion im
Flugzeugbau beitragen. Hierfiir werden zunéchst unterschiedliche direkte Doppler-Wind-
Lidar (DWL) Empfangerkonzepte hinsichtlich der Sensoranforderungen dieser Anwendung
theoretisch verglichen. Kriterien sind die Leistungsfihigkeit als spektraler Analysator,
ihre Entfernungsauflésung, die Messbarkeit bei geringen Aersosolkonzentrationen, sowie
der Uberlapp in Nahdistanz, und ihre Komplexitiat. Auf Basis dieser Kriterien wird ein
streifenabbildendes Verfahren beruhend auf einem Michelson-Interferometer ausgewahlt,
welches eine Kompensation der im Nahfeld auftretenden Winkelverteilungen ermoglicht.
Der Uberlapp in Nahdistanz (50 bis 300 m) und die Kombination mit einem schnellen
Zeilendetektor erlauben die Messung an mehreren longitudinalen Messpunkten quasi gleich-
zeitig, und ohne Kenntnis des Partikelriickstreuverhaltnisses. Das Konzept wird durch
Berechnungen und End-to-end Simulationen evaluiert. Ein fasergekoppelter Aufbau wird
konzipiert. Der Empfangerprototyp wird dann realisiert und charakterisiert. Ein mono-
lithisches Michelson Interferometer soll thermomechanische Stabilitat gewahrleisten und
wird hinsichtlich optimaler Leistungsfahigkeit spezifiziert und von einem Zulieferer gebaut.
Das Interferometer wird dann in Bezug auf Streifenkontrast und Streifenform charakter-
isiert. Berechnungen und optische Simulationen zur Beleuchtung des Interferometers mit
einer Multimodefaser und der Abbildung des linearen Interferenzstreifen auf ein Photo-
multipliertubearray werden durchgefithrt und der Empfanger wird aufgebaut. Zu diesem
Zweck werden Verstéarkerelektroniken entwickelt, gebaut, und mit Analog-Digital-Wandler
Karten kombiniert. Eine Multimodefaser wird in einer Kombination aus Experimenten
und Simulationen hinsichtlich ihrer Scramblingeigenschaften zum Zweck der Biasreduk-
tion und in Bezug auf Speckleeigenschaften zum Zweck der Specklerauschunterdriickung
untersucht. Fiir Validierungsmessungen wird ein Auswertealgorithmus der Interferen-
zstreifen entwickelt, welcher eine Korrektur der Beleuchtung des Interferometers beinhal-
tet. Fiir die Bestimmung der Streifenposition wird ein Downhill-Simplex-Algorithmus ver-
wendet. Im Januar 2018 wurden mit dem aufgebaute Empanger bodengestiitzten einach-
sige Windgeschwindigkeitsmessungen durchgefiihrt und mit Referenzmessungen eines koha-
renten DWL (Windcube® 200S, Leosphere) verglichen. Es zeigt sich, dass die Horizon-
talmessungen beider Lidarsysteme eine hohe Korrelation von bis zu 0.89 aufweisen und
dass der Prototyp Messungen mit einer Auflésung von 30 m in Entfernungen von 50 m
und 76 m erlaubt. Allerdings zeigt sich auch ein entfernungsabhéngiger systematischer
Fehler von einigen m/s, dessen Zeitabhéngigkeit durch eine Anderung der Beleuchtung
hervorgerufen wird, und der korrigiert werden muss. Nach der Korrektur ist die relative
Prézision beider Lidarsysteme um die 0.7 m/s fiir den Fall dass jeweils {iber ein halbe
Sekunde gemittelt wird. Weitere vertikal orientierte Windgeschwindigkeitsmessungen im
Mérz 2018 erlauben langreichweitige (bis 900 m), entfernungsaufgeloste Messungen mit
dem Empfiangerprototyp. Ein Vergleich mit den Anforderungen fiir das Aussteuern von
Wirbelschleppen mit einer erforderlichen Messrate von mehr als 45 Hz bei gleichzeitiger
Messunsicherheit kleiner 1 m/s ergibt dass der Empfanger diesen Anforderungen noch
nicht entsprechen kann. In Zukunft sind Verbesserungen der Effizienz des Empfangers, der
Temperaturstabilisierung, sowie der Beleuchtungsfunktionskorrekturroutine erforderlich.
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Abstract

This thesis describes the development and test of a lidar receiver prototype for the uniaxial
measurement of wind speeds in the atmosphere. An airborne lidar sensor based on this
prototype may in the long run facilitate the vision of a feed-forward control of turbulence,
gusts and wake vortices, in order to enhance comfort, prevent accidents, and reduce the
weight of future aircraft constructions. For this purpose, different direct-detection Doppler
Wind Lidar (DWL) receiver concepts are compared theoretically with respect to the sensor
requirements of this application, i.e. with respect to the performance as spectral analyzer,
range-resolution, measurement capability with low aerosol concentrations, overlap in the
near-range (50 m to 300 m), and complexity. With respect to these criteria, a fringe-
imaging Michelson interferometer is selected, which enables compensation of the angular
distributions in the near-range. Full overlap in the near-range combined with a fast lin-
ear array detector permit wind speed measurements at multiple longitudinal measurment
points quasi-simultaneously and without knowing the particle backscattering ratio. The
concept is evaluated by calculations and end-to-end simulations. A fiber-coupled setup is
conceptualized. The receiver prototype is then realized and characterized. A monolithic
Michelson interferometer is to provide thermo-mechanical stability, and is specified accord-
ing to optimal performance, and is built by an industrial supplier. The interferometer is
then characterized with respect to interference fringe contrast and shape. Calculations and
optical simulations of the multimode fiber-coupled illumination of the interferometer and
of the imaging of the linear fringe on a photomultiplier tube array are carried through and
the receiver is built up. For this purpose, amplifier electronics are designed, built, and com-
bined with analog-to-digital converter cards. A frequency-tripled Nd:YAG laser is applied
as transmitter. A multimode fiber is characterized in a combination of experiments and
simulations with regard to its scrambling properties for reducing biases and with regard to
its speckle properties for reducing speckle noise. For validation measurements a retrieval
algorithm is developed, which entails a correction of the illumination of the interferometer.
A fitting routine based on a Downhill-Simplex-Algorithm is applied for determining the
shift of the interference fringes, yielding the Doppler frequency shift and the line-of-sight
component of the wind speed. In late January 2018, ground-based, uniaxial wind speed
measurements with the receiver prototype were carried out and are compared to referential
measurements with a coherent DWL (Windcube®200S, Leosphere). It shows that horizon-
tal measurements of both lidar systems yield a high correlation of up to 0.89 and that the
prototype allows for wind speed measurements with a measurements resolution of 30 m at
distances of 50 m and 76 m. However it shows as well that a range-dependent systematic
error of several m/s exists, which has to be corrected. Its time-dependence is evoked by a
long-term change of the illumination. After correction the relative precision of both lidar
systems is around 0.7 m/s in case of respective averaging times of 0.5 s. Further vertically
oriented wind speed measurements in March 2018 reveal that long-range (up to 900 m),
range-resolved measurements can be done with the receiver prototype. A comparison with
the requirements for the feed-forward control of wake vortices (i.e., a measurement update
rate above 45 Hz and at the same time a measurement uncertainty of < 1 m/s) yields
that the receiver prototype does not currently meet those requirements. In the future,
improvements of the efficiency, of the temperature stabilization, and of the illumination
function correction routine are necessary.
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1 Introduction

1.1 Context

Wake vortices, gusts, and turbulence in clear air impose a major risk in commercial air
transport (Rossow and James, 2000; Sharman, 2016).

Wake vortices are an unavoidable complex artificial phenomenon accompanying any
lift-generating, fixed-wing aircraft. Wake turbulence is constituted of a pair of coherent,
counter-rotating vortices, which induce vertical air velocity fluctuations (Gerz et al., 2002;
Breitsamer, 2011).

Atmospheric turbulence designates irregular or disturbed flows in the atmosphere, which
produce gusts and eddies, and which are caused by natural phenomena, such as storms and
thunderstorms. Clear-air turbulence (CAT) is not caused by visible convection, and is often
related to wind shear, especially between the core of a jet stream and the surrounding air,
and to atmospheric gravity waves (Sharman, 2016). A (discrete) gust is a sudden, short
duration (< 20 s) increase of wind speed with peak to lull amplitudes of at least 9 knots
(=~ 4.6 m/s) (definition by the American Meteorological Society AMS (2018)).

If encountered by another aircraft, these types of turbulence can cause unexpected rolling
moments, vertical acceleration, or abrupt changes of altitude, and structural dynamic loads
upon the aircraft (Sharman, 2016), which may result in damage to the plane or injuries to
the passengers (Tvaryanas, 2003).

For U.S. accidents between 1987 and 2011, 13% of the accidents can be attributed to
CAT, and 7% to wake turbulence (Evans, 2014) with around 70 wake related accidents
in total. Fwvans (2014) attributed another 24% of the accidents to low altitude wind
shear, gusts, microbursts or turbulence (LWT), which occurred primarily during take-off,
approach and landing. Wake related accidents happened during all flight phases, but mostly
during take off and descent, while CAT is mainly a cruise flight and descent phenomenon.

Wake vortex encounter events (WVE) in the en-route phase of the flight and related
accidents are still rather rare events. 73 wake induced incidents above 5000 ft, 27 of whom
occurred above flight level FL285 (= 28,500 ft or 8687 m above mean sea level for the
international standard atmosphere (ISA)) have been reported in Europe between 2009 and
2012 (Hoogstraten et al., 2015).

One such recent spectacular event was an incident which transpired on January 7, 2017
over the Arabian sea during cruise flight (at FL340 ~10360 m above sea level), when a
Bombardier challenger 604 jet passed 300 m underneath an Emirates Airbus 380 and hit
its wake (15 NM behind), the pilot lost control, the jet flipped upside down, rolled, and
plunged 8700 ft before the pilot could flare out the aircraft (BFU, 2017). Typical for such
accidents, passengers who were not seat-belted were thrown against the seats and ceiling
and suffered serious or minor injuries. The jet had to be discharged.

The standard 1000 ft vertical separation in RVSM (Restricted Vertical Separation Min-
ima) (BFU, 2017) was maintained, although it had been noted in a special safety case for
the A380-800, that at cruise speed wake vortices sink into the flight path 10 to 20 NM
behind and 1000 ft below the generator aircraft under calm atmospheric conditions (EU-
ROCONTROL, 2006).

Similar wake turbulence related accidents with injuries were reported for example in
2008 (TSB, 2008), 2011 (CIAIAC, 2011), and 2001 (NTSB, 2001), or incidences even lead
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to an aircraft crash, e.g. (NT'SB, 2004, 1994).

Turbulence appears to be the leading cause of passenger injuries (Sharman, 2016). Ac-
cording to the FAA, between 1980 and 2008, 234 turbulence events with 298 serious injuries
were reported, two thirds of which occurred at altitudes above 30000 ft (FAA, 2018). Apart
from that, the comfort of air travel is reduced by the “bumpiness” felt.

The annual increase of passenger volume in the last ten years is around 4% (IATA, 2015)
with only minor reductions due to global crisis, and lets await similar growth rates in the
future, and thus an increased number of artificial wake turbulence sources and an increased
number of (en-route) wake turbulence encounters.

Likewise, natural turbulence, such as CAT is likely to increase due to global warming as
was estimated using climate model simulations, making predictions on a time scale of 50
years ( Williams and Joshi, 2013; Storer et al., 2017).

Simulations analyzing the encounter probability on the basis of surveillance data, sug-
gest that wake vortex encounters will increase in the future (Hoogstraten et al., 2015),
due to increased traffic, a more heterogeneous fleet (e.g., very light and very heavy jets,
drones), different operation schemes of SESAR2020 (SESAR, 2015), less dispersion of the
flight tracks, and reduced separation minima (Melgosa Farrés et al., 2017). The risk of
wake vortex encounters is mainly influenced by the weight of the generating aircraft, the
encounter geometry, and atmospheric conditions (Hoogstraten et al., 2015). Furthermore,
estimated annual expansion of the tropical region of one degree of latitude (Reichler, 2009)
due to global warming, may lead to an increased average tropopause height in European
airspace, which may increase en-route wake vortex related encounters, because of lower
vortex decay rates below the tropopause (Hoogstraten et al., 2015).

1.2 State-of-the-art and mitigation strategies

Today’s traditional risk reducer in case of wake vortex turbulence is a standard minimum
distance of travel between any two planes, which is chosen according to the aircrafts’
maximum takeoff weights (/CAO, 2016) with special guidelines for heavy aircraft, for
instance the Airbus A380 (/CAO, 2008), such that the vortices have safely decayed or
subsided before the encounter. The guidelines are voluntary, and can be country specific,
so that in the U.S.A. slightly different rules defined by the FAA (FAA, 2014) apply.

Wake vortex decay rate is a matter of the vortex strength, the stratification of the atmo-
sphere, the turbulence-kinetic-energy dissipation rate, and the advection with horizontal
and vertical wind (Schumann and Sharman, 2014). Typical decaying times are in the or-
der of a few minutes. In some cases current separation standards defined by the ICAO
(ICAO, 2016) could not be sufficient, although studies such as Schumann and Sharman
(2014) show, that they are often too conservative. Within the RECAT-EU (wake vortex
re-categorization) framework (Rooseleer and Treve, 2018) wing geometry, A380 flight tests,
and wake decay models are taken into account. Future separation plans include weather
conditions and specific aircraft pairings.

In terms of gusts and turbulence, the standard measures are to consider maximum loads
and an additional safety factor in the design of aircraft structures. Another applied method
is to go to a defined “safe air airspeed” in the presence of turbulence. Both strategies are
effective, however, they reduce efficiency by an increase of mass or by longer flight durations
(Fezans et al., 2017).
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Enforcing safety and providing comfort in a future of increased air traffic, increased nat-
ural turbulence, and reduced separation minima could be a problem, because this would
often require precise knowledge about the turbulent regions ahead, and possibly fast coun-
teracting measures, in order to eliminate the risk of incidents and accidents, especially as
complexer guidelines may lead to an increased human error rate. In the same way, a re-
duction of the safety margins in aircraft design is not possible without a better prediction
of loads caused by turbulence.

During cruise flight, especially in clear-air atmosphere, onboard weather radars cannot
detect turbulence nowadays (Airbus, 2007). Recent radars provide some turbulence detec-
tion functionality in the presence of clouds and precipitation (Baynes and Tyrdy, 2014).

During the starting and landing phase, plates installed on the ground could be used to
increase the decay rate of wake vortices (Holzapfel et al., 2016).

In case of wake turbulence, approaches have been researched to influence the vortex
strength and decay of the generator aircraft with the help of passive spoilers or triangular
flaps, splines or tail wings, and active methods, which involve moving and oscillating flaps
or synthetic jets (Schwithal, 2017). Another research branch is focused on the influence
on the encountering aircraft. In this case the aim is to reduce the risk of wake vortex
encounters. One way is related to the prediction of likely wake vortex locations using vari-
ous prediction models, such as “P2P” (Holzdpfel, 2006). An example, for a tested system,
which combines prediction, avoidance, and awareness is the Wake Encounter Avoidance
and Advisory (WEAA) system, developed by DLR, successfully tested on the research
aircraft ATRA, performing small scale evasions of wake vortex encounters (Bauer et al.,
2014).

Another way is to sense the forces induced by the wake vortex (or turbulence). Future
possibilities could include a direct feedback to the forces of the wake vortex on the aircraft
by new flight controller routines, examined by Looye et al. (2012), or the remote sensing of
the disturbances caused by wake vortices and turbulence. Remote sensing in the far-range
(several km distant) could be used to circumvent the turbulent region (first option). This
approach requires long warning lead-times and a reliable detection of the wake vortex or
turbulence.

Alternatively, the consequences of flying through these areas could be attenuated, using
prior knowledge about the disturbance ahead (second option). Automatic alleviation and
control of wake vortices, however requires relatively high resolution measurements of the
wind field in the near-range (typically 50 m to &~ 300 m) ahead of the aircraft ( Ehlers et al.,
2015; Ehlers and Fezans, 2015; Schwithal, 2017).

Schwithal and Fezans (2016) deem a full-scan update rate of the wind field measurement
of 5 to 10 Hz appropriate for their concept of wake impact alleviation control to work
reasonably well in the near-range, at a range of 60 m ahead of the aircraft. For wake vortex
alleviation a wind speed measurement accuracy <1 m/s, a high density of measurement
points with at least nine measurement directions, and a spatial resolution in the order of
20 to 30 m, are further requirements. The control concept includes a wake identification
algorithm, which allows one to reconstruct the wake vortex disturbance, and alleviates its
impact by specific control commands compensating for the determined disturbance. After
a computation time of 200 ms for the first identification of the wake vortex, the control
system continuously (typical sampling time in the order of 20 ms (Schwithal and Fezans,
2016)) countervails the disturbances on the basis of the determined wake vortex model.

Note that the disturbance reconstruction step allows the anticipation of the disturbances
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at locations where no measurement was made (or not yet), leading to rather complex
relationships between the sensor measurements (location, orientation, and quality) and the
disturbance rejection capability. Actuator time delays, which are assumed to be 100 ms,
are compensated by predicting the wake vortex impact on the aircraft for a moment 100 ms
in the future (Schwithal and Fezans, 2016). The simulated system works acceptably on
“young” vortices (up to 48 s after initiation), which are not too much deformed (Schwithal,
2017). According to Schwithal (2017), deformation models, e.g., by Miinster (2011) could
however be included to improve performance, i.e., to increase the reduction of the wake-
induced bank angle for moderately and strongly deformed wake vortices.

Schwithal (2017) estimates that the system would most likely allow for an aircraft spacing
reduction from current minimum separation standards (/CAO, 2016) to minimum radar
separation.

Loads due to gusts and turbulence could be applied to a similar alleviation and control
scheme (Fezans et al., 2017), which would possibly allow for lighter aircraft and a higher
comfort. Provided that a suitable Doppler wind lidar (DWL) sensor existed, which is
currently not the case, a higher alleviation performance, compared to prior alleviation
approaches (see e.g., Konig and Hahn (1990), Zeng and Moulin (2010)), would be possible
(Fezans et al., 2017). Fezans et al. (2017) tested their scheme on an analytical 1-cosine
vertical gust, using a free-form wind field model. Conical scanning of the DWL lidar line-
of-sight direction at ranges between 65 m and 300 m ahead of the aircraft model, assuming
a measurement accuracy standard deviation of the measured velocities of 1.5 m/s, was
simulated, allowing for a reconstruction of the gust. Free-form wind field models consist
of a mesh of wind field vectors surrounding the airplane, and are necessary due to the
stochastic nature of turbulence, and when no particular turbulence model structure may
be assumed (Fezans and Joos, 2017). Scanning is necessary, because the most important
turbulence velocity component for loads is the vertical one, which affects local lift via a local
modification of the angle of attack. The Feedforward Gust Load Alleviation controller, in
combination with a feedback controller, yielded promising results (Fezans and Joos, 2017).

Such a generalized mitigation strategy including a suitable Doppler Wind Lidar (DWL)
sensor could be the key to increasing aircraft efficiency by an optimization of aircraft
structures to the really occurring loads induced by natural turbulence, or by reducing the
separation minima (/CAQ, 2016), which are necessary due to (artificial) wake turbulence.

Fig. 1.1 shows a conceptual scheme of such a turbulence alleviation system including the
necessary Aeronautics Lidar (AEROLI) DWL sensor.

The DWL includes a high power transmitter and a receiver with a spectral analyzer (SA)
and a detector to determine the Doppler frequency shift (Avpeppier) of light scattered by
molecules and/or aerosols moving with the wind, along the line-of-sight (LoS) of the laser
beam, which is scanned vertically and horizontally in order to sample the required portion
of the wind field.

Efforts have been undertaken to develop and flight-test DWL sensors to mitigate tur-
bulences. A forward-looking lidar sensor (direct-detection DWL) was developed by Airbus
(Schmitt et al., 2007) and was tested during the “Aircraft Wing with Advanced Technology
Operation” (AWIATOR) FP5 EC-project (Rabadan et al., 2010). This DWL sensor proved
the practicality of low spatial resolution wind field measurements, verified against true air
speed at cruise flight levels in the near-range in four measurement directions at a distance
of 60 m.

JAXA developed and tested a coherent DWL for the detection of turbulence several
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Figure 1.1: Concept for the alleviation of atmospheric disturbances by feed-forward control including an
Aeronautics Lidar Doppler Wind Lidar (AEROLI-DWL) sensor concept.

kilometers ahead of an aircraft in cruise flight (Inokuchi et al., 2016), which would be needed
to implement an avoidance strategy. In this case wind speed variances are determined as
a measure of turbulence intensity.

These systems are however not suitable for above described alleviation and control
schemes, comparing them to requirements estimated by Schwithal (2017). In case of the
AWIATOR DWL, the main reasons are the low concentration of aerosols, the low densities
of molecules at cruise flight altitudes, as well as systematic biases, which make high speed
wind measurements an intricate endeavor. Major deficiencies of the AWIATOR DWL are
also its low spatial resolution (four wind field component measurements at a single distance
ahead of the aircraft) and its low measurement accuracy of 1 to 1.5 m/s during flight tests
(Rabadan et al., 2010).

In case of coherent detection DWL systems (e.g., Inokuchi et al. (2016)) the low spatial
and temporal resolution (25 m to 150 m, > 1 s) are major problems. Moreover, the reliance
on high enough aerosol concentrations necessary for accuracies o(u,) < 1 m/s, provides an
inherent, unacceptable risk of failure of any feed-forward control system equipped with a
coherent DWL. The system should work independent of the flight level and of the weather
conditions, i.e., also under clear-air conditions, and on cruise flight level. No studies speci-
fying high enough aerosol concentrations for a close to 100% reliability of a coherent DWL,
on cruise flight level in a feed-forward control scenario, exist to the present day.

Accordingly, no DWL receiver, meeting the requirements for the reliable alleviation of
atmospheric disturbances by feed-forward control during flight, is implemented nowadays.

1.3 Objective and questions

The general objective of this thesis is to develop and test a receiver prototype for the
unidirectional measurement of wind speeds in the atmosphere. The prototype should pro-
vide range-resolved high accuracy radial wind speed measurements (o(u,) < 1 m/s) at
near-range distances (~ 50 m to 300 m), independent of the aerosol backscattering signal,
with high update rates on the order of > 45 Hz. A thorough evaluation of these require-
ments would necessitate airborne test measurements, which is far beyond the frame of this
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work. Therefore, in this work a receiver is developed and the corresponding AEROLI-
DWL (Aeronautics Lidar — Doppler Wind Lidar) is tested on the ground, and theoretical
performance predictions and the measurement results are compared with the requirements
for the feed-forward control of wake vortices in clear air.

Specifically, within this work the following questions are evaluated:

1.1) What are the most promising state-of-the-art Doppler wind lidar receiver
techniques for this application and how do they compare?

This question is dealt with by a literature study, comparing different direct detection
Doppler wind lidar (DWL) concepts. These techniques can be compared with respect
to theoretical performance using so-called performance factors, which compare their per-
formance to an ideal spectral analyzer. Further important criteria, are range-resolution,
performance at cruise flight level (i.e., in low particle concentration environments), ap-
plicability of full overlap in the near-range, eye-safety, speckle noise behavior, and bias
suppression. A further important factor is realization in terms of device complexity.

1.2) Which technique for wind measurements on cruising altitude is especially
suited and realizable?

This question is answered using a comparison of the performance factors, and other criteria
defined above. Theoretical performance calculations of the selected technique are used to
estimate the performance on cruise flight level, and to study influences of particle con-
centration, temperature, and background sunlight. Raytracing simulations are applied to
estimate the geometrical requirements, i.e., the required field-of-view for total overlap in
the near-range, and the consequent requirement on the spectral analyzer with respect to
incident angular distributions of the received light. A plane wave propagation method is
used to evaluate the performance of different spectral analyzers with respect to these an-
gular distributions. End-to-end simulations are used to verify the selected fringe-imaging
Michelson concept against theoretical performance calculations under different conditions.

2.1) Can such a Doppler wind lidar receiver prototype be built up and char-
acterized?

The selected receiver concept is realized, designing the spectral analyzer of the selected
direct-detection DWL receiver concept. The monolithic Michelson interferometer is de-
signed using a combination of calculations and optical simulations, and is specified with an
optimized free spectral range (FSR), with field-widening compensation, with temperature
tuning compensation, and according to the requirements for a high instrumental contrast,
as a Rayleigh-Mie receiver with pure molecular scattering capability. The interferometer is
manufactured by an industrial supplier in Canada. Proper optics such as lenses, multimode
fibers, and optomechanics are integrated into a prototype setup, aiming at thermomechan-
ical stability. A combination of manufacturer measurements and test setups are used to
verify the specifications. A linear fast photomultiplier tube array (PMTA) is selected as
detector, and amplifier electronics are developed and built, to fit to the selected analog-to-
digital converter boards. Algorithms for data acquisition with the PMTA are developed.
Speckle noise and bias suppression with the help of a fiber-coupled setup are evaluated
using a combination of speckle contrast measurements, a speckle noise simulation model,
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and a combination of measurements and simulations to estimate laser beam pointing bias
suppression. All the components are combined to yield a UV direct-detection Doppler
wind lidar receiver prototype.

2.2) To what extent can the lidar receiver concept be validated by first ground-
based wind speed measurements?

This question is answered by deploying the lidar prototype including the WALES/DELICAT
laser transmitter, and the AEROLI receiver inside a container with one line-of-sight (LoS)
measurement direction on the Oberpfaffenhofen apron. A coherent detection DWL (Wind-
cube® 200S by Leosphere) is installed, pointing into the same direction with additional
anemometers located next to the LoS until the beam is dumped at 115 m horizontal dis-
tance. A horizontal alignment of both lidars is used to measure the turning speed of a
moving hard target, and to measure the horizontal winds, during several measurement
days, during day and night. Vertical alignment of the line-of-sights is applied to measure
vertical wind speeds range-resolved up to altitudes of 900 m, which are compared between
both instruments in order to verify the functionality of the AEROLI receiver.

2.3) Which requirements with respect to wake vortex alleviation control does
the receiver prototype fulfill?

This question is evaluated with results of end-to-end simulations using required LoS update
rates implied by a lidar parameter study (Schwithal, 2017) for wake vortex alleviation and
control, comparing them to the results of the field-test measurements.

1.4 Structure of the thesis

This thesis is structured in a way, that the reader is introduced at first to the fundamentals
of light scattering in the atmosphere (2.1), of Doppler wind lidars (DWL, 2.2), to concepts
for the DWL-sensor-based mitigation of wake vortices and gusts in clear-air (2.3), and to
the history of lidar-based detection of wake vortices and turbulence (2.4).

Chapter 3 is dedicated to the development of the DWL receiver. Starting from require-
ments for wake vortex alleviation and control (3.1) based on the work of Schwithal (2017),
a comparison of suitable existing direct-detection receiver techniques (3.2) is undertaken.
Then, in section 3.3 an overview of the selected receiver concept based on a fringe-imaging
Michelson interferometer, as spectral analyzer, is provided and its performance is evaluated
theoretically. The following section (3.4) is dedicated solely to the design of a monolithic,
field-widened fringe-imaging Michelson interferometer (FWFIMI) with partial temperature
compensation, and with optimized specifications yielding high instrumental contrasts. The
next section (3.5) describes the characterization of the FWFIMI and the realization of a
fiber-coupled receiver, including optics and electronics. Next, measurements of speckle
noise and scrambling gains of multimode fibers for random error reduction and bias re-
duction are described. Moreover, this section involves the development of a procedure for
determining the illumination function of the receiver, and measurements of its temperature
tuning and stability. At last, the laser transmitter used in this work is presented (3.6).

Chapter 4 describes the performed end-to-end simulation of the AEROLI receiver for
the measurement of wind speeds. Prerequisites (4.1) include mean wavelength estimators
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and their systematic biases, the modeling of noise, of cross-talk, laser-frequency jitter, and
analog-to-digital conversion. These models are applied to simulations of horizontal mea-
surements (4.2), to an estimation of the bias due to laser beam pointing fluctuations (4.3),
and to an estimation of the bias due to illumination function deviations (4.4). Vertical mea-
surements are simulated, as well (4.5). Finally, the wind speed measurement performance
of improved receivers is estimated using Cramér-Rao bound calculations (4.6).

Having evaluated the performance theoretically, field-tests with the AEROLI receiver and
with a Leosphere Windcube® 2008, performed in January and March 2018 are detailed in
chapter 5. This chapter contains four sections, describing the settings and measurement
setups (5.1), the steps of the wind speed retrieval algorithm (5.2), and the measurements as
such (5.3). The field-test measurements are subcategorized into moving hard target mea-
surements, horizontal wind speed measurements, and vertical wind speed measurements.
The last section (5.4) contains a discussion of the measurements and a comparison with
the requirements for wake vortex alleviation and control, followed by an outlook.

Further important fundamentals underlying this work are treated in the appendix of
this thesis. Chapter A contains background information on the field-test measurements.
Chapter B provides more detailed information on lidar sensor requirements and on the
lidar parameters study (Schwithal, 2017). Chapter C describes important theoretical back-
ground, i.e., on speckle (C.1), on the Cramér-Rao bound of an ideal spectral analyzer (C.2)
and of real DWL receivers (C.3), and on the influence of speckle on performance (C.4).
Furthermore, a plane wave propagation model to estimate the field-widening performance
of fringe-imaging interferometers (C.5) and an analytical model of interference in fringe-
imaging Michelson interferometers (C.6) are described. The theoretical background chapter
also provides information on the current amplifier model used during the development of
the electronics (C.7), and a description of the mean wavelength estimators (C.8) applied
in the end-to-end simulation chapter. Additional chapters treat the raytracing models and
simulations used to design the interferometer and the receiver (D), the specifications of
the FWFIMI (E), and the equipment used in the receiver and during testing (F). Fur-
ther fiber speckle measurements (G), and near- and far-field scrambling measurements (H)
are attached. Laser beam pointing fluctuations of the applied transmitter are estimated
experimentally in appendix [. Finally, in appendix J a green-UV dichroic mode for mea-
suring particle backscattering ratios, and the prospective performance of the receiver at a
wavelength of 532 nm, are discussed.



2 Fundamentals

2.1 Light Scattering in the atmosphere

2.1.1 Scattering by molecules and aerosols

This section recounts some important properties of laser light backscattered by molecules
and aerosols in the atmosphere.

The atmospheric backscattering spectrum has two distinct features. A broad molecule
peak (FWHM =~ 4 GHz) due to Rayleigh-Brillouin scattering, as well as rotational and
vibrational Raman scattering and a thin peak due to light scattered from aerosols/hydro-
meteors moving with the ambient wind. The aerosol peak is broadened by turbulence (see
section 2.3.2, FWHM =~ 38 MHz). There is an additional broadening contribution due to
the laser (FWHM = 0.16 GHz) (see, e.g., Weitkamp (2005) or Witschas (2012)).

This atmospheric backscattering spectrum can be modeled with the help of altitude-
dependent temperature T', pressure p, and particle concentration data.

In case of Collis and Russell (1976) the molecular backscattering coefficient is inferred
from molecule density data using p and T" as function of altitude H, using Bpo = IV, -
dogr(m)/dQ, where N, = p(H)/(RaiT(H)mgir) is the number of air molecules per volume,
dog(m)/dQ = (550/A,[nm])*-5.45-10732 is the differential Rayleigh scattering cross section
at scattering angle § = 7 per average gas molecule in m?/sr, R,;, = 287.058 Jkg 'K~ is
the specific gas constant of (dry) air, and mg;, = 4.811-10%° kg is the average mass of an
air molecule. Molecular backscattering cross sections can be derived from fundamental
equations (Miles et al., 2001). Bucholtz (1995) includes the dispersion of the refractive
index of air, the anisotropy of the air molecules, and the dispersion of the depolarization
factor of air, to yield approximately the same results.

Particles or aerosols are assumed to be of spherical shape, such that backscattering from
these particles can be considered purely elastic and without depolarization (i.e., Mie theory
(Mie, 1908) applies) ( Wriedt, 2012). Values of the particle backscattering coefficients Sy,
are scaled from values determined by Vaughan et al. (1995) at 10.6 pm, using
ﬁaer = ﬁaer[10'6pm] ’ (106/)‘L[pm]) ’ <_0104 -In <5aer[10'6pm])) — 0.62.

Fig. 2.1 provides median, lower and upper quartiles of the backscattering coefficients of
molecules and aerosols as a function of altitude. Ry is the particle backscattering ratio
given by Ry = 1 + Buer/Bmor (plotted on the right side of Fig. 2.1).

Different models are used to calculate the spectra of light scattered in the atmosphere.
The Knudsen model is a simple analytic model strictly valid only for thin gases, which is
presented here for simplicity. The Knudsen model is a coarse approximation of the TentiS6
model (Tenti et al., 1974) or its approximation in the kinetic regime by three Gaussians -
the “G3 model” (Witschas, 2011).

The Knudsen models describes the molecular scattering spectral shape 1,0,y by a Gaus-
sian. It can be combined with a Gaussian aerosol scattering peak I,..(v), convolved with
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Figure 2.1: Left: Altitude-dependent backscattering coefficients of molecules (By01) for two models (Collis
and Russell (Collis and Russell, 1976), Buchholtz (Bucholtz, 1995)) assuming a mid-latitude
standard (MLS) atmospheric model, and f3,., of aerosols at a laser wavelength (Ar) of 355 nm
(derived from Vaughan et al. (1995) data for 10.6 SI), given here as lower and upper 25%
(LQuart, UQuart) quartile, and median. Right: Dependence of the particle backscattering
ratio Ry on altitude.

the Gaussian-shaped laser spectrum I (v):

(2.1)

2
N (1 1 ) 1 v—,
Ry 2m(0% + 02) V2\/o% + a2

The backscattered light is shifted in frequency by Avp = v.—vy, here vy, is the frequency
of the laser and v, is the Doppler-shifted central frequency (see section 2.1.2).

0 = (0%, + 07)"/? is the standard deviation in Hz of the Rayleigh-Laser spectrum,
whereby opay = 2/AL[(kpTNa)/mai]'/? is the standard deviation in Hz of the Rayleigh
spectrum, where kg is the Boltzmann constant, N4 the Avogadro constant and T the air
temperature in the scattering volume.

Az is the wavelength of the laser. o, = Avy/v/8In2 is the standard deviation [Hz| of
the Gaussian laser line shape, where Avy, is the laser linewidth (FWHM) [Hz].

Tw = \/4/3/VL - Uy s is the Doppler broadening (see Measures (1992)) due to the r.m.s.
wind speed U, Assuming isotropy, u,..s is equal to the vertical speed fluctuations
o(w). Typical, conservative values of u,,, s at flight level are ~ 5 m/s (derived from
energy dissipation rates using expressions by Cornman et al. (1995); Weinstock (1981) (o,
~ 6.8 fm, i.e., 16.3 MHz) for moderate turbulence (ICAQ, 2010). o,, is about 10% as broad
as the WALES laser transmitter lineshape (see section 3.6), and is therefore negligible.

The width of the peaks of the atmospheric backscattering spectra and their relative area
are important in terms of temporal coherence, influencing phenomena such as atmospheric
speckle (see appendix C.1) and Doppler wind lidar design (see chapter 3.3.2).
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Exemplary molecular spectra calculated with the Knudsen and the TentiS6 model (top)
and a Gaussian spectral peak of laser light backscattered from aerosols (bottom) are shown
in Fig. 2.2(a). Fig. 2.2(b) provides altitude-dependent normalized spectral shapes, using
the TentiS6 model and a Gaussian for aerosols and realistic values of T', p, and R,,.
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Figure 2.2: (a) Top: Spectral shape of laser light backscattered by molecules (Knudsen model of eq. 2.1
and the Kinetic Tenti S6 model (Tenti et al., 1974)), and by aerosols (bottom) in terms of
centered frequency and centered wavelength. (b) Altitude dependence of the overall normal-
ized spectral shape due to the altitude dependent relative number density of molecules and
aerosols in the atmosphere.

In reality the extinction-to-backscatter ratio (lidar ratio, Sp) and the particle linear
depolarization ratio (LDR) of particles in the atmosphere are highly dependent on their
type and shape, and there is large variability (Grof et al., 2015). A lidar ratio (Sp) of
50 sr is a good estimate.

2.1.2 Lidar equation and the optical Doppler effect
Lidar equation

The amount of backscattered light received by the lidar can be calculated with the single-
scattering lidar equation (Measures, 1992)

hVL R?

where n,, is the number of received photons, which is used here as a means to quantify
the amount of backscattered light without making any assumption on its nature (see, e.g.,
Mishchenko (2014)). vy, is the frequency of the laser transmitter. R is the distance [m] of
the light scattering volume in front of the telescope. AR is the length of the range gate. £
is the transmitted energy of one laser pulse with pulse duration 7,. h = 6.626 - 1073* Js is
Planck’s constant. Ay is the receiver telescope area. O(R) is the range-dependent overlap
function. ng and nr are the receiver and transmitter loss factors. 8 = [0+ Baer is the total
backscattering coefficient. o = aupo1, + Qunot, + Qaer 1S the overall atmospheric extinction
coefficient [1/m]. The molecular extinction coefficient is given by e, = (87/3) « Bimor
(Measures, 1992). Molecular absorption ., is assumed to be zero everywhere.

AR A, R
ny(ve, R) = Ep— fel O(R) ng nr B exp (—2/ « dr), (2.2)
0
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The optical Doppler effect

The received light can be shifted in frequency due to the optical Doppler effect. If scattering
centers (molecules and aerosols in the air) and the receiver are moving with respect to each
other with a velocity u (equal to the mean wind speed), and if the light emitted by the
transmitter has a wavelength A\, the Doppler shift can be calculated by

2u cos (1)
A
whereby 1 is the angle between the wind direction and the line-of-sight of the laser beam

for monostatic conditions, and w - cos (1) is the radial wind velocity w, (Henderson et al.,
2005).

AZ/D = (23)

2.2 Doppler wind lidar

The term “lidar” stems from (“LIght Detection And Ranging”). It is nowadays often used
synonymously for laser radar (“ladar”). Doppler wind lidars (DWL) are a subcategory of
lidars used for wind speed measurements, whereby the radial wind speed u, is deduced
from a Doppler shift measurement of light scattered back from molecules and aerosols
(Henderson et al., 2005; Werner, 2005). In the following the working principles of the
two fundamental types of DWL, so-called “coherent” detection DWLs and “incoherent”
direct-detection DWLs are summarized.

2.2.1 Coherent technique

The working principle is shown schematically in Fig. 2.3(a). In coherent DWL-systems
with heterodyne detection both the return signal (scattered by aerosols) and the pulsed or
continuous laser transmitter (LT) are optically mixed with a local oscillator (LO) with fixed
offset frequency vofser (offset locked with a phase lock loop (PLL)) and imaged onto high-
speed detectors at the atmospheric signal output (DA) and the reference output (DR). The
higher frequency component (carrier frequency) is the known fixed offset frequency v,y rser.
The pulse-to-pulse frequency jitter component of v,¢ ¢ between LT and LO is determined
from detector DR. The Doppler shift of the moving particles Avyeros0r 18 determined from
the lower frequency (RF) component (envelope) of the sinusoidally modulated signal, i.e.,
from the mean frequency of the resulting beat frequency spectrum (vpe.) of the signal
compared to the reference. The spectra are obtained e.g. by a fast Fourier transform (FFT).
The axial wind speed component u,.(R) is then inferred from Avgeros0. The spectral width
can be used to get information on the turbulence o, (R), ofter called Doppler spectral
width (DSW) (see, e.g., Smalikho et al. (2005)). The laser frequency Vs, is typically at
1.5 pym to 1.6 pm, 2 pm, and 10.6 pm depending on the laser technology, because in the
infrared the ratio of the aerosol to the molecular backscatter coefficient is adequate.
Besides this down-conversion from the optical band (THz) to the RF band (MHz), the
optical mixing amplifies the signal (heterodyning gain). This allows for near-quantum lim-
ited efficiency and for long-range detection of wind speeds in atmospheric regions containing
aerosols, which is in general guaranteed at low and medium flight levels and near- to mid-
range distances (ten to hundreds of meters). At higher altitudes, e.g., typical cruise flight
level of 30 kft to 40 kft, the carrier-to-noise ratio (CNR) decreases due to lower particle
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Figure 2.3: (a) Principle of coherent Doppler wind lidar (DWL) technique, (b) Commercial coherent
detection DWL system (“Windcube® 200S”) used for reference measurements in this work.

densities (see section 2.1.1), reducing the precision of Doppler shift (Avgeros0) determina-
tion and the maximum range R,,... The CNR is the height of the spectral peak above the
shot noise floor in the spectral domain, or simply the ratio of the mean squared heterodyne
signal photocurrent < 3 > to the receiver noise current (i2) in the temporal domain. An
adequate concentration of aerosols is necessary, because the mixing requires high temporal
coherence of the return signal, i.e., a small spectral width of the signal (see section 2.1.1),
and a narrow bandwidth (few MHz) of the laser. Furthermore, high transverse (spatial)
coherence is required for an optimum mixing efficiency, which can be ensured by reducing
the illuminated area of the target as much as possible (focusing the laser beam at the mean
measurement distance), rendering the speckle grain size at the receiver as large as possible
(application of the Van Cittert-Zernike theorem, see also appendix C.1). The interested
reader finds more information for example in Banakh and Smalikho (2013) and Henderson
et al. (2005).

In this work a commercial coherent detection DWL-system “Windcube® 200S” by Leo-
sphere (developed in cooperation with ONERA) (Fig. 2.3(b)) is used as reference instru-
ment. It operates at 1.54nm with an internal laser power of 5 W, and a pulse width of
100 ns. It has a minimum accumulation time of 0.5 s, a range resolution of 25 m, a nominal
range of 40 m to 6000 m, and is specified with a radial wind speed accuracy of <0.5 m/s
(no details on range-dependence and on atmospheric conditions are provided), within a
radial wind speed range of -30 m/s to 30 m/s (Leosphere, 2016).

2.2.2 Direct-detection

The direct-detection techniques are all those DWL methods, where the Doppler shift is
determined via direct spectral analysis, i.e., the Doppler shift is determined from the
amount of light transmitted through filters of a spectral analyzer. The spectral analyzer is
in general an interferometer (e.g., Fabry-Pérot, Fizeau, Michelson, or Mach-Zehnder). An
overview of various direct-detection techniques is shown in Fig. 2.4. If laser wavelengths
below 1 pm (in the visible and ultra-violet) are used, the molecular backscattering signal is
strong, and wind speeds can be measured based on pure molecular backscattering signals,
aerosol signals or a combination of these two.

The most popular frequency analyzer is the Fabry-Pérot interferometer (FPI), mainly
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Figure 2.4: Concept of a Direct-detection receiver with different spectral analyzers / interferometers
(Fabry-Pérot, Fizeau, Michelson, Mach-Zehnder) used in two-/ multiple filter and fringe-
imaging methods.

due to the relative ease of fabrication. A Fabry-Pérot etalon consists of two plan-parallel
mirrors of reflectance R at distance h,. Two types of methods can be distinguished: two-/
multiple-filters and fringe-imaging.

The two-filter or double-edge technique (DE) is based on two Fabry-Pérot interferometers
with different optical path lengths (h,, and hgy,) that determine the frequency of maximum
transmission. The frequency-dependent transmission function of an FPI is periodic over
the free spectral range (F'SR = ¢/(2h,)) and Airy-shaped due to multiple interference (for
details on etalon theory see, e.g., Hernandez (1986); Vaughan (1989)). The Doppler shift
is determined by the ratio of transmission through these filters. The transmission through
the filters strongly depends on the shape of the light scattering spectra as the instrument
function is a convolution with the spectrum of the backscattered light (see section 2.1.1).
That is why this method requires the knowledge of H, T, p, and Ry.

ADM Aecolus (Durand et al., 2005) and its airborne demonstrator (A2D) (Luz et al.,
2018) are very prominent examples of the application of the double-edge technique. The
Atmospheric Dynamics Mission ADM Aeolus is an ESA mission launched on August 22,
2018, with the aim of measuring altitude profiles of horizontal wind speeds from ground
to stratosphere during a period of three years, in order to improve weather and climate
predictions.

There is also a double-edge technique which consists of a single-channel all-fiber FPI,
and a dual frequency laser pulse, positioned at the rising and falling edges of this channel
(Shangguan et al., 2017). This concept could reduce complications caused by manufactur-
ing requirements, precise alignment and environmental influences, when using a free-space
FPL

In practice, the required separation of the molecular and aerosol channels, e.g., used in
the ALADIN instrument of ADM Aeolus (Durand et al., 2005), can only be circumvented
by the use of multiple filters (MF) or of the fringe-imaging technique (FI).

The principle of fringe-imaging relies on the imaging of the interference pattern of an
interferometer on a position-sensitive detector array. The frequency shift between a laser
reference and an atmospheric Doppler-shifted signal can be determined from the difference
of the spatial irradiance distributions on the detector channels.

A distinction can be made between multi-wave and two-wave interference. The most
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common multi-wave interferometer is the Fabry-Pérot interferometer (FIFPI). When prop-
erly illuminated with divergent light, the produced interference fringes are rings. In this
way every frequency component has a unique radial position within the annular fringe
pattern imaged on a 2D detector. The rings radii change as the light is Doppler shifted.
Here again the irradiance distribution on the detector (instrument function) is the convo-
lution of the backscattering spectrum with the Airy-shaped transmission function of the
FPI etalon. From the change of the shape of the instrument function, it is theoretically
possible to infer the coupled parameters temperature 7', and the particle back-scattering
ratio (Rp) (Cézard, 2008). It is a general feature of all cited fringe imaging techniques,
that no knowledge of the particle backscattering ratio R, is required for the determination
of the Doppler shift induced change in position of the interference fringe. The FIFPI was
the method of choice both in the AWIATOR project (Schmitt et al., 2007) and the Green-
Wake project (Rees, 2014), which both aimed at detecting turbulence and wake-vortices
(for details see section 2.4).

Another FI technique, which theoretically allows likewise the simultaneous determination
of u., T, and R, (see, e.g., Witschas et al. (2016)), is the Fizeau fringe-imaging technique
(FIFI). The Fizeau is a modified FPI with inclined mirrors, such that a linear fringe
with a deformed Airy shape is obtained, which can be optimized choosing proper system
parameters (McKay, 2002). In ADM Aeolus a FIFT is used in the aerosol channel ( Paffrath,
2006). The advantage of the linear fringe is, that it can be imaged relatively easy onto
fast, linear detector arrays. A major disadvantage is the strong sensitivity of the fringe
shape on the incidence angle (see, e.g., Novak et al. (2011)) as well as contrast loss with
extended, high étendue sources (see also appendix C.5).

The field-widening compensation necessary for high étendue sources can be achieved with
two-wave interferometers, namely with the Mach-Zehnder interferometer and the Michelson
interferometer. Compensation can be achieved with a glass plate (CP) inside one of the
arms (as described as early as in 1941 (Hansen, 1941), see appendix C.6, Hilliard and
Shepherd (1966)).

Liu and Kobayashi (1996) proposed to use a Mach-Zehnder interferometer in a direct-
detection DWL, using a two-channel differential discrimination method (DMZ), similar to
the DE technique using the FPI, only that the transmission function is cosine-shaped. An
all-fiber two-channel Mach-Zehnder frequency discriminator for an aerosol Doppler wind
lidar was verified, recently (Wang et al., 2017). The DMZ-method requires, however, like
the DE-method a knowledge of R, and T

Bruneau considered a four-channel-based free-space version (QMZ) with polarization
multiplexing achieved by using a quarter-wave plate (QWP) and polarizing beamsplitters
(PBS) (Bruneau, 2001), and an equivalent field-widened fringe-imaging Mach-Zehnder in-
terferometer with inclined mirrors (FIMZ) (Bruneau, 2002), both optimized for Rayleigh
scattering, but applicable without knowledge of any particle backscattering ratio Ry.
Bruneau and Pelon (2003) showed that the concept can be used to measure wind speeds.
An application of this principle is the Optical Autocovariance Wind Lidar (OAWL) (see
Grund et al. (2009); Tucker et al. (2018)), with a different field-widening approach, using
cat’s-eye mirrors.

Multiple filters can be created with a Michelson interferometer, as well. Schwiesow
and Mayer (1995) presented a concept of a modified Michelson interferometer with either
a three stepped mirror or polarization division with quarter-wave plates to measure the
autocovariance function at three points for wind speed measurements.
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Cézard (2008) considered a dual fringe-imaging Michelson interferometer (FIMI) technique
with inclined mirrors for the measurement of the wind speed and of other air parameters
(temperature, scattering ratio, density) (Cézard et al., 2009a). In case of the FIMI, a quasi-
linear, cosine-shaped fringe is obtained, due to an angle of inclination 6 between its two
mirrors. When the frequency of the incident light is Doppler-shifted, the Fourier transform
of the signal power spectrum, i.e., the autocorrelation (produced by the FIMI) is shifted
in phase, being observable as a positional shift of the fringe (Cézard et al., 2009b). The
fundamentals of this technique are detailed in section 3.3.2.

lodine-vapor (incoherent) Doppler wind lidars using absorption bands of iodine, instead
of an interferometer, as (edge) filters (Liu et al., 1997) are used for ground-based measure-
ments of atmospheric wind speeds at day and night (see, e.g., Liu et al. (2007)), and are
limited to a laser wavelength of 532 nm.

Direct-detection techniques in general do not require accurate wavefront-matching and
allow for large-aperture receivers, which are often complex in design and continuously nec-
essary calibration (Henderson et al., 2005). Furthermore direct-detection can be performed
in the UV, with low-noise high gain PMTs, APDs or cooled CCDs being available. Back-
ground light noise is reduced in the UV compared to the IR. The solar background is in
general blocked using a narrow-band filter (NBF). Most importantly direct-detection tech-
niques can be designed to work with pure molecular backscattering signals. An in-detail
comparison of the presented techniques is provided in section 3.2.

Section 2.4 provides an overview of the history of the usage of coherent and direct-
detection Doppler wind lidars for the detection of wake vortices and turbulence.

2.3 Mitigation of atmospheric disturbances for
fixed-wing aircraft

2.3.1 Wake vortices

Wake vortices are the unavoidable companions of the lift generated by the finite wings of
an aircraft. Lift is generated when there is a pressure difference between the upper and
the lower side of the wing.

The circulation I' (bound vortex) cannot abruptly end at the wing tips, but forms tow
tip or trailing (free) vortices in the wake of the wing (see, e.g., Kundu and Cohen (2004),
Ginevsky and Zhelannikov (2009)). This principle of wake vortex production is shown
schematically in Fig. 2.5(a).

A wake vortex evolves in three stages: Wake formation, a stable phase, and vortex decay.
Formation occurs up to between 15 and 20 wing spans behind the aircraft. In the stable
zone, which stretches up to 150 wing spans, depending on the atmospheric conditions, two
approximately straight vortex tubes are formed.

Vertical velocity profiles of two-dimensional wake vortex flow fields perpendicular to the
tubes can be generated with a number of simple analytical models (e.g., Burnham and

Hallock (1982), where b = @, whereby r is the distance from the vortex core and r. is
the core radius). Similar profiles as shown in Fig. 2.5(b) are obtained, with different peak
velocities depending on the model used (overview provided by Gerz et al. (2002), e.g.).
The induced vertical velocity w = % forces the wake vortex downwards. Typical descent
speeds of commercial aircraft are within a range of 1 m/s to 2 m/s with the wake vortices
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Figure 2.5: (a) Circulation of a wing and its wake (based on Kundu and Cohen (2004)). (b) Schematic
vertical velocity profile of a wake vortex pair with a typical induced vertical velocity w and
a vortex separation b (based on Holzdpfel (2005)).

sinking downwards several hundred meters (Holzapfel, 2005).

At longer ranges the vortex tubes loose their straight form and break down, whereby
vortex rings (induced by Crow Instabilities (Crow, 1970)) can be formed under certain
atmospheric conditions (Crow and Bate, 1976) before break-down in an unstructured way.
The first phase (diffusion decay) is due to internal diffusion and stretching of the wake vor-
tices. The second phase (rapid decay) is influenced by temperature stratification, which
induces a rebound of the wake vortex back to flight level, and by turbulent friction pro-
cesses. Higher magnitudes of stratification and turbulence enforce earlier decay and a faster
decrease of circulation (Holzdpfel, 2003).

Interaction of a following aircraft with the wake vortex may result in increased structural
dynamic loads, in a loss of altitude or climb rate, or in an increase of the bank angle,
which may induce a rolling motion and a loss of control of the aircraft (aircraft-induced
“turbulence”) (Sharman, 2016).

2.3.2 Clear-air turbulence and gusts

There are various types of natural turbulence that may affect an aircraft. Natural sources
are convection in clouds (CIT), including storms and thunderstorms, and at low-level,
convection and strong winds influenced by the terrain (LLT) (Sharman, 2016).

Clear-air turbulence (CAT) is all turbulence, which cannot be associated with visible
convection, e.g., due to convection in clear-air (near-cloud turbulence - NCT, e.g., Lane
et al. (2012)). The main energy sources are vertical wind shear produced by jet streams and
atmospheric gravity waves ( Vinnichenko, 1980), this includes mountain wave turbulence
(MWT), i.e., gravity wave breaking giving rise to turbulence above and behind mountains
in stably stratified flow (see, e.g., Strauss et al. (2015)). CAT typically occurs in the upper
troposphere and lower stratosphere (UTLS).

CAT like any turbulence is inherently three-dimensional, nonlinear, non-isotropic, and
decays, accompanied by an energy cascade, which redistributes its spatial scales. Assuming
homogeneity and isotropy, Kolmogorov’s 5/3-law (K41) (Kolmogorov, 1941) and the von
Karmén spectrum ( Von Kdrmdn, 1948), and other models provide spectral representations
of the inertial subrange (domain of pure energy transfer) and of extended spatial scale
regimes, linking them to the energy or eddy dissipation rate (¢), which is a measure of the
intensity of turbulence experienced by an aircraft (Sharman, 2016).
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The energy dissipation rate (€) may be predicted by numerical weather prediction fore-
casts (e.g., Frehlich and Sharman (2004)).

An aircraft’s transfer function (acceleration over vertical velocity w as a function of
spatial scales) may be computed, which shows, that a typical aircraft may be affected by
turbulent interaction mainly in the inertial subrange.

Fig. 2.6(a) shows a von Kdrmdn spectrum with k=% dependence within the inertial
subrange, and contains exemplary transfer functions of a transport aircraft (Vrancken,
2018) based on calculations by Cornman et al. (1995).
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Figure 2.6: (a) Von Kdrmén spectrum with Kolmogorov’s 5/3-law dependency within the inertial sub-
range and aircraft transfer functions for different loads calculated by Cornman et al. (1995)
(Vrancken, 2018). (b) Typical gust profile and 1-cosine idealization (Hoblit, 1988).

Fig. 2.6(b) provides a typical velocity profile of a gust. Often simplified models such as
the shown 1-cosine model are used to describe “single” gusts.

For an aircraft flying at high speed the main effect of clear-air turbulence and of gusts
is lift (felt as a “bumpyness”), while axial and sideways drag are often neglectable. The
effect of this turbulent lift is nearly ten times higher than the effect due to a change of the
apparent airspeed (Hoblit, 1988), and increases with altitude and airspeed.

The ICAO classifies clear-air turbulence (CAT) into “Light” (EDR = [0.1,0.4] m*/3s71),
“Moderate” (EDR = [0.4,0.7) m*?s™1), and “Severe” (EDR > 0.7 m*/3s!) according
to EDR = €'/3 (ICAO, 2010).

EDR can also be directly linked to the CAT vertical velocity fluctuations (see, e.g.,
Cornman et al. (1995); Weinstock (1981)). CAT and gusts may induce increased structural
dynamic loads on the aircraft, and may cause passenger discomfort and anxiety.

2.3.3 Impact alleviation control of wake vortices and gusts

In the following, concepts are recounted, which make use of theoretical DWL measurements
to define control commands to minimize the impact of disturbances caused by wake vortices
and gusts.

A typical impact alleviation (forward-feedback) control workflow for wake vortices and
CAT / gusts is shown in Fig. 2.7.

The concept was first implemented for wake vortices by Fischenberg (2013), and fully-
integrated developed by FEhlers et al. (2015) (Online Wake IDentification and Impact Al-
leviation - OWIDIA). Recently, an approach applying the same concept for gusts was
published by Fezans and Joos (2017) (Gust Load Alleviation using REmote WInd SEnsors
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Figure 2.7: Workflow of wake vortex and gust impact alleviation control (based on Fezans et al. (2017)).

- GLAREWISE). The three main steps are lidar sensor measurements, identification of the
disturbance, and impact alleviation.

The measurement step entails a Doppler wind lidar (fundamentals in section 2.2) to
sample the wind field in short distance in front of the aircraft by scanned line-of-sight
(LoS) wind speed measurements.

In the identification step, the missing information of wind field components perpendicular
to the LoS and of all wind field components at further positions, is reconstructed, based
on an algorithm, which identifies a certain disturbance model (i.e., Burnham-Hallock in
case of wake-vortices, see section 2.3.1) from the measured, disturbance-induced wind field
components (Ehlers et al., 2015). In case of gusts a mesh-based free-form wind field model
is used (Fezans et al., 2017).

The parameters of the models are estimated by minimizing a cost function, which com-
pares the “measured” (estimated) with the simulated LoS velocities (e.g., based on Large
Eddy Simulations (LES) (Schwithal, 2017)). The default or preconditioned initial param-
eters are optimized using a Maximum-Likelihood approach or gradient methods, provided
that the measured LoS velocities let await a disturbance (“activation criterion”). The final
parameters undergo a plausibility check.

In the third step, the reconstructed disturbances (i.e., vertical velocity profiles) are passed
to client systems and are combined with additional data provided by the Air Data Inertial
Reference Unit (ADIRU), to compute wing load profiles and forces (e.g., lift and rolling
moment) acting on the aircraft. Control commands are computed to compensate for the
turbulence-induced aircraft reaction.

Schwithal and colleagues used simulations of this OWIDIA system for a sensitivity study
of lidar parameters, in order to estimate optimal parameters of a future lidar (Fhlers and
Fezans, 2015), which may ensure optimal wake impact alleviation performance. The results
of this study (Schwithal, 2017), and its assumptions on the lidar, are summarized at the
beginning of chapter 3.1 and in appendix B.2. These findings are temporary, because
many aspects of DWL measurements, e.g., noise behavior, scanning operation, and spatial
averaging, are simplified and further iterations are required.

2.4 History of wake vortex and turbulence detection
lidars
Today, there are many implementations of Doppler Wind Lidars (DWL), which could

possibly be used for wake vortex and turbulence detection. A distinction is made in the
following between ground-based and airborne measurements.
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Ground-based measurements

Coherent detection Doppler Wind Lidar (C-DWL) systems have been used extensively for
crosswind and wind shear measurements at airports (e.g., at Hong Kong International Air-
port (Chan and Lee, 2012)), as well as for the ground-based detection and characterization
of wake vortices and turbulence.

One of the first measurements of wake wake vortices in Germany, using a C-DWL based
on a cw-COs-laser, date back to 1991, when vortex properties of a large variety of landing
aircraft were studied at Frankfurt/Main Airport (Kdpp, 1994).

Another example is a study of wake vortices of large transport aircraft carried out during
the EC project C-Wake, using cw and pulsed C-DWL at Tarbes airfield (see, e.g., Harris
et al. (2002)). DLR used a pulsed, 2-pm C-DWL working with a Tm:LuAG laser, at a
measurement range of 500 m to 1100 m (Kopp et al., 2004). ONERA and QinetiQ applied
cw-CLs, based on 10-pm-COs-lasers (Kopp et al., 2005).

During the EU project MFLAME (Multifunction Future Laser Atmospheric Measur-
ing Equipment) wake vortices were detected axially with a 2-pm C-DWL in March 2000
at Toulouse airport (Keane et al., 2002). The beam was scanned sinosoidally with mea-
surement ranges between 400 m and 2 km, measuring at 20 range gates of 75 m length
each.

In 2007 a 1.5-pm pulsed fiber C-DWL, developed by ONERA, was used for ground-based
lateral wake vortex measurements of departing aircraft within the EC project CREDOS
(Crosswind - Reduced Separations for Departure Operations) at Frankfurt airport (Dolfi-
Bouteyre et al., 2009a). The lidar was based on a 50 nJ/15 Hz MOPA (Master Oscillator
Power Amplified) laser transmitter. Its maximum measurement range was 400 m.

In FIDELIO, ONERA applied its 1.5-um fiber C-DWL with a 120 1J/12 kHz MOPA
laser and conducted ground-based wake vortex detection up to 1.2 km range at Orly airport
(Dolfi-Bouteyre et al., 2009b).

Furthermore, C-DWL have been regularly used for wind turbine wake measurements,
e.g., using three ground-based, long-range, scanning C-DWLs ( Wildmann et al., 2018).

C-DWL have also been applied to ground-based studies of atmospheric turbulence. The
large probing volume and low temporal resolution of C-DWL, inducing spatial and temporal
averaging of the turbulence, provide major challenges for deducing turbulence information
from raw lidar data (see, e.g., a review of measurements of the last 30 years by Sathe
and Mann (2013)). Because these effects are very hard to correct, lidars have not yet been
accepted for (natural) turbulence measurements. Dors et al. (2011) used a direct-detection
DWL to estimate the eddy dissipation rate € from the radial velocity spectrum, assuming
isotropy, accompanied by ballon-borne thermal probes, with major limitations due to lidar
instrumental noise and range-averaging effects. Alternatively, € could be estimated from
the width of the Doppler spectrum (e.g., Banakh et al. (2010)), the line-of-sight radial
velocity structure function (e.g., Smalikho et al. (2005)), or the radial velocity azimuthal
structure function (e.g., Kristensen et al. (2012)). However, all these techniques more or
less require a combination with an isotropic turbulence model, and are limited by noise,
by the sampling rate, by spatial averaging, and by the requirement of scanning. That is,
evaluation algorithms using only raw lidar data (no turbulence models) would have to be
developed and lidar technology would have to be improved, for the reliable determination
of quantities describing natural turbulence, such as e (Sathe and Mann, 2013).
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Airborne measurements

Airborne measurements of turbulence and wake vortices, using coherent detection lidars
are far more challenging. The major challenge is the lower particle density at high altitude
(see section 2.1), reducing the carrier-to-noise ratio. A wake vortex alleviation or avoidance
system should work with high (= 99.9%) availability, also at cruise flight level. Additional
challenges are the compactness, light-weighted, vibration-save and low maintenance re-
quirements on standardized lidar sensors for this purpose. The development activity of
airborne C-DWL systems and its validation for this purpose, considering above difficulties,
appears to be pursued not fervently enough. Therefore, it is difficult to make predictions
about the availability of airborne C-DWL for high-altitude wind speed measurements.

Nevertheless, a few C-DWL systems for the detection of wake vortices and turbulence
have been developed and have been flown on aircraft.

During the EC project I-Wake (2002-2005) airborne axial wake measurements have been
carried out with a modified MFLAME-lidar (C-DWL) with a maximum measurement range
of 2360 m, using a 2-pm diode-pumped Tm:LuAG laser installed on the NLR Citation II
aircraft (Douzchamps et al., 2009).

During the European AWIATOR (Aircraft Wing with Advanced Technology OpeRation)
project, vertical downward wake vortex measurements were carried out with the DLR 2-
nm C-DWL, installed at the DLR research aircraft Falcon 20, which flew 900 m above the
wake-generating aircraft ATTAS (Rahm et al., 2007).

JAXA (Japan Aerospace Exploration Agency) developed and tested different forward-
looking C-DWL sensors for long-range airborne turbulence measurements. Their C-DWL
systems are fiber-based, pulsed, working at a wavelength of 1.5 pm, and using different
laser transmitters. The measurement range of the first prototype was one nautical mile
(NM). The measurement resolution was 150 m (Kameyama et al., 2007). By increasing
the laser power the range was increased to 3 NM (5.6 km) at low altitude (Inokuchi et al.,
2009). The sensor was installed on the JAXA Beechcraft Model 65 research aircraft, and
measured airspeed at 450 m to 600 m ranges with a standard deviation of 0.63 m/s and
at 900 m to 1050 m with a standard deviation of 0.7 m/s. Increasing the laser power
further allowed to increase maximum measurement range to 5 NM at high cruise flight
altitudes (12,200 m), using a Gulfstream II, and the successful detection of air-turbulence
at an altitude of 3,200 m in 2014, based on the DSW method (Inokuchi et al., 2014). The
system is developed and optimized further (Inokuchi et al., 2016) for measurements at
cruise flight level, several km ahead, during the Boing 2018 ecoDemonstrator program.

These very recent measurements show the high potential of using coherent systems for
turbulence detection at high altitudes. Nevertheless, they do not provide statistics on the
reliability in low particle density regions, and for highly resolved, near-range measurements
with high update rates.

Another example of clear-air turbulence detection at large distances (15 km) are flight
tests undertaken during the EU project DELICAT (DEmonstration of LIdar based Clear
Air Turbulence detection), using a pulsed UV lidar, with a different measurement principle.
The system did not measure LoS wind speeds (like a Doppler wind lidar), but measured
density fluctuations, due to the vertical movement of turbulent air masses ( Vrancken et al.,
2016).

Above systems appear well-suited for a timely warning of turbulence, such that the
turbulent region may be avoided. A different concept is alleviation control (see section
2.3.3, which requires high density measurements of the wind field in close range to the
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aircraft (see section 3.1 and appendix B), and a very high reliability during cruise flight
independent of aerosol concentrations.

These preconditions favor direct-detection DWL systems, which can be designed to work
independently of aerosol concentration, i.e., fringe-imaging and multi-channel based meth-
ods (see section 2.2.2).

The single, and most promising example, is a fringe-imaging Fabry-Pérot based, Rayleigh-
Mie UV DWL, that was flight tested during the AWIATOR project, with main focus on
clear-air turbulence (Schmitt et al., 2007; Rabadan et al., 2010). UV wavelengths favor
molecular backscattering and can be built eye-safe. The direct DWL had one single mea-
surement range of 50 m and a scanner allowing for four LoS measurement directions and
a LoS update rate of 60 Hz (total: 15 Hz). It was installed on a Airbus A340-300 aircraft,
allowing for measurements at cruise altitude (39000 ft) in four directions with a rectan-
gular scan pattern under different atmospheric conditions including clear-air, clouds, and
rain. Standard deviations of 1 to 1.5 m/s of the measured line-of-sight (LoS) velocity were
achieved, verified by true airspeed, and proved the validity of the approach. Presently,
these values are not considered sufficient for wake-vortex alleviation control ((Schwithal,
2017), see appendix B.2).

Another UV-imaging lidar for wake vortex detection, based on a fringe-imaging Fabry-
Pérot interferometer, was developed during the EC project “GreenWake” (2008 — 2012).
The ground-based validation of the developed DWL (Rees, 2014) was a failure, without
proven scientific output. A short description of the system and of its parameters is provided
in appendix B.1.

The failure in validating the “GreenWake”-DWL illustrates the high challenges faced,
when developing a direct-detection DWL. Furthermore, it demonstrates the high efforts
required for the quasi-instantaneous measurement of wind speeds at multiple range gates,
using the fringe-imaging Fabry-Pérot concept with a two-dimensional detector.

These two examples of AWIATOR and GreenWake highlight the necessity for a different
direct-detection Doppler Wind Lidar concept, which allows for the range-resolved, near-
range measurement of radial wind speeds at multiple measurement points at once.
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3 Development of a Doppler wind
lidar receiver

This section describes the development of the DWL receiver starting from its respective re-
quirements for wake vortex and gust alleviation control (section 3.1) over a spectral analyzer
comparison (section 3.2), and method selection (section 3.3). The selected fringe-imaging
Michelson interferometer (FIMI) is described (section 3.3.2), the integrated concept of a
fiber-coupled setup is introduced (section 3.3.1), and a monolithic, field-widened Michelson
(FWFIMI) (section 3.4) is designed. The proposed setup is realized and and its components
are described and characterized (section 3.5).

3.1 Requirements on lidar transmitter and receiver

Requirements for wake vortex alleviation control

For wake vortex alleviation control several requirements on the lidar receiver were defined
during the Green-Wake project (see appendix B.1). Important results of a lidar parame-
ter study for wake vortex alleviation by Schwithal (2017), using the OWIDIA framework
(see 2.3.3) are summarized in appendix B.2. A related technique can be applied for the
alleviation of gusts and turbulences (Fezans et al., 2017).

The lidar system and alleviation control system parameters show complex interdepen-
dencies and have to be studied in a complex simulation framework for optimizing its perfor-
mance (Schwithal, 2017). Nevertheless it is possible to estimate certain key requirements
of the lidar transmitter and receiver necessary for wake alleviation control. These required
ranges of the lidar system parameters are listed in Tab. 3.1.

Table 3.1: Estimated requirements of a lidar sensor for wake vortex alleviation control

Requirement Value

Geometry forward-looking

Scanning directions > 9, 10° vertical, 16° to 40° horizontal
Range ~ 60 m to 150 m or 300 m (near-range)

Longitudinal measurement points > 1
Blur depth / range gate length <30 m

Altitude up to FL400 (> 12100 m)
Range of wind velocity + 25 m/s

LoS velocity accuracy <1lm/s

Total scan update rate 2.5 Hz to 10 Hz

Line-of-sight (LoS) update rate > 45 Hz to 270 Hz (geometry dependent)

These requirements on the lidar sensor should allow adequate reconstruction of the wind
field in the near-range in front of the aircraft, which is necessary for wake vortex and gust
alleviation control.
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Transmitter

The transmitter light beam should be eye-safe and should provide enough backscattered
signal to analyze Doppler shifts range-resolved, with several longitudinal range gates, and
with the required accuracy. These requirements favor pulsed systems.

For direct-detection receivers, the transmitter should provide a high Rayleigh scattering
signal. Ultraviolet (UV) wavelength (\) systems are a good choice, because these can be
designed eye-safe beyond a certain acceptable distance (e.g., Behrendt et al. (2011)), and
because of the Rayleigh scattering scaling with A™* (see, e.g., Miles et al. (2001)).

The power requirement depends on the receiver principle, the required range, and the
signal-to-noise ratio. The according laser power should be of > 2 W order of magnitude
according to direct-detection receiver simulations. Average power, repetition rate, and
pulse energy are interdependent and should be optimized for maximum signal-to-noise
ratio (SNR) and speckle suppression (see section 4.1). The development of an optimum
transmitter depends thus on receiver selection, and is not within the scope of this work.

Receiver

The lidar receiver should fulfill the requirements listed in Tab. 3.1. These are requirements
which favor systems with the capability to detect several longitudinal range gates simul-
taneously. Transceiver arrangements or large telescope field-of-views are thus required for
maximum overlap at all these distances, together with fast detectors. The receiver should
work with the required precision at all altitudes, i.e., for a broad range of air densities and
aerosol concentrations. At last, the receiver should be largely insensitive to sun background
light and to bias, e.g., due to laser beam pointing fluctuations or temperature fluctuations,
which should be minimized or be constant.

Additionally both transmitter and receiver should be compact, light-weight, highly reli-
able, and thermomechanically stable for future airborne implementations.

3.2 Comparison of different coherent and
direct-detection techniques

This section compares several direct-detection DWL receivers and evaluates the question
which requirements of section 3.1 can be fulfilled, respectively. The following comparisons
provide a basis for the decision on the receiver scheme detailed in section 3.3. Parts of this
section are based on Herbst and Vrancken (2016).

Coherent detection

Coherent Doppler Wind Lidars (C-DWL) should work well in near- to mid-range applica-
tions, where despite of low aerosol concentrations, the backscattered signal is high enough
for an adequate carrier-to-noise ratio (CNR). Coherent detection seems to be highly promis-
ing and especially suited for the detection of wake vortices and small scale turbulent struc-
tures in close range (few tens to several hundreds of meters) (Vrancken, 2016), as was
shown by Rahm et al. (2007) and Douzchamps et al. (2009).

A narrow linewidth of the received signal, and therefore backscatter of the laser pulses
by aerosols, is required for coherent detection. However, an argument often used in the
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past is, that a sufficiently high aerosol density is not available in all global regions and at
higher flight levels (30 kft to 40 kft) (e.g., Rabadan et al. (2010), Hirschberger (2013)). This
means, that the maximum range can be limited and higher integration times are needed.

A further limitation is often, that many (airborne) pulsed coherent systems generate long
pulses (typ. > 400 ns), resulting in a relatively poor longitudinal (AR = 75 m (Douzchamps
et al., 2009), AR = 150 m (Inokuchi et al., 2014)) resolution.

In C-DWL systems the accuracy and temporal resolution can be increased by averaging
over n pulses, because SNR o /n. That is why Inokuchi et al. (2014, 2016) optimized
their C-DWL for high altitudes by using high pulse energies (1.9 mJ, 3.3 mJ) and high
repetition rates (4 kHz, 1 kHz), yielding line-of-sight update rates between 1 Hz and 5 Hz.

The development of a coherent airborne lidar system with AR < 30 m and radial wind
speed measurement accuracy of o(u,) < 1 m/s at distances of 50 m to several hundred
meters at cruise flight altitude, with a LoS update rate of 45 Hz to 90 Hz has not been
undertaken yet, but may be achievable.

Direct-detection

Due to the ubiquitous uncertainty of aerosol backscatter availability, we focus on the devel-
opment of a direct-detection UV DWL receiver, which works with pure molecular backscat-
tering signal, and which allows for a high longitudinal resolution down to few meters. As
was shown in section 2.2.2, there exists a great variety of established and proposed direct-
detection DWL techniques, employing different spectral analyzers. Hence, the aim of the
next paragraphs is to compare these techniques and spectral analyzers with respect to their
potential as a wake vortex and gust alleviation control lidar sensor.

1. Theoretical performance

The first criterion used here for comparison is the magnitude of penalty factors for wind
speed measurements with respect to an ideal spectral analyzer (ISA). An ideal spectral
analyzer is constituted of an infinite amount of channels, sampling the spectrum with
Dirac-type transmission functions. Additionally, in an ISA, there is no loss of information,
energy, or spectral content. The Cramér-Rao lower bounds (CRB) are the lowest achievable
standard deviations of an unbiased estimator. The CRB of an ISA for the measurement
of wind speed assuming a pure Rayleigh signal is given by € = ~v/v/2N;sa (derived in
appendix C.2 for the interested reader) with v = /2kgT/m, whereby Njyg4 is the total
number of photoelectrons detected by the spectral analyzer, m is the molecular mass of
air, kp is Boltzmann’s constant, and 7' is the absolute atmospheric temperature.

A “real-world” physical (unbiased) spectral analyzer (like a fringe-imaging Michelson
interferometer (FIMI)) mixes the photons spatially and spectrally and therefore under-
performs compared to the ISA. Tab. C.1 in appendix C.3 lists penalty factors for various
DWL techniques, which vary between 1.7 (dual channel Mach-Zehnder) and 4.4 (Dual
fringe-imaging Michelson). Coherent lidars yield penalty factors above two due to speckle
(as detailed in appendix C.4). In total these are similar orders of magnitude, such that the
penalty factors with respect to an ISA are not considered decisive for method selection.
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2. Measurement geometry and angular performance

Another criterion is the applicability in fiber-coupled setups. Fiber coupled setups have the
advantage that biases due to laser beam tilt can be reduced by means of optical scrambling
in multimode fibers (see sections 3.5.5 and 4.3). Relatively large-core multimode fibers are
required if the measurement range shall be in the near-range (50 m to several hundred me-
ters), because this near-range detection results in relatively large, range-dependent angular
distributions. Raytracing simulations are performed in the following to estimate the mag-
nitude of these angular distributions. Thereafter, the effect of these angular distributions
on fringe-imaging Fabry-Pérot, Fizeau, and Michelson interferometers is evaluated.

A monostatic, coaxial, free-beam setup is considered, where laser beam, telescope, in-
terferometer and detector are on the same optical axis. In this case, the range dependence
manifests mainly in a varying angular distribution and width of the illumination, due to
the shift of the focus of the telescope.

This front-end receiver including an exemplary Newtonian telescope (15 cm diameter,
focal length of 0.75 m) and lenses to collimate and couple the light into a multimode fiber.
The front-end receiver is modeled with sequential raytracing using raytracing software
(ZEMAX) (see appendix D.1 for a detailed description).

A graphical representation of the front-end receiver model is shown in Fig. 3.1(a). We
assume a coaxial arrangement of the laser beam with divergence © of 150prad and a
collimated laser beam diameter (2wg) of 13 mm at a range R = 0. The values of © and wy
are not decisive for the outcome of the simulation.
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Figure 3.1: (a) Ray-tracing layout of a Newton telescope with three point sources (1, 2, 3) at distance
R and planes a, b, and c¢. (b) Marginal ray angles as a function of R without tilt (§ = 0,
green) and with a tilt of the laser beam (6 = 0.1 mrad, blue) at position b. (c¢) Angular
sensitivity of fringe shapes of a fringe-imaging Fizeau interferometer and of a fringe-imaging
Michelson interferometer, the latter with and without field widening for collimated light and
incidence angle distributions of pg = [-20, 20] mrad (flat-top). For better visibility, the
fringes for angular distributed light have been shifted in the x-direction. (d) Illumination
beam diameter as a function of distance R for different distances dp.

The maximum angles p’ (marginal ray angle) of the angular distribution are evaluated
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as a function of distance R, at position b (for the three point sources in Fig. 3.1(a), 1:
dashed, 2: continuous and 3: dotted line) and are shown in Fig. 3.1(b).

The angular distribution is range-dependent and varies for this configuration between
+2 mrad and 17 mrad (green lines in Fig. 3.1(b)). Minimum marginal angles are obtained
for R = 90 m, because the position of lens L3 is set for quasi-collimation at this distance.
At R = 50 m the angular distribution is £12 mrad, i.e., within the interval [—12, 12] mrad.

For these angular distributions of the incident light, the fringe shape stability of a fringe-
imaging Fizeau interferometer (FIFI) and a Michelson interferometer (FIMI) with and
without field-widening can be compared exemplarily.

Following the description by Nowvak et al. (2011) for a FIFI, multiple plane waves are
propagated along their propagation vectors. The plane waves are reflected and refracted in
the interferometers. Their phases are recorded and they are superimposed in a plane. The
intensities are summed up along the direction parallel to the linear fringes. In case of the
FIMI the beam splitter is completely omitted. The model is described in appendix C.5.
The obtained interference fringe shapes are shown in Fig. 3.1(c) for a FIFI and for a FIMI
without and with field-widening (FWFIMI, i.e., the optical path length difference is made
largely independent of the angle of incidence, see section 3.4.1) for collimated light and for
light with incidence angles pg of [—20,20] mrad. The illumination diameter d,, is set to
10 mm. The net inclination angle is 17.75 prad, such that one fringe period is imaged. The
FIFT mirrors have exemplary values of reflectivity (R) of 80%, and separation of 7.5 mm.
For the FIMI and FWFIMI optimal parameters described in sections 3.3.2 and 3.4.1 are
used.

In case of the FIFI the fringe shape is strongly dependent on the angular distribution.
The finesse and the contrast decrease rapidly with increasing p’. No fringe can be obtained
for po = [—20,20] mrad. For the uncompensated FIMI the contrast is reduced, while
the cosine shape is preserved. The contrast of the FWFIMI is insensitive to the angular
distribution (purple line in Fig. 3.1(c)). The same results as for the FWFIMI could be
obtained for the field-widened fringe-imaging Mach-Zehnder interferometer (FWFIMZ).

The fringe-imaging Fabry-Pérot interferometer (FIFPI) produces circular fringes instead
of linear fringes. A variation of the angle does not change the instrumental contrast, but
the number of rings (interference maxima). In case of py = [—20, 20] mrad, a wavelength of
355 nm, R = 0.7, and a spacing h, of 6.5 mm eight fringe order are obtained (see Fig. C.5
in appendix C.5, Hirschberger and FEhret (2011)).

The field-widening only compensates the angular distribution, i.e., conserves the instru-
mental contrast, and not the off-set in position or tilt of the illuminating beam. Fluctuating
values of the laser beam pointing (tilt) angle § can be caused by thermomechanical insta-
bilities of the laser transmitter (see section 3.6). In this case (blue lines in Fig. 3.1(b),
9 = 0.1 mrad) the angular distribution gets an offset of - d = 1.32 mrad, where = is the
angular magnification of the telescope.

The range-dependence of the illumination manifests in a varying beam diameter d,,
(Fig. 3.1(d) and angular distribution, see appendix D.1), which could be accounted for by
range-dependent calibration. A configuration with two lenses to image the focal plane of
the collimating lens on the entrance of the FIMI, would minimize this range dependence
(i.e., dy = 0 in Fig. 3.1(d)), however this free-beam setup provides no compensation for
biases induced by shifts of the illumination due to laser beam tilt fluctuations.

The actual shift of the illumination on the detector depends on the imaging optics
used (e.g., appendix D.1). Such a shift of the illumination will introduce an error on the
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determined wind speed. The tilt § results in a lateral shift at the position of the focus of
the telescope primary mirror (a) and after the collimating lens (b in Fig. 3.1(a)). If the
FIMI is positioned in b, the illumination of the FIMI depends on R and 4.

The offset in y-direction at surface b, due to the tilt J, is tan (yd)d,, where d, is the
distance between the focal plane of the collimating lens and surface b. The interference
fringe is displaced on the detector by at least Ay, = tan (v9)(dp+d, ), here d, is the distance
between the entrance of the FIMI and the detector. Physical geometry constraints of the
setup (see appendix D.3) impede small values of d,. Assuming one fringe period is imaged
(N, = 1) with d,, = 10 mm, d, = 200 mm, and d, = 140 mm according to eq. 3.1 and
eq. 3.3 of section 3.3.2, a tilt of § = 1 prad causes an estimated positional fringe shift Ay, of
4.5 nm on the detector. The values of dp, d. and d,, can be slightly different in a real setup.
Anticipating that the phase sensitivity S defined in section 3.3.2 is 3.3 mrad/(m/s) for an
FSR of 10.7 GHz and a wavelength of 355 nm, we see that a wind speed of 1 m/s gives a
shift of 1/1900 of the imaged fringe period width d,,. Comparing this to the y,=1/2228-d,,,
a bias of 0.9 m/s is estimated. Two lenses of equal focal length f at distance 2f can be used
to image the focal plane of the collimating lens on the entrance of the FIMI (i.e., d, = 0).
In this case the estimated bias for § = 1prad is 0.4ms~!. This order of magnitude of
bias could severely degrade measurement performance, as can be seen with respect to the
results and discussion of section 4.

A way to reduce the range dependence of d,, and the influence due to laser beam tilt
fluctuations is the already mentioned fiber-coupled setup. The effectiveness of the sup-
pression of this spatial (angular) information, is called “scrambling”, and depends on the
type of multimode fiber being used (e.g., its core shape, see section 3.5.5). In case of per-
fect scrambling solely the fiber core diameter determines the angular distribution of the
light in the far-field behind the fiber, e.g., po = [—21, 21] mrad in case of a quadratic-core
fiber diameter of 600 pum (see eq. C.35 in appendix C.5). Accordingly, a field-widening
compensation is necessary in the fiber-coupled case, as well.

3. General comparison of direct-detection techniques

The two-filter based techniques, Double-edge Fabry-Pérot (DFP) and Dual-channel Mach-
Zehnder (DMZ) have good theoretical performances, but they are sensitive to the Rayleigh-
Mie backscattering ratio (R,, see Fig. 2.1) and require inversion of the lidar signal to correct
this (Bruneau, 2001).

The fringe-imaging Fabry-Pérot technique (FIFPI) is complicated by the evaluation of
circular fringe patterns (Hirschberger and Ehret, 2011) or the complexities of circle-to-line
converters (Wu et al., 1994). In case of averaging over 20 circular noisy fringe patterns
imaged on 2D CCD detector with 960 x 780 Pixels, it has been shown by simulations, that
for a measurement distance of 56 m, and a range gate length of 10 m, the bias and standard
deviation of the LoS wind speed component is about 2 m/s (Hirschberger and Ehret, 2011).
For an unknown, fluctuation center of the rings, caused in reality by laser beam pointing
fluctuations, Hirschberger and Ehret (2011) obtained biases < 7 m/s, and according values
of o(u,) of & 3 m/s. Hirschberger (2013) concludes that these measurement accuracies
are not high enough, and that the evaluation takes too long for real-time measurements.
Furthermore, the 2D interference pattern prohibits multiple quasi-simultaneous measure-
ment points along the LoS. A fast gated, intensified CDD (=~ 180 ns long gate, frame rate:
60 Hz) is required to reduce the range gate length to 30 m (Rabadan et al., 2010), and
multiple CCD detectors are needed for multiple longitudinal measurement points (such as
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in the Green-Wake DWL (Rees, 2014)).

The fringe-imaging Fizeau interferometer (FIFI) provides linear fringes, allowing for the
use of fast, linear, UV-sensitive detectors, and thus for multiple measurement points along
the LoS. However, the fringe shape is very sensitive to the incident angular distribution
(see Fig. C.7 in appendix C.5, or, e.g., McKay (2002)) and does require collimated light
(see Fig. 3.1(c)), what impedes range-dependent measurements in the near-range (50 m to
300 m).

This is not the case with field-widened Michelson and Mach-Zehnder interferometers.
The QMZ and FIMZ techniques have very low penalty factors and do not require knowledge
of the scattering ratio. The penalty factor for the FIMI is v/2 to two times the penalty
factor for the FIMZ (see Tab. C.1). The first 4/2 factor arises because half of the light is
back-reflected (see factor F, eq. 3.3). An additional /2 factor occurs if the interferometer
is designed for a single linear polarization. The light guided through a multimode fiber is
depolarized. The light has to be polarized prior to illuminating the interferometer, whereby
half of the signal goes astray.

The FPI transmits a fraction (1 — R)/(1+ R) of solar background light in comparison to
0.5 and 1.0 in case of the FIMI and the FIMZ. Solar background radiance can however be
reduced by an additional narrow-band transmissive filter, i.e., an interference filter (e.g.,
an FPI etalon).

The reduction of laser-telescope misalignment biases favors a fiber-coupled setup with
optical scrambling, which also simplifies range-resolved detection, due to more similar
range-dependent angular distributions.

Possible candidates are thus the FIMI, the FIMZ and the QMZ, which may all be field-
widened, and which do not require knowledge of the particle backscattering ratio Rj.

The QMZ (Bruneau et al. (2013, 2015)) and its close derivate the optical autocovariance
lidar (OAWL) (Hardesty et al., 2018) have already been flight-tested and are rather estab-
lished techniques (considered for space missions ( Tucker et al., 2016; Mariscal et al., 2018)),
while the FIMI and the FIMZ, have not yet been applied for airborne DWL measurements.

The fringe-imaging Michelson interferometer (FIMI) is a simpler special case of the
FIMZ (as shown theoretically by Bennett and Kahl (1953)), because only one beamsplitter
and one linear detector are required instead of two each for the FIMZ. This reduction of
complexity leads us to see the FIMI as a well-suited alternative.

Furthermore, the manufacturing of monolithic, field-widened Michelson interferometers
(FWFIMI) is an established technique (see, e.g., the solid wide-field Michelson (SWEFM)
interferometer (7Title and Ramsey, 1980)) and companies such as LightMachinery Inc.,
Canada are specialized in their manufacture (see, e.g., Liu et al. (2012)).

For these reasons a fiber-coupled, monolithic, field-widened, fringe-imaging Michelson
interferometer (with inclined mirrors) (FWFIMI) is selected as spectral analyzer for the
receiver (Herbst and Vrancken, 2016). The complete receiver concept is described in the
next section.

3.3 Selected receiver principle

This chapter presents the selected fiber-coupled receiver concept (section 3.3.1) and ex-
plains fundamentals of the fringe-imaging Michelson interferometer as a spectral analyzer
(section 3.3.2). Within this chapter content of Herbst and Vrancken (2016) is used.
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3.3.1 Receiver overview: FWFIMI with fiber-coupled
illumination

The DWL receiver concept is depicted in Fig. 3.2. The Doppler wind lidar (DWL) con-
sists of the laser transmitter, the front-end part of the receiver, the back-end part of the
receiver, and fiber components linking front-end and back-end. The front-end part serves
for collecting the backscattered light, sun-filtering, and fiber coupling. The back-end part
is dedicated to the spectral analysis. The laser transmitter is the WALES/DELICAT
transmitter (described in section 3.6).

The receiver front-end consists of a Newtonian telescope, a lens to collimate the received
light and a mirror to guide the light towards the narrow-band filter (IF) for blocking
sunlight. The light is then reflected by a polarizing beamsplitter cube (PBSC) and coupled
into the (scrambling) fiber components. A small part of the transmitter light (reference) is
delayed by guiding it through another multimode fiber and is combined through the same
PBSC into the same fiber components (1. option) or with a 3:1 coupler (2. option).

Newton telescope Front-end Back-end
signal  40°C+ 10 mK/ min |
3:1 scrambling
housing
- signal processing
PBSC . H
window
(]
o monolithic //
polarization Michelson —
se interferometer [ ]
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Figure 3.2: Receiver and DWL concept setup comprised of laser transmitter, receiver front-end, receiver
back-end, and fiber components. Its realization can be seen in section 3.5.3 (receiver) and
section 3.6 (transmitter) (modified figure of Herbst and Vrancken (2016)).

A large-core, multimode “scrambling” fiber with a quadratic core with a diameter (edge
length) of 600 pm provides several advantages compare to free-beam illumination.

1. The fiber acts as a field aperture, limiting the FOV of the telescope. Larger core sizes
provide larger field-of-views and therefore a larger region of full overlap (see appendix D.1),
which is needed for range-resolved measurements in the near-range (50 m) up to several
hundred meters distance. 2. A larger core size leads to a higher detector size to speckle
grain size ratio (see appendix G), which facilitates more effective spatial averaging of speckle
noise (see section 3.5.4) compared to a free-beam illumination (atmospheric speckle, see
appendix C.1). A small vibration motor (VM) can be used to vibrate the “scrambling”
fiber for (additional) temporal speckle reduction (see section 3.5.4). 3. The fiber provides
optical scrambling, whereby quadratic fibers provide a higher degree of scrambling (than
circular shapes, see section 3.5.5) and the near-field is shaped quadratically, which simplifies
imaging on rectangular detectors (see section 3.5.3).

On the other hand, a larger core-size requires a higher degree of field-widening of the
spectral analyzer located behind the fiber, because even if the light is quasi-collimated after
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the fiber the maximum angle of the angular distribution in the far-field (see eq. C.35) is
significantly to high for uncompensated (Michelson) interferometers, such that the instru-
mental contrast is effectively zero (see Fig. 3.1 and see appendix C.6, Fig. C.15).

Therefore, the spectral analyzer of the receiver back-end is laid out as a field-widened,
fringe-imaging Michelson interferometer (FWFIMI). The mirrors of the Michelson interfer-
ometer are inclined in x-direction (see Fig. 3.2) in order to provide a quasi-cosine shaped
linear fringe varying along the x-axis. The light from the multimode fiber may then be ei-
ther quasi-collimated (far-field illumination) or the image of the fiber-end is imaged through
the Michelson interferometer on the detector (near-field illumination, see section 3.5.3) by
shifting the lens accordingly behind the fiber. The light is guided through another PBSC,
and the s-polarized half of the unpolarized light, resulting from the propagation in the
MM-fiber, is guided towards the FWFIMI. The other p-polarized part is imaged onto a
single PMT for power measurements for the purpose of calibration and alignment (over-
lap). Thus, the depolarization of the light in the MM-fiber is the major disadvantage
of using MM-fibers, especially if the coating of the (cubic) beamsplitter of the FWFIMI
requires perfect s-polarization (see section 3.4.3). The distance between the PBSC and
the FWFIMI is selected such that the aperture diameter of the illumination (dium) is
approximately 10 mm.

The FWFIMI with inclined mirrors is designed such that exactly one period of the
vertically (quasi s-) oriented linear fringe can be imaged with the help of imaging optics
(i.e., a biconvex lens and a cylindrical lens) onto the linear photomultiplier tube array
(PMTA). Both the atmospheric signal light (blue in Fig. 3.2) and the delayed reference
light (turquoise in Fig. 3.2) produce currents in the twelve selected PMTA channels, which
are converted by the amplifier into voltages (analog detection) and then into digital values
by the analog-to-digital converter (ADC) of the data acquisition (DAQ).

As the radial wind speed u, along the line-of-sight (LoS) of the laser beam changes, the
fringes of reference and signal are shifted in position (Ax) with respect to each other and
the wind speed u,(R) can be determined for different ranges R quasi-simultaneously by
applying a mean-frequency estimator (e.g., a fit) to the respective fringe signals.

Fig. 3.3 shows a sketch of the DWL receiver concept developed in this work, summarizing
several aspects of the above description.

The concept’s performance could optionally be enhanced by a factor of v/2 by employing
the FWFIMI in a 2°-tilted configuration, and by imaging the back-reflected interference
fringe (second channel) on a second linear detector (Herbst and Vrancken, 2016). A ray-
tracing model of this option is shown in appendix D.3. This two-channel option may be
established after the single-channel version (Fig. 3.2) has been validated. Tab. 3.2 lists
important properties of the DWL receiver.

A detailed list of the DWL receiver’s components and their efficiencies is provided in
appendix F. The estimated total efficiency of the receiver is 2.7% (Tab. F). A description
of the built-up receiver is provided in section 3.5.3.
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Figure 3.3: Aeronautics Lidar — Doppler Wind Lidar (AEROLI — DWL) receiver concept. The most

important aspect is a compensation for field-angles in the near-range, yielding high instru-
mental contrasts (V' & 1). Therefore, an uncompensated sequential Michelson interferometer
should be replaced by a field-widened, monolithic version providing thermomechanical stabil-
ity. The stability of the illumination provided by suitable fiber components in a fiber-coupled
setup is intended to reduce additional random measurement errors caused by atmospheric
speckle and laser beam pointing fluctuations. A fiber-coupled setup with full overlap in the
near-range, in combination with linear fringes with a high instrumental contrast, and a fast
linear PMTA, allow for range-resolved wind speed measurements in the near-range.

Table 3.2: Important properties of the DWL receiver.

Transmitter (DELICAT)  (see section 3.6)

wavelength AL = 354.84 nm (844.87 THz)

Pulse energy < 8mJ

Repetition rate 100 Hz

Receiver front-end (RFE) (see hardware in section 3.5.3)

Newton telescope D =14 c¢m, f; = 750 mm, Dy = 40 mm
measurement range 50 m to several hundred meters

Sunlight filter, FWHM, T Materion, 0.5 nm at 354.85 nm, T = 88%
Fiber components (see section 3.5.3 and appendix F)

Optical scrambling fiber NA =0.22, L = 10 m, D = 600 pm, quadratic core

Receiver back-end (RBE) (see hardware in section 3.5.3)

FIMI FSR 10.7 GHz (=~ 6.8 - 0Rqy) (see section 3.3.2)
Detector analog, linear PMTA (16 channels, QE ~ 40%)
Efficiency < 2.7% (see appendix F, Tab. F.4)

Range gate length AR ~ 30 m

In the next section, the fringe-imaging Michelson interferometer is discussed as a spectral
analyzer and important design features are concluded from this description. The most
important feature is the free spectral range (FSR) of 10.7 GHz.
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3.3.2 The fringe-imaging Michelson interferometer as a spectral
analyzer

The following description is based on fundamental work carried out by Fortunato (1997),
Bruneau (2002), and Cézard et al. (2009a), who provided descriptions of fringe-imaging in
the FIMI, of the FIMZ, and a feasibility analysis of the FIMI as a DWL, respectively. It
also contains parts of Herbst and Vrancken (2016).

As can be inferred analytically (see appendix C.6), the monochromatic transmission
function (TF) of a Michelson interferometer with inclined (ideally planar) mirrors (along
x, see Fig. C.10(a)) is cosine-shaped, varies in space along the x-axis, and is constant along
the y-direction. The TF can be written as

Ha,0) = F-Ip [l + V cos(6)] = F - Iy {1 +V cos (2”7” (OPDy — 29;5))} RS

where the linear interference fringes of equal thickness are aligned perpendicular to the x-
and parallel to the y-axis. ¢ is the fringe phase and v is the frequency of the monochromatic
light. OPD, is the fixed optical path length difference between the arms. Assuming
dispersion-free media in the interferometer arms, OPDj is equal to ¢/F SR, where F'SR is
the free spectral range. The F'SR is the width of one fringe period in [Hz]. 6 is the angle
of inclination in x-direction rotated about the y-direction. 6 creates a linear variation of
OPD, within the illuminated area of width z,,. ¢ determines the amount of periods N,
of the TF. To image exactly N, fringe periods, # must equal N,A/(2x,). The prefactor
F = 0.5 accounts for half of the light being reflected by the Michelson interferometer. The
reflected intensity function (RF) is phase-shifted by 7 with respect to the TF.

V' is the instrumental interference contrast, its contributions are a beamsplitter ratio
factor Vg (see eq. C.43), the pixel factor V,,;, (see eq. C.45), and factors due to wide-field
illumination with maximum angle py,q,: Vis in the uncompensated case (see eq. C.58) and
in the field-widening compensated case, i.e., when a glass plate is inserted in one of the
arms (see eq. C.66, eq. C.69) or in case of a monolithic field-widening design (see eq. C.70).
An additional contribution V},. can occur when the plane of localization of the fringe is not
properly imaged onto the detector plane (see eq. C.56). The total instrumental contrast
for monochromatic light is thus given by

V= VBS : ‘/pm : wa . Vzoc- (32)

V amounts to approximately 99%, for a proper system design, i.e., a beamsplitter ratio
near to 50:50, a number of pixels P > 12 for N, = 1, a field-widening design (see section
3.4.1), and optimal imaging of the plane of localization (see section 3.4.4).

The instrument function for laser light is the convolution of the lineshape of the laser
with the transmission function (TF). The instrument function for received atmospheric
light (Ir) is the convolution of the atmospheric backscattering spectrum (Knudsen model,
see eq. 2.1) with the TF (eq. 3.1). Ir can be written analytically (Cézard et al., 2009a) as

Ip(z,v) =F - Ij[1 + W(T, Rp) cos(¢ + A¢)]. (3.3)

The resulting interference pattern is shifted in phase by A¢ = 4n/(FSR - \p)u, with
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A = ¢/v and has a reduced global fringe contrast W (T, Ry) =V - G(F SR, T, R;), where

G(FSR,T, Ry) = exp [_2 ( moL )1 : <i exp [—2 (WR_@/(T))Q i (1 _ R%)) .

FSR R, FSR
(3.4)

The LoS wind speed u, is determined by measuring the phase shift A¢ between a ref-
erence instrument function and a Doppler frequency-shifted received instrument function,
which are both imaged sequentially on the position-sensitive detector.

By applying a fit to eq. 3.3, A¢ can be determined independently of G, i.e., without
knowledge of R;,. G depends on the spectral width of the laser o, on the free spectral
range (F'SR), on the particle backscattering ratio (Rp) and on the standard deviation of
the Gaussian-shaped Rayleigh peak o pq, (1), and thus on the absolute temperature 7. G is
a measure of temporal coherence of the backscattered light and the FIMI can be considered
a temporal coherence analyzer (Cézard et al., 2009a). That is, a FIMI with a specific FSR
measures through G(FSR) a small segment of the envelope of the temporal coherence
function (degree of first-order coherence), which is the Fourier transform of the respective
backscattering spectrum. This is an application of the Wiener-Khintchine theorem, stating
that for wide-sense stationary random processes of zero mean the power spectrum is equal
to the Fourier transform of the autocorrelation (Born and Wolf, 1980). When the TentiS6
model is used instead of the Knudsen model (see Fig. 2.2) different values of G(FSR) are
obtained, this however does not induce a bias of the determined phase shift, due to the
symmetry of the atmospheric backscattering spectrum (Cézard et al., 2009a).

A penalty factor k,, can be defined, which compares the Cramér-Rao bound, i.e., the
lowest possible standard deviation of a spectral analyzer (see appendix C.2, and C.3) for the
measurement of radial wind speed of the fringe-imaging Michelson interferometer (FIMI,
errvr) with an ideal spectral analyzer (ISA, eq. C.20). That is eq. C.22 can be written in
terms of F'SR:

(ST

EFIMI dCFSR C 2
” = = 1—,|1-V2 8| ——=
K(u,)FIMI r5n e exp [ ( 4.FS R)

(3.5)

Where d. = v/2¢/(70ray(T)) is the coherence length of the Rayleigh signal. For higher
values of the F'SR, the fringe phase sensitivity S, = 47/(FSR - A1) in [rad/(m/s)] with
respect to the Doppler shift is lower. For lower values of the F'SR the fringe contrast is
reduced and the efficiency of the determination of the fringe phase decreases.

Here, the F'SR is optimized for the “worst case” condition, where no aerosols contribute
to backscattering (Ry,,, = 1). “vop” signifies the atmospheric conditions the device is
optimized for. In this case, the contrast factor G is equal to 66% (assuming V' = 1).

In Fig. 3.4(a) K, is plotted as a function of the F'SR at T,,, = 273 K for R;,,, = 1,
for V=1, and for V = 0.6 (dashed line). The plot includes contrast factors G(FSR) for
Ry, =1 (green), and for R, = 2 (magenta) and the phase sensitivity S.(F'SR) (black).

The optimum F'SR value of 10.7 GHz = 6.8 X 0 gy (at Ry,,, = 1, Tyop = 273 K) is found
at the minimum: x,, = 4.4 (dotted vertical line).

While for an ideal spectral analyzer N,,; = 8 x 10* signal photons are necessary for a
precision of u, of o(u,) of 1 m/s, a FIMI (with &, = 4.4) requires 20 times more signal
photons to bring eprpr to the same value as €, 154 (see eq. C.20).
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Figure 3.4: (a) Penalty factor of wind speed measurement «,, (blue), contrast factor G(F'SR) (green:
R, = 1, magenta: R, = 2), and phase sensitivity Se (black, independent of T', Ry, V) as a
function of F'SR for T = 273 K, R, = 1 at a wavelength of 355 nm. (b) Sensitivity study:
Performance factors Pp as a function of Ry, T, Niot/Biot, and V', which compare the CRBs
at the varied parameter with the CRB at the fixed parameters of optimization, i.e., Ry, =1,
Toop = 273 K, Niot/Biot = 0 (Bt = 0), and V = 1 (fixed values marked by squares)

Theoretical performance of the FIMI with respect to atmospheric conditions

Cézard et al. (2009a) showed in a sensitivity study for two FIMI interferometers with
OPD; = 28 mm and OPD, = 10 cm, for the measurement of u,, T, and R,, that when
Ry increases the global contrast increases thus producing lower penalty factors of u,, and,
that a decrease of temperature by 40 K reduces r,, by 10% (Cézard, 2008). The results
of a similar sensitivity study (for only one FIMI with F'SR = 10.7 GHz) are shown in
Fig. 3.4(b), whereby the performance factor Pr = €prarr/€rin Ivop 18 shown in dependence of
the particle backscattering ratio Ry, of the absolute temperature T', of the solar background
ratio Ny/Biot (whereby Ny, is the number of received signal photons, and By, is the
number of solar background photons), and of the instrumental contrast V. One of these
parameters is varied respectively, while the other parameters are kept constant (those
constant values, which are the values of the above optimization, i.e., “vop”, are marked by
squares in Fig. 3.4(b)). The corresponding equation of CRB is derived using eq. C.24 in
appendix C.3 and inserting it into eq. C.18 and using eq. C.13 (see appendix C.2).

Best measurement performance of wind speed measurement is thus expected at low
temperatures 7', at high scattering ratios R, suppressed solar background B;., and high
instrumental contrast V.

The altitude-dependent performance factors Pr can be estimated, using the median
values of the atmospheric model provided in Fig. 2.1, inserting them into eq. C.29. The
results of this sensitivity study are provided in Fig. 3.5(a). Fig. 3.5(b) shows CRB values
as a function of range and altitude for IR pulse energies of 267 mJ (DELICAT transmitter,
see section 3.6) with a repetition rate of 100 Hz equal to the line-of-sight update rate,
a total receiver efficiency of 2.7%, exactly one fringe period imaged, and pure molecular
scattering (R, = 1 at all altitudes).

A CRB value of one (obtained with ~ 1.6 x 10° photons incident on the FIMI) would give
a measurement precision of radial wind speeds u, of 1 m/s. The CRB increases linearly as
a function of range. The steepness of this increase is altitude dependent, due to the varying
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(a) Altitude-dependent performance: (b) Calculation of CRBs: Total receiver efficiency = 2.7%,
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Figure 3.5: (a) Altitude-dependent performance factor Pr for pure Rayleigh signal (blue), including
aerosols (purple), altitude-dependent atmospheric contrast factor G (lime), and altitude-
dependent temperature 7' (orange), using atmospheric models (see Fig. 2.1), and solving
eq. C.29, assuming V = 1. (b) Typical estimated CRB values for an FIMI receiver with a
total efficiency of 2.8%, assuming pure Rayleigh scattering, and pulse energies Er, of 270 mJ
(IR, i.e., 80 mJ at 355 nm, similar to the DELICAT transmitter, see section 3.6) and a LoS
update rate (rpos) of 100 Hz, i.e., N, = 1 number of pulses averaged. Detection losses are
not considered (see section 4).

density of air molecules (p), aerosol concentration (i.e., values of R;) and its influence on
the number of backscattered photons and on the atmospheric contrast factor G, which
also depends on T'. The CRB value does not take into account noise sources apart from
(dominant) shot noise. Further noise contributions can be laser beam pointing fluctuations
(see appendix I), and speckle noise (see appendix C.1, and section 3.5.4). An estimation
of the performance including speckle noise is provided in section 4.

This sensitivity study shows that, provided the total receiver efficiency, the laser power,
and the instrumental contrast (V = 1) are high enough, radial wind speeds (u,) can be
measured with acceptable performance under all atmospheric conditions (p, T', R,) with
an FIMI with an F.SR of 10.7 GHz optimized for pure Rayleigh scattering (R, = 1) and
for medium temperatures of T' = 273 K.

The detailed, physical design of a fringe-imaging Michelson interferometer (FWFIMI),
assuring a high instrumental contrast V', is described in the next section.
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3.4 Design of a monolithic fringe-imaging Michelson
interferometer

This section describes the development of the monolithic, field-widened and partly temper-
ature tuning compensated FIMI (FWFIMI), and is largely based on Herbst and Vrancken
(2016).

As detailed in appendix C.6 (see Fig. C.15), a monolithic FIMI that consists of glass
components, that are connected by optical contact bonding or with glue, may provide
a higher degree of field-widening compensation than a sequential FIMI. Furthermore, a
monolithic FIMI may provide a higher degree of thermomechanical stability.

Exactly one fringe period (NN, = 1) shall be imaged on the detector to maximize both the
modulation depth of the fringes and the number of pixels per fringe period. N, < 1 would
reduce the contrast of the fringe pattern, while NV, > 1 would reduce the signal-to-noise
ratio (SNR) per pixel of the detector. The width of the illuminating beam d,, shall be
10 mm. This width is of the same order of magnitude as the width of the linear detector
(see appendix F) in the proposed setup (see Fig. 3.2), what simplifies the imaging of the
fringe on this detector. Assuming a wavelength of the laser (A1) of 354.84 nm, and using
eq. 3.1, the ideal net inclination angle 6 between the mirrors is thus 17.74 prad.

3.4.1 Field-widening compensation

As pointed out above, the term field-widening (FW) refers to the ability of an interferometer
to accept angular distributed light without reduction of fringe contrast, i.e., a FWFIMI
is compensated for a larger beam étendue. Field-widening makes the OPD on the first
order independent of the incident angle (py). The FW compensation requires a special
solution for the refractive indices and lengths of the arms of the Michelson interferometer.
The compensation can only be achieved for a fixed F\SR at a selected tilt angle (in this
work: 6, = 2°), with respect to the incident light. Tilted illumination of the FWFIMI at
0, = 2° may allow to simultaneously detect the transmitted and the reflected interference
patterns (as shown schematically in Fig. 3.6, see also: Fig. D.15 in D.3), what may increase
theoretical performance by a factor of v/2 (see appendix C.3). As is shown below, a
compensation for §; = 2° is also suitable for 6, = 0°, which is the configuration chosen
in this work in order to keep the overall setup as simple as possible. In Section 3.3.2 an
ideal F'SR of 10.7 GHz for wind speed measurements was determined. In a dispersion-free
interferometer the optimum optical path difference (OPD,,;) is thus 28 mm. In order to
achieve field-widening, the refractive indices of arm one (n1) and arm two (ny) have to be
different. This requires in general the use of at least two different optical glasses for the
interferometer arms or one arm made of air and one of glass.

The latter option is selected here, because it offers an important refractive index dif-
ference An, which minimizes the lengths of the interferometer arms, and thus reduces
temperature sensitivity (7Title, 2013), and leaves the option of pressure tuning the fringe
position. Apart from the required spacers it keeps the instrument simple.

A schematic of the (monolithic) fringe-imaging Michelson interferometer (FWFIMI) il-
luminated at a tilt angle (6;) of 2° is shown in Fig. 3.6.

ny, ng, di, do are the absolute refractive indices and lengths of the interferometer arms.
ng = n, is the refractive index of air. pg, p; and py are the angles of incidence and
refraction in the respective media. 6, is the mean incident angle of the quasi-collimated
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Figure 3.6: Monolithic fringe-imaging Michelson interferometer (FWFIMI) tilted by 2° with air arm (1)
and glass arm (2). This figure was taken from Herbst and Vrancken (2016).

light beam with angular distribution py = £+ 21 mrad (full width of an assumed flat-top
angular distribution of [-21, 21] mrad for a 600 pm quadratic-core fiber, see eq. C.35). In the
scheme a perfectly collimated beam is drawn for simplicity. In the following considerations,
the cubic non-polarizing beamsplitter is omitted due to symmetry.

The optical path difference OPD can be expressed as a function of the ray angles p; and
po in the interferometer arms in the following way:

OPD = nyd; (cos(py) + cos(py £ 26)) — 2nads cos(pz) (3.6)

Seeing that cos (20) = 1—1.6-107'" we can set 0 equal to 0. Using Snell’s law: ng sin(po)
= nysin(py) = ngsin(py), using cos(p) = (1—sin?(p))'/? and expanding sin(p,), one obtains
the expressions (eq. 3.7 and eq. 3.8 after expansion) for the optical path difference (OPD)
as a function of the angle of incidence (pg) (Title and Ramsey, 1980):

OPD po = 2n1d1“ Sln —2n d SlIl (37)

ni no

The first term in eq. 3.8 is the OPD at the central incident angle §; = 0° and is called
fixed optical path difference (OPDy).

For field-widening the 2nd order term w is set to zero (field-widening condition):

w=l_%_ (3.9)

If the Michelson interferometer is tilted by the tilt angle 8; with respect to the incident
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light, the expressions for OPDy and w are (Cheng et al., 2015):

Sll’l Sll’l

OPD() Ht =2 nldl

(3.10)

dy B ds
Vn? —sin?(0,)  \/n3 —sin’(6,)

In order to determine the optimum arm lengths di,, and daop for field-widening, this
system of equations (3.10, 3.11) has to be solved, where OP Dy(6;) = OPD,,; and w(6;) = 0.
We choose to optimize the arm lengths for a tilt angle 8; of 2°. This allows for the option
of a second detector in back-reflection (output II, Fig. 3.6). In this way, the CRB of the
Michelson interferometer can be reduced by a factor between v/2 and 2 (see Tab. C.1).
The interference pattern of output II is shifted by 2(d7 4+ dg) = 7 with respect to output I,
where 07 and di are the phase shifts of transmittance and reflectance of the beamsplitter.

The preferred glass material is fused silica (FS), because of its high transmission in the
UV. The refractive index of the F'S glass n,, at wavelength A\ [pm]| relative to air at Tj and
po is calculated with the Sellmeyer equation (SCHOTT, 2007):

w(b;) =

(3.11)

ng (A\) =4/1+ B N + B N + B N (3.12)
g NS0T Oy TN G '

Where By, By, Bs, C, Cs, C5 are the Sellmeyer coefficients. In eq. 3.10 and eq. 3.11 ny
is equal to the absolute refractive index of glass n,, (Ar) = ng, (AL)ne. 11 is equal to n,
at the reference temperature (7p) of 22 °C, which is the temperature during fabrication.
See eq. 3.16 for the calculation of the absolute refractive index of air (n,) at Tyo. The
field-widening compensation can only be done for one wavelength. Setting OPD,,; equal
to 28 mm, and solving the system of equations 3.10, and 3.11 the optimal arm lengths are
obtained, neglecting dispersion.

Wavelength dispersion of the glass arm, modifying the F'S R, has to be considered. This is
done by calculating the OPD as a function of wavelength by inserting eq. 3.12 into eq. 3.10.
OPD()) is put into the Michelson transmission function (eq. 3.1). The correct values of
d1opt, daopt are determined by an iterative optimization process. OP D, is varied until one
fringe period exactly spans 10.7 GHz. The resulting value of OPD,,; is 26.149 mm.

The change of OPD as a function of the incident angle AOPD(py) = OPDy—OPD(py)
is a measure of the quality of the field compensation. Fig. 3.7 depicts the change of the
optical path difference AOPD(py) in wavelengths (A = Ap) for FIMIs field-widened for 6,
values of 0° and 2° (vertical lines mark the mean incidence angle) and for the case of an
ordinary MI with the same F.SR (10.7 GHz).

Typical angular distributions of pg = +16 mrad or £21 mrad are thus compensated by
this field-widening compensation of the FWFIMI. The obtained interference fringe contrast
as a function of the maximum value of py can be evaluated using eq. C.70—C.72, as is shown
in Fig. C.15 of appendix C.6. The analytical model by Fortunato (1997), presented in ap-
pendix C.6, was applied by Cézard (2008) to calculate the parameters of a glass plate for
the field-widening compensation in a sequential FIMI (see eq. C.66). His results including
the effect of the plate beamsplitter (see eq. C.69) are shown in Fig. C.15 for comparison.
The symmetric, cubic beamsplitter of the FWFIMI in combination with optimum values
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Figure 3.7: OPD change in wavelengths as a function of incident angle for FWFIMI field-widened for
0; = 0° and 2° and uncompensated FIMI. Vertical lines mark the respective tilt angle (6;).
Colored areas mark ranges of 6; +1°. This figure is taken from Herbst and Vrancken (2016).

diopt and dyep; allows for field-widening compensation up to py = £30 mrad with an in-
strumental contrast V' & 1, while the compensated sequential FIMI is characterized by a
contrast reduction for pyg > £4 mrad.

The optimized lengths of the air arm and the glass arm of the FWFIMI for #; = 2° turn
out to be dyp = 11.076 mm and daep = 16.360 mm (see appendix E and Tab. 3.3).

3.4.2 Temperature tuning compensation

This section is dedicated to the compensation of temperature-induced shifts of the fringe
position during measurements, i.e., during the time needed for numerical averaging over
several pulses. These shifts are a consequence of the change of the fixed optical path
difference (OPDy) with temperature due to changes of the refractive index and due to
thermal expansion of the glass substrate.

The FWFIMI can be more easily temperature-stabilized at elevated operational tem-
peratures (here 40 °C). The temperature tuning rate Ry is the shift of the fringe spectral
position in Hz per Kelvin. Low values of Ry minimize temperature-induced biases of the
estimated radial wind speed u,. Ry is mainly determined by the spacer material used in
the air arm. The spacer material should be optimized for small temperature-tuning. The
goal in this section is to find such a spacer material.

Thermal compensation requires the derivative of OPD, with respect to temperature
being close to zero:

90PDy(0)) _
o
=92 |:O[1d1 (n% — Sin2<9t)) + ﬁlnldl ( — Sln 61‘, %:| (313)

l\)\»—t

-2 |:062d2 (ng — sin2(9t)) + Banads ( — sin? Ht

")



3.4 Design of a monolithic fringe-imaging Michelson interferometer 41

Where ay, = (1/dy)0d /0T is the coefficient of linear thermal expansion (CTE) of the
material k, and By = Ony /0T is the thermal coefficient of the refractive index. n; and
ne are the absolute refractive indices of air and glass. This condition (eq. 3.13) can be
fulfilled by choosing a material for the air arm spacer with an optimized CTE (denoted
aq). The ideal value of oy is determined in the following. For the calculations the values
of diope and daepe, determined in Section 3.4.1 are assumed. The CTE of fused silica (az)
is 0.51-1076 K1,

The thermal coefficient of fused silica () may be calculated with the derivative of the
Sellmeyer equation with respect to temperature (SCHOTT, 2008):

dnga()\L,T) . n%()\L,To) -1
dT N 2”2()\L,T0)

By + 2B, AT
: (DO + 2D, AT + 3D, AT? + ‘f—é) (3.14)
)‘L - )‘TK

Where nq (A, Tp) is the refractive index of the glass at the laser wavelength Ay in [pm)],
obtained with the Sellmeyer equation at the reference temperature (7j) of 22 °C.
AT =T — Ty is the temperature difference versus Ty. Dy, D1, Do, Ey, E; are the thermal
dispersion coefficients of the glass and Ay is the average effective resonance wavelength in
[um)] for the thermo-optic coefficients (see, e.g., Ghosh (1997)). The change of the absolute
refractive index Angy, (Ar, AT) may be calculated by integrating eq. 3.14.

The absolute refractive index of the glass at temperature T is ny, (Ar, T') = ng, (Ar, To) +
Anga ()\L, AT)

The thermal coefficient of air (1) and refractive index of air n,(A., T, P) (SCHOTT,
2008) are calculated by

_ dna()\L,T) — _0.00367 - na<)\L7Tap) —1

A dT 1+0.00367:% - T

(3.15)

na(Ar, 15°C, po) — 1 1%

a)\aT7 =1+ —_ )
na(Ar, T:p) 1434785 - 1031 (T — 15 °C) py -

(3.16)

where py = 0.101325-10° Pa is the standard pressure at 20 °C. n,(Az, T, p) is the absolute
refractive of index of air at the air pressure p and at the temperature T in °C. Ay, is the
laser wavelength in [pm].

With n;/4/n? —sin?(2°) being 1.0003, one may set 6, equal to 0° in eq. 3.13 in the
following, for simplicity. Two variants of temperature tuning are possible. The first is
temperature tuning with constant air density (“TTCD”, ie., f; = 0) as in the case of
isochoric heating when the FIMI is enclosed in a sealed container. We can set n, = 1, from
which follows, that n,, = ng.. The second is temperature tuning at constant air pressure
(“TTCP”). TTCP occurs when the container is not sealed. Inserting the field-widening
equation into the temperature compensation condition we obtain, in case of TTCD and
TTCP, the following results for the optimized CTE values of the spacers for CD and CP,
respectively:

Q1op = nzr (nL + az) (3.17)
gr
0uTo) g 0Tl L (3.18)
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Figure 3.8: (a) Temperature tuning rate for tuning modes: constant density (TTCD) and constant pres-
sure (TTCP) as a function of the CTE of the spacer and according length of the FS part of
a composite spacer made of silica and calcium fluoride. A red arrow indicates the specified
maximum values of Ry and dpg. The yellow arrow shows an exemplary lower Ry for a
smaller value of dpg. (b) 3D-model of the FWFIMI with composite spacers in the air arm.
This figure is gathered from Herbst and Vrancken (2016).

The ideal CTE values of the spacers for zero temperature tuning are a;cp= 16.4 ppm/K
for constant density in our case, and a;cp= 17.3 ppm/K for constant pressure tuning.

To evaluate Ry for different values of the spacers’ CTE one can use the absolute refractive
indices of glass and air and the arm lengths dy(T") = di(Tp)(axAT + 1) to determine the
fixed OPD values at temperatures T and 75 close to the intended temperature of operation
of 40°C. These fixed OPD values are then used to calculate the Michelson transmission
functions at 77 and 7. The transmission function (eq. 3.1) is evaluated over the frequency
range of one F'SR for T; = 40 °C and Ty = 41 °C for TTCD and TTCP for different values
of the spacer CTE. In each case the temperature tuning rate is determined from the shift
between the transmission functions at 7} and T5. The temperature tuning rate is plotted
in Fig. 3.8(a), as function of the CTE of the spacers for both TTCD and TTCP.

The respective ideal CTE values ajcp and a;¢p are highlighted (dotted lines). Assuming
a; = ag = 0.51 ppm/K, Ry would be higher than one F'SR/[1 K]. Fabricating the spacers of
the same material as the glass arm is therefore no option. Copper with CT E¢, =~ 17 ppm/K
and calcium fluoride (CT Ecqr, = 19 ppm/K) are suitable materials. Mahadevan et al.
(2004) used a copper ring spacer glued to a BK7 beam splitter with UV cure epoxy.
Stability issues and thermal drift were reported later, and were explained with shear stresses
due to the large CTE difference between copper and BK7 (Wan et al., 2011). A concept
applied by Harlander and Englert (2013) is to fabricate column spacers of calcium fluoride
(CaFy) with relatively small cross section in order to minimize the thermal stresses. The
CaF, can be glued to fused silica (FS) components with UV cure epoxy.

Furthermore the spacer columns can be fabricated as a composite of fused silica (FS)
and CafFy. In this way the net CTE of the spacers can be tuned by CTEqs = j-CT Epg +
(1 —7) - CTE¢qur,, where j is the length fraction of glass in the composite. The glass part
length dpg is j - do. Fig. 3.8(a) shows dpg as a function of CT E¢ (violet dotted line).

The minimized ideal CTE values (aicp, a1cp) require a polished glass part thickness
(drs) smaller than 2 mm, what is hard to achieve. TTCD tuning mode is selected because it
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allows to seal the Michelson compartment for protection and pressure tuning, and because
the tuned CTE value is closer to ajcp. A 3D-model of such a interferometer can be seen
in Fig. 3.8(b).

For measurements the interferometer will be heated up from fabrication temperature
(22°C) to operation temperature (40°C) at constant density. In case of TTCD, f; is zero
and o is assumed to be 15.5 ppm/K (not the optimum 16.4 ppm/K), because of fabrication
limits of the thickness of the fused silica parts of the spacers. The change of the air arm
length Ad; for AT = 18 K is 3.1 pm, while Ads is 0.15 pm. The change of the arm lengths
is compensated by reducing the initial air arm length by 3 pm. One may ignore the thermal
coefficient of the fused silica slice (). This is a fair approximation. The change of the
FSR over a temperature range of 20 K is thus achieved to be smaller than 0.2%.

The finally specified maximum temperature tuning rate (Rr) of the FWFIMI is less than
700 MHz/K (see appendix E and Tab. 3.3).

3.4.3 Fabrication tolerances and instrumental contrast

For a realistic evaluation of the expected performance, fabrication tolerances and their
influence on the instrumental contrast V', and therefore on the performance, have to be
considered. In the following, some of the important parameters of the FWFIMI are studied
in a sensitivity analysis to determine specifications of the fabrication tolerances of these
parameters.

Arm Lengths and Refractive Index Tolerances

First, the influence of arm length tolerances on the instrumental contrast is considered.
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Figure 3.9: Global contrast for angular distributed light incident on an FWFIMI, where the arm lengths
dy and do are varied around the ideal values for mean angles of incidence of 6; = 2° (a) and
0; = 0° (b), assuming a flat-top angular range of p; of 6; + [-16, 16] mrad. Tolerances are
indicated by white squares. This figure is retrieved from Herbst and Vrancken (2016).

The OPD is calculated for a systematic variation of d; + Ad; and dy + Ads in eq. 3.7
for the angle-dependent OPD for different incident flat-top angular distributions (p; =
0; +[—16,16] mrad). The according transmission functions are calculated using eq. 3.1 for
each configuration (pair of d; and dy) at a temperature of 40 °C. The transmission functions
for different p; are summed up to yield the global transmission function for the angular
distribution. The contrast of the global fringe pattern is determined for each configuration.
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In these calculations dispersion is neglected. The contrast is plotted in Fig. 3.9(a) and (b)
as a function of Ad; and Ady for 6, = 2° and 0; = 0° (see also eq. C.70).

In case of 6, = 2° a tolerance for the arm lengths Ad of + 10pum (see white rectangle)
may reduce the global fringe contrast in the worst case to 97%. A tilt of 0° of the FWFIMI
decreases the sensitivity of field-widening to the arm length tolerances. For 6, = 0° the
contrast is always equal to one within + 10 ym. A reduction of the angular distribution p;
decreases the sensitivity, as well. However, in section 3.2 it was observed that a required
FOV of 4 mrad results in values of p; on the order of at least [—16, 16] mrad. Even higher
values of p; may be obtained in a fiber-coupled setup (see eq. C.35).

Similar considerations may be performed for the refractive index of the glass arm. It has
a refractive index consistency of one part in 2000. The reduction of contrast due to such
a variation of n, is less than 0.2%.

Net Surface Accuracy

The fringe shape is sensitive to deviations of the net contour of the mirrors from planarity.
Here this deviation is considered to be a radial curvature - an assumed worst case. The effect
on the fringe shape is modeled with non-sequential raytracing in ZEMAX (see appendix
D.2, scheme in Fig. 3.10(a)).
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Figure 3.10: Effect of net surface radial curvature on fringe shape: (a) Scheme of the non-sequential
raytrace. (b) Integrated fringe shapes of an ideal (straight) fringe (Sg = c0) and of the
simulated fringes (c) for radial surface errors of Sg = 10 (left) and Sk = 20 (right).

According to ISO 10110 contour accuracy is given for the test wavelength A\ of 633 nm.
We consider here surface errors \/Sg with Sg = oo, Sp = 20, and Sg = 10. The surface
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sag is then: sag = 0.00063 mm/Sg. The radius of curvature is R(sag) = (0.25d% +
sag?)/(2sag), where do = 19 mm is the defined clear aperture of the FWFIMI.

Fig. 3.10(c) shows the fringe shapes obtained by coherent raytracing with a collimated,
quadratic-shaped, uniform illumination of wavelength A\;, = 354.84 nm and d,, = 10 mm,
through an FIMI, where the net radius of curvature of the mirrors is R(sag). The final
shape of the fringe on a linear detector is obtained by summation of all pixels along the
y-direction (Fig. 3.10(b)). The y-axis is normalized to the intensity of the planar (straight)
case.

As the net surface curvature increases, the fringe is curved increasingly. Its summation
in y-direction results in an asymmetrical (skewed) fringe with reduced contrast. In case of
Sk = 10 the contrast is reduced by 1.7%. In case of S = 20, the reduction of contrast is
0.5%. In contrast to this simplified scheme, surface irregularities depend on the manufac-
turing process and may be random, and far from radial. The actual fringe shape has to be
measured and the fit model of the evaluation process should be adapted.

Coatings

The quality of the multilayer dielectric coatings applied to the interfaces of the FWFIMI
determine the instrumental fringe contrast V and the efficiency of the FWFIMI, as well.
We consider a dielectric beamsplitter coating with a reflectivity of 50% + 2% at 355 nm
for s-polarized light at incident angles of 45° 4+ 2°. The term splitting ratio refers to the
ratio of the luminous light intensity transmitted (I = tly) and reflected (Ig = 1) by the
beamsplitter coating. Here Iy = E? is the luminous light intensity of the input beam, and
t and r are the intensity transmission and reflection coefficients of the beam splitter, where
t +r = 1. The total intensity I;,; at the FIMI mirrors, where the interference pattern is
localized (see: section 3.4.4), can be written as

Lot = |7 Bo + VEEs exp (j6)|” = Io[1 + Vs cos(6). (3.19)

Here ¢ is the phase, and Vgg=2- /7t is the maximum contrast due to the repartition of
energy by the beam splitter in the two arms of the FIMI. In case of » = 0.52 and ¢ = 0.48,
Vps amounts to 99.9%. The reflectance for p-polarized light is low (= 5%). For pure
p-polarized light Vpg would be ~44% (see appendix E). The reason for this is, that at
incident angles of 45° (close to Brewster’s angle) dielectric coatings are very polarizing.
Alternatively, metal based coatings could be used, however due to absorption at 355 nm
(=~ 15% for Al-coatings), durability would be a concern (Miller, 2018).

This major disadvantage of cubic beamsplitters could be circumvented by using hexag-
onal beamsplitters, which allow for incident angles of 30°, and could allow splitting ratios
of 35:65 for s- and p-polarized light (i.e., Vs = 95%) (Miller, 2018). However these beam-
splitters are more sophisticated to build, are impacting the overall optical layout, and are
more expensive. Such interferometers with a hexagonal BS have been successfully imple-
mented (see, e.g., the Michelson interferometer of the SHIMMER instrument on STPSat-1
(Harlander et al., 2003)). Here, a polarizing element in front of the FIMI should guarantee
that the incident light is s-polarized in order to ensure a high instrumental contrast.

The instrumental contrast may depend, as well, on the anti-reflection coatings applied
to the surfaces of the beamsplitter. Due to imperfect AR coatings, the reflected signal
will interfere with the primary signal and will be visible as a background due to the high
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intensity difference for a Michelson interferometer used as spectral discrimination filter
(Liu et al., 2012). Calculations estimating the influence of multiple reflections in wide-
angle Michelson interferometers (without mirror inclination) on the intensity distribution
have also been undertaken by Ward et al. (1985). Here, a non-sequential raytracing model
of the FWFIMI (see appendix D.2) is used to estimate the influence of the reflectivity
of the surfaces A, B, C and D of the FWFIMI (see Fig. 3.6) on the interference fringe
shape. The simulations show that the interference fringe shape and contrast depend on
the illumination condition (e.g., collimated or divergent), and that for a reflectivity of the
AR-~coating of Rar < 0.5% there is no significant contrast reduction (see Fig. D.11 and
Fig. D.12 in appendix D.2). When no coating is applied (R4r = 4%) the contrast may be
reduced by several percent.

The surfaces A, B and D shall be anti-reflection coated with Rz = 0.1%, in order to
maximize transmission efficiency, and to reduce stray light and ghost images.

Mirror Inclination Angle

The net inclination angle between the mirrors (0, Fig. 3.6) is specified with 17.8 £ 1 prad.
The according number of imaged fringe periods (IV,) is 1 £ 0.06. In case of N, = 0.94 the
contrast is reduced by 2%, because less than one fringe period is imaged. In this case an
increase of the illuminating beam diameter d,, to 10.6 mm would correct N, back to one.

3.4.4 Fringe localization

Up to now the étendue of the illumination was considered in terms of field-widening, but
not for fringe-imaging simulations. Actually, the illumination can be viewed as an extended
disk made up of incoherent point sources (plane waves after collimation). Each point source
produces a “nonlocalized” fringe pattern, where the visibility (contrast) is unity everywhere
and only depends on the relative intensities of the two waves made to interfere. The actual
fringe pattern is the incoherent superposition of these elementary “nonlocalized” fringe
patterns. The mutual displacement between the patterns and therefore the visibility of
the global fringe pattern depends on the location of the imaging plane (because of the
beam divergence) and may vary between 0 and 1. Such fringes are called “localized”. An
analytical description for the case of a FIMI is given by Fortunato (1997) (see appendix
C.6, where the fringe localization is described by a Bessel function Jy, see eq. C.56, and see
Wyant (1978); Simon and Comastri (2004) in terms of the Van Cittert-Zernike theorem).

Here, a more practical approach is applied. Fringe localization is simulated in the se-
quential mode of ZEMAX (see appendix D.2, Fig. D.9). The layout of the FWFIMI model
is shown in Fig. 3.11 (right inset). The arm lengths and refractive index values are set to
the ideal ones determined in section 3.4.1. 6, is set to zero. A number of rays with an
angular distribution of [-16, +16] mrad in the x- and y-direction are traced through the
monolithic FWFIMI. The screen can be shifted in z-direction towards the inclined mirror
of the air arm (d, < 0) and further away from the exit surface (d, > 0). For every pair of
rays a pair of plane waves is constructed at the location of incidence on the imaging plane.
The interference of each pair of plane waves is calculated on a two-dimensional grid in the
x-y plane at a position d, to produce the “nonlocalized” fringe patterns. Their incoherent
sum gives the global fringe patterns for different values of d..

Fig. 3.11 shows global fringe pattern profiles (left inset) for increasing values of d, and
their contrast Vj,. as a function of d,.
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Figure 3.11: Instrumental contrast factor (Vj,.) as a function of the distance (d,) from the exit face of
the FWFIMI. Vi, is given by |sinc(a)| with a = 2k8p.,4. (e, — 10 mm), i.e., by the Fourier
transform of [—praz, Pmaz) (see appendix C.6). Inset: Global fringe patterns for different
d. and raytracing layout of the FWFIMI (Herbst and Vrancken, 2016).

Viee contributes to the instrumental contrast V' (eq. 3.2) of the TF (eq. 3.1). V is the
product of all the contrast reducing contributions detailed in chapter 3.4.3. The fringes
are localized close to the mirrors of the FWFIMI. In order to maximize the visibility
and the measurement performance, an imaging system is required, projecting the fringe
localization plane on the detector plane, being located at positive values of d, outside the
sealed compartment. Alternatively, the mirror inclinations of the FWFIMI and the mean
incidence angle could be designed such that the localization plane is located at the detector
plane. This solution however would increase the complexity of the FWFIMI and would
reduce the flexibility of the instrument with respect to different detector types.

This section (3.4) described the design of a fringe-imaging Michelson interferometer
(FWFIMI) with field-widening compensation and with partly temperature-tuning com-
pensation. Tolerances of the interferometer arm lengths, of net surface accuracy, and of
the beamsplitter coatings and AR coatings have been treated. The issue of fringe localiza-
tion was illustrated. The resulting specifications are shown in appendix E and in Tab. 3.3
of the next section.

The FWFIMI is characterized and concepts for a possible receiver setup are developed
in the following sections.

3.5 Characteristics of the actual physical receiver

The assembled receiver yields optical properties, which cannot be fully anticipated through
calculation and simulation. This section describes the physical receiver and experimental
optical characterizations of the receiver’s components. Firstly, the characteristics of the
manufactured monolithic Michelson interferometer (FWFIMI) are described.
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3.5.1 Specifications and characteristics of the FWFIMI

Complete specifications and a test report provided by the manufacturer are included in
appendix E. Here the main characteristics are reproduced for comparison with measured

features of later sections.

Photographs of the manufactured interferometer and a schematic drawing are shown in

Fig. 3.12(a) and (b).

(a) Photographs of the assembled interferometer

(b) Schematic drawing
glass slab of air arm Silica-CaF, spacer

glass arm

mirror

Figure 3.12: (a) Photographs of the assembled interferometer!, (b) Schematic drawing.

Important specifications of the FWFIMI' and the characteristics of the manufactured
FWFIMI are summarized in Tab. 3.3. Some “measured” values of the manufactured FW-
FIMI in Tab. 3.3 are based on calculations using other measured parameters.

Table 3.3: The most important specifications of the FWFIMI and reported values after man-
ufacture (see appendix E).

Requirement Specification Measured value

Edge length 30 mm 30 mm

OPD, 26.149 mm at 22°C  26.165 mm at 22°C (calculated)
FSR 10.7 GHz 10.69 GHz (calculated)

Clear aperture (CA) 19 mm 19 mm

Aperture of illumination 10 to 15 mm 10 to 15 mm

Air arm length 11.076 mm £+ 10pm 11.075 mm

Glass arm length 16.360 mm £+ 10pm 16.363 mm

Net wedge 17.8 urad +1 prad 19.1prad

Net surface irregularity
Cubic beamsplitter ratio
AR coatings
Temperature tuning rate
Temperature range

A/20 (A = 633 nm)
48% T at 355 nm
0.1% R at 355 nm
<700 MHz/K

10 °C to 50 °C

39 nm PV (over CA)
48% T at 355 nm
<0.1% R at 355 nm
477 MHz/K (calculated)
10 °C to 50 °C

Fig. 3.13 shows the results of phase measurements carried out on the Michelson interfer-
ometer after final assembly by LightMachinery Inc. (by scanning a collimated laser beam).
The inclination angle 6 is determined to be 19.1purad (see Fig. 3.13(a)).

The net surface irregularity after subtraction of the slope angle 6 is determined over
circular measurement areas of 19 mm, 15 mm, and 10 mm diameter (see Fig. 3.13(b)).

1

manufactured by LightMachinery Inc., Nepean, Ontario K2E7L2, Canada
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The Peak-to-Valley (PV) error is given by the difference between maximum and minimum
net surface height value within the measurement area. The root-mean-square error (RMS)
is the standard deviation of the net surface height values within the measurement area.

(a) Inclination of mirror surfaces (b) Net surface irregularity (c) Interpolated net surface irregularity
slope angle 6 = 19.15 prad data diameter/ mm  PV-error / nm [(A = 633 nm)/PV] RMS / nm for fringe shape simulation
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Figure 3.13: Measured mirror inclination angle (a) and net surface irregularity (b) based on a phase
measurement procedure carried out by LightMachinery Inc. after final assembly. (c) Top-
view of the interpolated net surface irregularity used for fringe shape simulations. The
proposed location of the illumination is marked by a white box.

The inclination angle 6 is larger than the specified 17.8 & 1yrad. A way to mitigate this
is to reduce the aperture of the illumination (d,,) by 0.7 mm. The net surface irregularity
over the specified clear aperture of 19 mm, after several re-polishing actions, turns out to
be 39 nm (PV), i.e., A/16 with A = 633 nm. This is outside the specified value of \/20.
The illumination aperture is intended to be smaller than 15 mm in diameter. In this case
the irregularity is 15 nm (PV), i.e., A/42 provided that the interferometer is illuminated
in a centered way. For this reason, the FWFIMI was accepted with these characteristics.
Fig. 3.13(c) contains an on top view of the interpolated net surface irregularity, which is
used to estimate the resulting fringe shape by non-sequential raytracing simulations in the
next section.

3.5.2 General characterization of the interference fringe

The actual instrument’s fringe properties differ from the theoretical ones due to the non-
ideal manufacturing process. The purpose of this section is to summarize the results of the
fringe characterization. Important properties are the fringe shape, the free spectral range,
the number of periods imaged, and the instrumental contrast.

Fig. 3.14 shows the results of a non-sequential fringe shape simulation (see appendix
D.2) using the net surface irregularity of Fig. 3.13(c) and assuming central illumination of
the area marked by a white square in Fig. 3.13(c). The 2D fringe-shape (Fig. 3.14(a)) is
curved as compared to the ideal linear fringe shape.

Fig. 3.14(b) contains the 1D fringe shapes, obtained by summation along the y-axis.
Fitting is performed with a fit model of the form

F(x) =pa (1 + pw cos ((27/dw) Nperiods® — Pag)) + PB, (3.20)

for both the realistic and the ideal fringe shape. pa, pw, pPae, and pp are fit parameters
for amplitude, contrast, phase shift, and background. d,, is the diameter of the illumination,
and Nperiods = 1.078 is the number of imaged fringe periods. The realistic fringe (Fig. 3.14)
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(b) 1D fringe shape & fits with cosine model F(x)

(a) Simulated 2D fringe shape
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Figure 3.14: (a) Simulated 2D fringe shape using non-sequential raytracing (see appendix D.2) and the
interpolated net surface irregularity of Fig. 3.13(c). (b) Fit to 1D fringe shape (shape of (a)
summed along y-axis) with a simple cosine fit model (see eq. 3.20).

shows some deviations from the ideal fringe shape. The deviations between the simulated
fringes and the fit model are largest in the vicinity of the fringe minima in both cases, what
is likely due to artificial noise (random distribution of rays hitting the detector) within the
coherent non-sequential raytracing simulation.

In the following, the aim is to measure the actual fringe shape of the lidar receiver.
For this purpose a UV continuous-wave (cw) laser (Cobolt™ Zouk, see appendix F) is
collimated with two beam expanders. Collimation is verified with a shearing interferometer.
As depicted in the scheme of Fig. 3.15, the interference fringe shape is always the product
of the illumination function and the instrument function (i.e., the fringe shape obtained
for flat, homogeneous illumination). Fig. 3.16(a) shows a photograph of the FWFIMI
fixed inside an invar (FeNi36) cage. The interference pattern intensity is visualized by
fluorescence on a sheet of paper in Fig. 3.16(b) or can be evaluated quantitatively with a
CMOS-sensor located at the respective position.

Setup for collimated cw-laser illumination:

mirro@ »

beam illumination - FWFIMI
TECA vary expander function _T
RN ]
l beam
ouk M expander /\ /\ interference
~~_ fringe
CW laser fri
A ~ 355 nm NNxN =~ s“h';gpee
]
CMOS

Figure 3.15: Schematic illumination of interferometer with collimated cw laser.
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Figure 3.16: Photographs of illuminated interferometer fixed by an invar cage (a) and fluorescent 2D-
fringe on a sheet of paper (b).

Extracting the fringe-shape is a challenge if the illumination function is not precisely
known. The wavelength of the cw-laser is tuned through the entire F'SR to get access to
the illumination function and thereby to the fringe shape. This is performed by changing
the cavity length via the temperature of a thermal element within the Zouk laser, what
affects also the power and the intensity profile of the laser. The receiver is fiber-coupled,
therefore the evaluation of the reference fringe is carried out in a fiber-coupled setup, as
well. A free-beam setup (see Fig. 3.15) has the disadvantage that the laser-beam and
therefore the illumination function on the interferometer fluctuates due to air-convection,
even in the lab.

A fiber-coupled receiver entails a considerable étendue (angular distribution of 16 mrad
to +21 mrad for a 600-pm-core fiber, see eq. C.35) of the illumination incident on the
Michelson interferometer. A collimated free-beam setup does not provide this angular dis-
tribution. Moreover, the imaging optics, needed because of fringe-localization (see section
3.4.4), and because of the need to shape the illumination in order to image it on the final
photomultiplier tube array, may also affect the fringe shape.

A schematic setup used for fiber-coupled illumination of the interferometer with the
cw-laser (1) or with a UV-LED (2) (see appendix F) is depicted in Fig. 3.17.

Setup for fiber-coupled illumination of the Michelson interferometer

i wavemeter  scrambling fiber: 600 ym quadratic core, NA = 0.22
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m bi
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Figure 3.17: Schematic illumination of interferometer with a fiber-coupled cw laser (1) or LED (2).
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The expanded laser beam (1) is coupled into a 600 pm quadratic-core, multimode fiber
(SQ WF 600x660/990/1400N (CeramOptec), see appendix F), and lens L1 is positioned
such that the near-field of the fiber is imaged onto the plane of the CMOS camera sensor.
Lens L2 images the plane of localization on the sensor plane. The cylindrical lens (Lc)
compresses the illumination in vertical direction. Alternatively, the laser beam (1) may
be blocked, and a UV-LED (2), which is expanded and guided through a small core fiber
for beam-shaping, is again collimated and coupled into the same multimode fiber. Such
a configuration may be used to determine the illumination function with the help of in-
coherent UV light, without producing an interference fringe. A further option for a fast
determination of the illumination function would be an interferometer design allowing to
block one of the mirrors of the interferometer during illumination with laser light. This is,
however, not possible with the current monolithic design.

As the interferometer is illuminated with quasi-coherent laser light a fringe pattern ap-
pears, which depends also on the location of the sensor plane (see Fig. 3.18). In all the
images a near-field imaging configuration is used.

Near-field illum., Location:

. without Lc ,
lllumination: # behind FWFIMI | % (different fibers) | % With Lc
cw-laser @D

LED @ I
sensor glass
interference >
pincushion
distortion

Figure 3.18: Exemplary CMOS images obtained with near-field illumination configuration with influence
of the imaging lenses. CMOS sensor placed behind the FWFIMI in front of lens L2 (see
Fig. 3.17, location marked by “#”), or behind the lens L2 at location “*” with and without
a cylindrical lens (Lc).

In Fig. 3.18 quadratic-core fibers are used. Therefore, the illumination aperture is
quadratically shaped. Interferences visible as linear stripes or rings are superimposed,
which are produced by interference with the CMOS sensor glass window without AR-
coating. When the detection plane is positioned behind the biconvex lens (1.2), pincushion
distortion becomes visible for both laser and LED illumination. Pincushion distortion is a
purely geometric defect, occurs in axis rotational systems, and means that the image mag-
nification increases with the distance from the optical axis (see, e.g., Gross et al. (2007)).
Raytracing simulations yield that the main aberrations in this setup are spherical aber-
ration, coma, astigmatism, and distortion (see Fig. D.14 of appendix D.3), mainly due to
the numerical aperture of the fiber and the physical extension of the multimode fiber core,
providing a high étendue, and due to the biconvex lens L2.

To sum up, the fringe shape is affected by the net surface irregularity of the fabricated
FWFIMI. The integrated fringe profile is no longer an ideal cosine function. Furthermore,
the fringe shape may be affected by aberrations of the imaging optics between the FWFIMI
and the detector. These aberrations may be corrected by a more complicated optics scheme.
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This option is, however, avoided here in favor of a simple setup. The effects on the fringe
shape are challenging to quantify experimentally, especially when the illumination function
affecting the fringe shape, is not known.

The setup described in Fig. 3.17 is used in the following for the determination of instru-
mental contrast and free spectral range (F'SR) of the interference fringe. This characteri-
zation requires a determination of the illumination function for the correction of the fringe
shape, because only after correction, a fit can be applied to determine the contrast and the
shift in position of the fringe. At the same time, this study shows, that the fringe shape
may change when the fringe position changes.

A wavemeter (WS-7, HighFinesse GmbH) and a powermeter are installed in order to
monitor frequency changes of the cw-laser, when it is tuned by varying the laser cavity
length (temperature), and to track the variations of laser power. The cw-laser is run in
nominal constant power mode at 12 mW. Fig. 3.19(a) summarizes the raw data. The cavity
temperature is increased linearly, inducing a frequency change of the cw-laser, measured
with the wavemeter. For every frequency step a 2D image (similar to the configuration “*
with L¢” in Fig. 3.18 is recorded with the CMOS camera. Every thus recorded 2D fringe
pattern is summed along the y-direction to obtain the uncorrected 1D fringe profile (see
Fig. 3.19(b)).

It can be deduced from Fig. 3.19(a) that only within a certain temperature range the
Michelson contrast is above 94%. Outside of this range the cw-laser runs multi-mode, what
reduces the instrumental contrast. For single longitudinal mode operation the instrumen-
tal contrast is around 95% under the condition of fiber-coupled near-field illumination of
the interferometer with an angular distribution of the incident light of +21 mrad (i.e.,
a flat-top similar distribution of incident angles: -[21, +21] mrad). This high contrast
verifies the performance of the field-widening function detailed in section 3.4.1. The re-
duced instrumental contrast of the FWFIMI compared to the theoretical value of one at
Pmaz = 21 mrad (see Fig. C.15 in appendix C.6) may be due to non-ideal imaging of the
localization plane.

Fits for the experimental verification of the free spectral range (F'SR) are therefore only
performed in the regime where the instrumental contrast is above 94% (see Fig. 3.19(a)).

The illumination function (see Fig. 3.19(c)) is obtained by a determination of the fringe
maximum for every temperature (wavelength) step (see envelope in Fig. 3.19(b)).

The corrected 1D fringes (see Fig. 3.19(d)) are calculated by dividing the uncorrected
fringes by this illumination function. Downhill-Simplex (DSA) fitting (see appendix C.8)
is performed in order to get the phase shift for every wavelength step. The fit model used
here is of the form

F(x) = wp - (1 + wq cos (0.96x + arcsin (wy sin (ws — 0.96x)) — wy)) + ws, (3.21)

where w, and ws are additional parameters for skewness and kurtosis of the fringe shape.

The phase parameter ws, which is shown in Fig. 3.19(a) in black, is of primary interest,
here. Both the phase and the frequency shift measured with the wavemeter are linearly in-
terpolated and the free spectral range is determined as the frequency shift, where the phase
shift is closest to 27 (see green squares in Fig. 3.19(a)). In this case F'SR is determined to
be 10.809 GHz, deviating from the theoretical value by approximately 1%.

Furthermore, it appears from Fig. 3.19(d), that the deviations during the fitting can be
in the order of 20%. These deviations change with the position of the fringe, what implies
the fringe shape is changing as a function of absolute fringe position. There are several
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possible reasons for this behavior. Firstly, the cw-laser profile changes slightly as a function
of time and temperature. This could lead to a variation of the near-field of the fiber, which
is imaged on the CMOS camera. Secondly, there are parasitic interferences produced by
the imaging lenses together with the CMOS camera’s sensor glass (see Fig. 3.17).

Both effects may produce a change of the illumination function during the scanning of
the laser frequency. Consequently, the fringe shape is artificially altered after division by
the illumination function (see Fig. 3.19(c), blue line).

(a) Temperature-ramped cw-laser: contrast & FSR (b) Uncorrected 1D fringe shapes
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Figure 3.19: (a) Overview of temperature-ramped cw-laser: Contains Michelson contrast, phase shift
extracted from fitting a cosine for every profile (shown in d), frequency shift measured with
the wavemeter, and laser power measured externally with a power meter in a setup like
shown in Fig. 3.17. (b) Raw 1D fringe profiles obtained by summing dark- and flat-field
corrected CMOS frames along y-axis. (c¢) Illumination function used for correction of the
fringe profiles (blue) and comparison with profile of a UV-LED (green). (d) Fitting of
the corrected 1D fringe profiles with a fit model (see eq. 3.21) including fit parameters for
skewness and kurtosis. For better readability only every 10th fitted fringe profile is shown.

The alternative for determining the illumination function by illumination with a UV-
LED yields a profile shown in Fig. 3.19(c) (green line). The profile is clearly deviating
from the profile produced by ramping the laser frequency. This is most likely due to the
excitation of cladding modes or due to a different mean angle of incidence and spot sizes
during coupling, and if the laser beam and the LED are not exactly co-linearly aligned.

[Nluminating the interferometer with the LED in exactly the same way as with the laser
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is difficult, as this would require the same angular and intensity distributions, as well
as, precise co-alignment of both light sources. Furthermore the illumination function can
be range-dependent. That is why, an LED based procedure could be used for the laser
reference signal only. This emphasizes the challenge to illuminate the FWFIMI in the
actual receiver setup.

From this experience, a procedure for determining the illumination function regularly
during wind measurements (detailed in section 3.5.6) was developed and is therefore very
similar to the frequency ramping described in this section. The major difference being the
WALES/DELICAT transmitter (see section 3.6) and the assembled AEROLI receiver with
a photomultiplier tube array as detector are used.

In this section the quasi-linear fringe of the manufactured FWFIMI has been charac-
terized using a fiber-coupled illumination setup. The instrumental contrast is 95% for
extended quasi-coherent light sources, i.e., for reference laser light from a UV cw-laser
coupled into a 600 pm-core fiber with its near-field being imaged on the FWFIMI. The free
spectral range (FSR) was estimated by a quasi-linear frequency ramping of the cw-laser,
obtaining an illumination function to correct the imaged fringe shapes. The estimated
FSR deviates by 1% from the specified 10.7 GHz. The described experimental findings
contributed to the implementation of a DWL receiver prototype.

The next section provides a detailed description of the receiver and of the AEROLI
Doppler wind lidar setup built up in this work.

3.5.3 Receiver prototype and electronics
Receiver prototype

The DWL lidar and the receiver prototype consist of all of the components drawn schemat-
ically in Fig. 3.20.

The front-end part is a derivative of the DELICAT receiver ( Viancken et al., 2016), and
contains a Newtonian telescope, the sunlight filter (IR), and lenses for collimation (L)
and for coupling into multimode fibers (Lps).

Tab. 3.4 lists the optical components of the front-end part and important properties. A
photograph of the front-end part of the receiver is shown in Fig. 3.21. A raytracing model
of the front-end part is described in appendix D.1.

Table 3.4: Optical components of the receiver front-end and properties.

Component Name Properties

Newton telescope DELICAT telescope (see appendix F)

Lens Lpy; SPX017 d = 25.4 mm, EFL = 62.9 mm
Mirror M;

sunlight filter IF  Materion F-NB-0012489 FWHM of 0.5+£0.1 nm

PBSC PBSO-355-100 d = 25.4 mm, Tp/Ts=500:1

Lens Lo SPX014 d = 25.4 mm, EFL = 33 mm
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lens: SPX014 PBSC optional 200 um - core fiber

600 um |
- core
fiber

sun
filter

Figure 3.21: Front-end part of the receiver making use of the Newtonian telescope of DELICAT
(Vrancken et al., 2016). Turquoise: optional free-beam combination with reference light
from a 200 pm-core fiber.

Fiber components link the receiver front-end and the receiver back-end (see Fig. 3.20).
The fibers and their properties are listed in appendix F (Tab. F.1 and Tab. F.2). Fiber S1 is
applied to guide the atmospheric backscattered light to the high transmission port of the 3:1
fiber coupler. Other fibers (Ry, Ry, and Ry) connected by fiber couplers provide a time delay
of laser reference light. This reference light is connected with one of the low transmission
ports of the 3:1 fiber coupler. Both the atmospheric backscattered light and the reference
light are guided through fiber Sp. The fiber S is applied for optical scrambling (see section
3.5.5), i.e., for the dampening of the influence of spatial characteristics of the input beam
on the intensity distribution of the output cone of light of a fiber (Hunter and Ramsey,
1992) in order to decrease laser beam pointing biases (see section 4.3). Fiber Sp is a 600 pm
quadratic-core, multimode fiber. The fiber is vibrated for fiber speckle reduction using a
vibration motor (VB), as this provides increased homogeneity of the illumination through
increased diversity (see section 3.5.4).

The back-end part of the receiver consists of a lens L; and another polarizing beam
splitter (PBSC) to illuminate the FWFIMI with s-polarized light. The p-polarized part of
the light is imaged on the DELICAT PMT, using lens L3, for power measurements. The
FWFIMI is fixed with an invar cage (see photograph of Fig. 3.16) inside a housing (with
windows W; and W) for temperature stabilization at 40 °C. Pt-100 resistance thermome-
ters are applied for feedback and for monitoring the temperature inside the housing. More
details on the temperature stabilization are provided in section 3.4.2.

The windows W, and W, are tilted around the x-axis (see Fig. 3.20) by +1° and -1°,
respectively, to decrease multiple interferences. A bi-convex lens Ly and a cylindrical lens
(Lc) are used for imaging the linear interference fringes of the atmospheric signal and of the
reference signal onto the detector, i.e., the photomultiplier tube assembly / array (PMTA)
(see appendix F). The back-end optics were selected based on raytracing designs. The
respective raytracing models are described in appendix D.3.

The interferometer can be illuminated either with the far-field or the near-field of the
optical scrambling fiber. In the far-field configuration the light is quasi-collimated, but still
has an angular distribution of > 4 1°, due to the 600 pm core of the scrambling fiber Sp.
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The same is true for the near-field configuration, but the fiber core itself (end face of the
fiber) is imaged onto the localization plane of the interferometer, which is again imaged
onto the detector plane. Fig. 3.22 shows these two options, where each color is the light
rays from a different location on the fiber core. In this work the near-field illumination
configuration is chosen without the second additional cylindrical lens shown in Fig. 3.22.

housing

NEAR-FIELD }1mm

AN
fiber field
points

FAR-FIELD

optional
cylindrical

. lens
biconvex lens Lz/v

cylindrical lens Lc — ©

Figure 3.22: Zemax sequential raytracing models of alternative illuminations of the PMT array. (a) Far-
field illumination of the PMT array with an angular distribution of £10° at the detector
plane. (b) Near-field illumination with an additional cylindrical lens to decrease the angular
distribution on the detector to +1°. The raytracing model is described in appendix D.3.

Tab. 3.5 lists the optical components of the back-end part and important properties. All
optics, the FWFIMI, and the detector are fixed on a breadboard using a commercial cage
system.

Table 3.5: Optical and electronic components of the back-end receiver and properties.

Component Name Properties

Lens L, A12-20FPX D = 12.5 mm, EFL = 20 mm

PBSC PBSO-355-100 D = 25.4 mm, T'p/Ts=500:1

Lens L3 A12-20FPX D = 12.5 mm, EFL = 20 mm

Windows Wy, W,  FSW17AR.10 D =40 mm, d = 4 mm, A/10, AR.10
Interferometer FWFIMI (see sections 3.4, 3.5.1, and appendix E)

Biconvex lens Lo LB4096-UV D = 25.4 mm, EFL = 50 mm
Cylindrical lens Le  LJ4796-UV H =10 mm, L = 15 mm, f = 25 mm
PMTA H7260-200 (see appendix F, Hamamatsu (2011))
Amplifier TTA see 3.5.3, appendix F)

Digitizer boards M2i4932-exp see appendix F, Spectrum (2015))

—~~

A photograph of the final back-end receiver is shown in Fig. 3.23. Fig. 3.24 provides a
photograph, showing the assembled DWL transmitter and receiver. The DELICAT laser
transmitter (Vrancken et al., 2016) being applied in the AEROLI DWL is described in
section 3.6.
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PMTA & amp. electronics Hamamatsu H7260-200| amplifier electronics

cyl. lens —f - =L

biconvex Z T N - 32 channels
lens Ay oy 7 i QE ~45%
) i |7 - - (at 355 nm)
housing
FWFIMI

PBSC | Data acquisition (DAQ)

2x 8 ch. 16 bit
lens computer ADC card

rotation '

stage
Spectrum M2i.4932-exp

Figure 3.23: Photograph of the receiver back-end with photographs of the photomultiplier tube array,
the amplifier electronics, and the data acquisition PC with two ADC cards installed.

mirror M, delay fibers receiver front-end receiver back-end

\ - (b) Data
WALES / aquisition:
DELICAT

4 transmitter

Figure 3.24: Photograph of assembled DWL transmitter (see section 3.6) and receiver with mirror My
for vertical measurements (see chapter 5).

The decision was made to use the near-field illumination configuration as this would
possibly allow higher optical scrambling, a quadratic flat-top light distribution, simplifying
imaging and alignment, and because the required larger distance between the polarizing
beam splitter cube (PBSC) and the interferometer facilitates adding a second detection
arm in back-reflection (see appendix D.3) in future evolutions of the system. The configu-
ration was realized without the additional lens for the reduction of the horizontal angular
distribution (see Fig. 3.22(b)) in order to keep the setup as simple as possible. It was real-
ized that the angular distribution, which would give rise to a varying response per channel
of the PMTA (due to different angular responses of the detector elements, see appendix
F), may be neglected, since it is contained in the illumination function (see section 3.5.6).

The photomultiplier tube array (PMTA) “H7260-200” by Hamamatsu, Japan (see ap-
pendix F) consists of 32 channels. The central 16 channels are connected to amplifier

circuits. The remaining channels may be used for the tilted configuration (see appendix
D.3) in the future.
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Electronics

This subsection describes how the amplifier electronics design influences the temporal shape
of the detected signal and how its components can be tuned to yield optimum noise and
bandwidth behaviour.

Each element (pixel) of the PMTA when illuminated produces a current, which has to
be converted to a voltage and has to be amplified. A transimpedance amplifier (TTA) is
used, that yields a very high-frequency response and therefore rise times in the order of one
nanosecond (Kovalev and Eichinger, 2005). A simple TIA circuit using a photodiode as
current source, an operational amplifier, a feedback resistor (Ry), and a feedback capacitor
(CL), is shown in Fig. 3.25(a).

@ s p— ()
W

feedback
resistor

photodiode

detector
bias

- Vottage

— ground

Figure 3.25: (a) Simplified transimpedance amplifier (TTA) circuit for a photodiode using an operational
amplifier, a feedback resistor and a feedback capacitor. (b) Bode diagram showing I-to-V
gain, open loop gain Aoy, (see appendix C.7), and noise gain 1/8 (Graeme, 1995).

This circuit acts as a low-pass filter as depicted in the Bode plot of Fig. 3.25(b) (Graeme,
1995). Here the logarithmic gain is plotted over the logarithmic frequency. At low fre-
quencies, the TIA acts like an ideal amplifier, where current is converted to voltage with
U, = —Rp - I and the gain is given by the load resistance R;. Ry is chosen in our case to
be 2.21k (cf. real circuits, appendix F) in order to achieve maximum voltages of 1 V for
realistic atmospheric photocurrents and a gain of 3 - 10* to 6 - 10° of the photomultiplier
tubes (depending on the supply voltage of 500 V to 900 V) (Hamamatsu, 2011). The
maximum electric currents after the PMT gain and before amplification are in the order
of ~0.5 mA per channel. The average anode current per channel should not exceed 6 pA
over an interval of 30 s (Hamamatsu, 2011), that is, the continuous (DC) voltage should
not be above ~13.3 mV. The feedback capacitance (Cp) can be tuned to compensate for
oscillations and ringing. The above Bode plot shows an ideally compensated case with a
minimized gain spike at frequency f;, where (3 is the inverse noise gain, and Aoy, is the open
loop gain of the operational amplifier (OPA4820 by Texas Instruments (71, 2008), see Ay
in eq. C.73). A higher value of (', increases compensation but reduces the bandwidth of
the amplifier. The desired bandwidth (of -3 dB) in our case is 1.55 MHz, provided that the
maximum sampling rate of the digitizer (AD-converter) is 31.25 MHz (Spectrum, 2015),
and that a laser pulse of 8 ns FWHM should be sampled with at least 3 to 5 sampling
points over the FWHM. As may be shown through calculations the optimum value of Cp,
is then 47 pF (see circuit in Fig. F.4 of appendix F). For details on the compensation
calculations the reader is referred to appendix C.7 and specialist literature (Graeme, 1995;
Tietze et al., 1991). The impulse or pulse response h(t) of a delta-shaped input signal i(t),
i.e., the current of the PMT when illuminated with a short pulse, determines the output
signal by o(t) = i(t) % h(t) in the temporal domain (where % means convolution). h(t) is
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the inverse Fourier transform of the frequency response H(w) or transfer function of the
amplifier, such that O(w) = I(w) - H(w). H(w) can be simulated with a simplified tran-
simpedance amplifier model (see appendix C.7). The absolute value of the resulting H (w)

in terms of frequency-dependent gain is called transimpedance function and is shown in
Fig. 3.26(a).
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Figure 3.26: (a) Transimpedance function derived from frequency transfer function, (b) pulse response
function, which is the Fourier transform of the frequency response, and (c¢) noise density
for the TIA circuit using modeling assumptions (see appendix C.7) for C;, = 10 pF and
Cp, =47 pF. (d) Reference pulse with Gaussian shape and given FWHM. (e) Convolved pulse
shape obtained by a convolution of pulse response function and reference pulse. (f) Con-
volved pulse shapes sampled by AD-converter with a sampling rate of 31.25 MHz.

The simulated pulse response function is given in Fig. 3.26(b). Fig. 3.26(c) shows the
noise density as a measure of the noise suppression due to different applied feedback ca-
pacitances (see appendix C.7). A Gaussian reference pulse dummy with FWHM of 8 ns
(Fig. 3.26(d)) can be convolved with the pulse response function (b) to obtain the con-
volved pulse shape (Fig. 3.26(e)), which is sampled by the AD-converter with a sampling
rate of 31.25 MHz (Fig. 3.26(f)).

The influence of the choice of C}, (determining the bandwidth of the frequency transfer
function of the TIA circuit) on the sampling of a series of 8 ns long reference laser pulses
recorded in the lab for both C, = 10 pF (a) and Cf, = 47 pF (b) is shown in Fig. 3.27. In
case of C, = 10 pF the sampling rate is too low to adequately sample the pulse, what is
apparent from the varying amplitude of the recorded voltages in Fig. 3.27(a). This variation
is induced by the laser pulse timing jitter of the master oscillator, power amplifier (MOPA)
transmitter (see section 3.6), which is not fully compensated by triggering the acquisition
to each pulse signal. A smaller bandwidth of the frequency transfer function spreads the
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signal in time allowing to sample the pulse without aliasing in case of C'y, = 47 pF, using
the same sampling time of Ty = 32 ns (see Fig. 3.27(b)).
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Figure 3.27: Recorded voltages as a function of time for two different capacitances C, of the TIA circuit
for a 8 ns long reference pulse using a sampling rate of 31.25 MHz. For Cp= 10 pF the
sampling rate is too low to adequately sample the pulse (left). Aliasing is suppressed by
reducing the bandwidth of the TIA with C= 47 pF (right). Color encoded are different
channels of the PMT-array.

The TIA circuit introduces a voltage offset for zero signal, which is due to the operational
amplifiers of each channel. This voltage offset varies from channel to channel, due to the
individual circuit response of each channel’s circuit (see Fig. 5.5) in section 5.2. This
voltage offset has already been subtracted in Fig. 3.27.

The time-dependent voltages of the 16 center PMTA channels are converted to digital
numbers using two analog-to-digital converter (ADC) boards. The 16 bit A/D board
“Spectrum M2i.4932-exp” provides 8 channels with a maximum sampling rate of 30 MS/s
(31.25 MHz), a bandwidth (-3 dB) > 30 MHz, and an effective number of bits (ENOB)
based on the SNR of > 12.1 LSB (least significant bit). Both boards are synchronized
using a Spectrum starhub (Spectrum, 2015). The input range is programmed to £0.5 V
with a 100% input offset, obtaining a voltage range of 0 V to 1 V.

This section introduced the developed and built receiver prototype consisting of front-
end, fiber components, back-end, and electronics. Amplifier electronics have been described
with special focus on the anti-aliasing compensation of the transimpedance amplifier circuit
using a higher feedback capacitance than originally intended.

The next sections are dedicated to the experimental characterization of scrambling fibers
(SF, fiber components in Fig. 3.20) (sections 3.5.4 and 3.5.5) and to the characterization of
the receiver back-end illumination function (see section 3.5.6) and the temperature tuning
of the FWFIMI (see section 3.4.2).
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3.5.4 Fiber induced speckle / modal noise

The goal of this subsection is to characterize the fiber induced speckle of multimode fibers
for applying them as fiber Sr in the fiber components part of the AEROLI DWL lidar (see
Fig. 3.20).

Atmospheric speckle (see appendix C.1) are not the only source of noise induced by
the temporal coherence of the laser light. Both the already speckled atmospheric signal
and the laser reference signal, when coupled into a multimode fiber, produce thousands of
propagating modes traveling with different phase velocities and phase delays due to different
routes of propagation. All these individual field contributions interfere and give rise to
another type of speckle, modulating the illumination function (see, e.g., Goodman (2007)).
Its statistics depend on parameters like core diameter (Imai, 1986), fiber length (Rawson
and Goodman, 1980), polarization, coupling to cladding modes ( Tremblay et al., 1981), and
the number of excited modes (depending on the coupling conditions, e.g., Corbett et al.
(2007)). This speckle pattern may fluctuate due to laser frequency variations, temperature
changes, and movements of the fiber, giving rise to so called “modal noise” (termed by
Epworth (1978)), being influenced by an additional spatial filtering process. In our case the
Michelson interferometer and the linear detector (truncation and summation by detector
pixels) act as spatial filters.

Modal noise SNR has been modeled by Goodman and Rawson (1981) for a large set
continuous wave (CW) modes. It is given by SNR = py/(M + 1)/(1 — p?), where p? is the
truncation (ratio of detector area Ay to fiber core end face area Ay) and M is the number
of propagating modes. The statistics of the intensity on a detector pixel k is described by
a beta law, which resembles a gamma law with parameter M, for p*> < 1 (see section C.1,
eq. C.4). My is the number of speckle grains integrated by pixel k.

The values of parameter My, i.e., SN R) of detector pixel k£ in our case of a pulsed UV
source cannot be calculated analytically, but have to be measured for different degrees of
spatial averaging (within A,) and temporal averaging (for example by vibration and sum-
mation over single pulse frames, i.e., scrambling of the modal noise), in order to estimate
the noise on the illumination function caused by the multimode fiber. This is done in
the following for the multimode fiber used in our receiver (SQ, Ceramoptec, square core,
600 pm, length = 10 m, NA = 0.22, see Tab. F.1) using the following relations (Cézard,
2008):

The energetic weight on a certain pixel is given by X = [;J(Zi"jl It) = I/ Iy with I},
being the intensity on pixel k, and I;,; being the total intensity of all pixels, correcting for
pulse-to-pulse energy variations of the laser. Detector noise is neglected here. A variable
Y = Xi/(Xk) then obeys a gamma law of mean 1 and variance 1/Mj, (see also eq. C.4 in
appendix C.1). That is the speckle SNR being the inverse of the speckle contrast of pixel
k is given by

1 1
SNR, = — =+\/M, = ————— (method 1).
PTG : var(Yy) ( ) (3:22)

This method requires a large number of images taken in a row in order to get a reliable
statistic. In case of temporal averaging (scrambling of the modal noise) an alternative
approach is to consider the speckle SNR within a certain region-of-interest (ROI) of an
averaged speckle frame. The speckle pattern within this ROI (statistic over several pixels
k of the camera) obeys again a gamma distribution (variation not in time, but in space).
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The speckle SNR is again given by

1 1
SNR = = /M, = ————— (method 2). 92
ROI CROI kror \/m ( ) (3 3)

Methods of temporal scrambling of speckle noise (Goodman, 2007) are not new. Piezo-
electric transducers have been used for instance to vibrate a fiber and thereby to reduce
the speckle contrast (see, e.g., Ha et al. (2009)).

The experimental scheme for measuring fiber speckle and modal noise, using method 2,
including temporal scrambling, is shown in Fig. 3.28.
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Figure 3.28: Measurement setup for fiber speckle and modal noise scrambling characterization.

The setup consists of the pulsed UV laser of A2D with a repetition rate of 50 Hz (Lem-
merz et al., 2017). The pulses are coupled into the multimode fiber either in direct mode
(Fig. 3.28, I.) with an optional Optotune wobbler (“LSR-C-4C-L”, (Stadler et al., 2015)),
or via an Ulbricht sphere (Fig. 3.28, II.). Using an integrating sphere is highly inefficient
and, therefore, only an option for the laser reference signal. Another option with a high
transmission efficiency, that could be used with the backscattered atmospheric signal, is
to vibrate the fiber using an unbalanced vibration motor (10000 rpm). The speckle on the
end face of the fiber are imaged onto a CCD camera (Allied Vision, C2, see appendix F) at
a distance d = dj +ds from the fiber, in order to obtain a magnified image of the near-field
of the fiber for resolving individual speckle grains. The CCD camera runs on triggered
mode with an exposure time of 10 s to ensure that each speckle pattern can be attributed
to a single pulse.

In the following, the results of speckle SNR measurements using direct coupling without
a wobbler with optional vibration of the multimode fiber (SQ, see scrambling fiber in
Tab. F.1, or fiber A in appendix F.) are presented. Corresponding measurement results with
the wobbler or with the Ulbricht sphere and for different multimode fibers are described
in appendix G.

Method 2 (described above) is used to quantify the modal noise scrambling behavior.
Fig. 3.29 contains the resulting speckle SN Rror without (a) and with vibration (b) for
different regions-of-interest (ROIy: 100 x 100 pixels, ROIy: 400 x 400 pixels, ROI3: 1160
x 1760 pixels of the CCD) and different types of spatial averaging (different colors: none,
line image, hypothetical 12 pixel detector) as a function of the number of averaged pulses.

The averaged frames are dark frame corrected and flat-field corrected prior to the speckle
SNR determination. Increased speckle SNR without temporal averaging (single pulse) and
without spatial averaging (see Fig. 3.29(a), blue lines) can be explained with mode mixing
along the length of the fiber (Goodman, 2007).
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Figure 3.29: Speckle SN Rgo; as a function of the number of temporally averaged pulses n (determined
with method 2) without (a) and with fiber vibration (b) using a vibration motor (photograph
shown in inset) for different types of ROI (line styles: solid = 100 x 100 pixel (ROI; ), dashed
= 400 x 400 pixel (ROIy), and dotted = 1160 x 1750 pixel (ROI3)) and spatial averaging
(colors: blue = no spatial averaging, green: integration along vertical direction, and orange:
hypothetical 12 pixel detector). Example: The orange dotted line provides the speckle SNR
of a hypothetical 12 pixel detector on ROI3. A fit shows the dependence of the SNR on n
(red line). Insets show a single near-field image on the CCD camera, and the location of
the ROIs.

The blue lines in Fig. 3.29 show that without spatial averaging the size of the ROI
(different line styles) has no effect on the determined value of SN Rro;. Temporal averaging
provides increased values of SN Rgror (see Fig. 3.29(b)). The effect of spatial averaging is
seen by the elevated values of SN Rro; when the ROI pixel intensities are summed along
the vertical direction (green color in Fig. 3.29) or when a hypothetical 12 pixel detector
(its pixels being shown by orange rectangles) is assumed on the ROI area. The most
realistic situation compared to the actual receiver is the combination ROI3—-hypothetical
12 pixel detector (orange dotted line). In this case without temporal averaging (n = 1 in
Fig. 3.29(a)) the SN Rgor is above 100.

When the fiber is vibrated SN Rgro; increases with n%%* (as indicated by the red fitting
curve in Fig. 3.29(b)). Temporal averaging by pulse summation increases the SNR to >500
for 20 pulses.

Without vibration (Fig. 3.29(a)) temporal averaging of the speckle is far less effective
and SN Rror as a function of the number of averaged pulses (n) is almost constant. This
is because the frequency stability of the laser (=10 MHz pulse-to-pulse) is too high for the
speckle patterns to change significantly during an image run of 250 images at a repetition
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rate of 50 Hz.

The reason for the high SNR achieved by spatial averaging lies in the small size of
the speckle grains (see, e.g., Fig. 3.29, image of ROI;). The average grain size can be
determined via autocorrelation of a single speckle frame (ROI;), e.g., along the vertical
direction (see Fig. G.2(b) in appendix G). For each column of the frame an autocorrelation
function is calculated and the mean of all columns is determined (one realization highlighted
in blue). The mean speckle size is ~1.3 pm.

Further effects not estimated here are: 1. an already speckled input (see atmospheric
speckle), 2. central obscuration for atmospheric light, and 3. the effect of the delay fiber
(length: 320 m), which could increase the speckle SNR due to mode mixing in case of laser
reference light ().

A comparison of the speckle characteristics of different core-shapes and diameters of
multimode fibers is provided in appendix G. Circular-core fibers show a lower speckle SNR
than quadratic-core fibers at the same number of averaged pulses. A possible explanation
is the more static and highly correlated movement of speckle in circular fibers as explained
by Stirmer et al. (2016).

In conclusion, the ratio of speckle grain size to the full detector size (1/Ry) is roughly
1/470 for fiber SQ (fiber A, see appendix F), and roughly 18000 speckle grains are spatially
averaged by one pixel of a linear detector with 12 pixels (summation in x- and y-direction
as indicated by the orange rectangles in Fig. 3.29), what corresponds to a speckle SNR
> 100 (i.e., a speckle contrast C < 1%). Temporal averaging over varying speckle patterns
(produced with fiber vibration) allows to improve these values, whereby the SNR increases
with roughly n®64,

As follows from these findings, the studied fiber (SQ, fiberA see appendix F) provides
a way to suppress atmospheric speckle noise (see appendix C.1), because the ratio of the
fiber core diameter (or detector size) to the speckle grain size induced by the (600-pm-core)
fiber (Ry) is much higher than for atmospheric speckle (Ry = 140 mm / 2.3 mm =~ 61, see
Fig. C.2(a) in appendix C.1) and also higher compared to multimode fibers with smaller
core sizes (e.g., Ry ~ 156 for a 200-pm-core fiber, see Tab. G.1 in appendix G).

The quantitative influence of this speckle noise on the wind speed measurement accuracy
is estimated using end-to-end simulations in sections 4.1, 4.2, and 4.6.

The next section describes scrambling gain measurements of the scrambling fiber (Sg in
the fiber components part of the AEROLI DWL lidar, see Fig. 3.20).
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3.5.5 Scrambling gain measurements of various fibers

Scrambling gain measurements provide information on the degree of removal of the spatial
information of light coupled into a fiber due to mode-mixing during propagation within
the multimode fiber (see, e.g., Hunter and Ramsey (1992)).

The so-called near-field scrambling gain (SG) is defined as the ratio of the lateral shift Ax
of the light spot on the fiber core (diameter D) to the displacement AS of the illumination
function (with FWHM: F') on the detector (see Fig. 3.30(b), definition by Awila and Singh
(2008)). SG can be used as a figure-of-merit for the stability of the illumination function
against laser beam pointing fluctuations (see appendix I).

The destruction of the spatial information is important for suppressing the influence
of laser beam pointing fluctuations (see appendix I) on the accuracy of the wind speed
measurements performed with the AEROLI DWL receiver (see section 3.5.3). Possible
effects of laser beam pointing fluctuations on this accuracy are estimated in section 4.3.

The intention of this section is, therefore, to estimate and compare the optical scrambling
properties of multimode fibers to be used (as Sg) in the fiber components part of the
AEROLI DWL (see Fig. 3.20).

Relatively large core multimode fibers (600 pm core diameter) are studied, because these
provide a large étendue, and therefore provide full overlap already close to the receiver
(50 m up to distances of several hundred meters, see appendix D.1). These studies have to
include the range-dependent spot sizes of the received light during coupling into the fibers
(caused by the shift of the telescope focal spot position, see appendix D.1), because high
optical scrambling should be obtained for all measurement ranges of the DWL. The results
presented here were obtained in a Master thesis by Unsinn (2016).

A scheme of the test setup used in this work is shown in Fig. 3.30(a). The test setup
consists of a UV-light source, i.e., cw-laser Zouk (1) or a UV-LED (2) (see appendix F),
which are expanded and focused with an NA close to the NA = 0.22 of the studied multi-
mode fibers, having various core diameters, shapes, and lengths. The fibers are mounted
on a xyz-translation stage, which shall simulate laser beam fluctuations (see appendix I),
by stepping the fiber position laterally with minimum steps of 0.8 pm. Optical scrambling
can be studied in the far-field or near-field by imaging the respective information onto a
rectangular camera sensor (CMOS: FLR (C1) or CCD: Allied Vision (C2), see appendix
F). Advanced test setups for the measurement of near-field and far-field scrambling prop-
erties of fibers have been developed by various authors, e.g., by Feger et al. (2012) and by
Sutherland et al. (2016).

The stability and measurement accuracy of such a setup depends on the quality of
the components, such as xyz-stepping stages, cameras, and the frequential and positional
stability of the light source (Sutherland et al., 2016; Unsinn, 2016). The described setup
is thus not perfect. The major limitations and possible improvements are described in
appendix H.

The near-field imaging is performed with a magnification of 1.7, i.e., 3 pm on the fiber
exit-face correspond to 1 pixel of the CMOS camera (C1). The fiber input is centered in
x-, y-, and z-direction relative to the incoming beam by taking an image for every position
of the xyz-stage and by maximizing the total intensities (see appendix H, Fig. H.1(a)). A
mask is applied, in order to cancel out the influence of background light in the image (see
Fig. H.1(b)).

The shift AS of the spot is determined from the shift of the center-of-mass along the
lateral directions (AXecy, AYoy) = (Zlﬁ, Zlﬂ) of each near-field image:
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(a) Setup for scrambling gain measurements (b) Definition of near-field scrambling gain (SG)
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Figure 3.30: (a) Setup for scrambling gain measurements using either an expanded cw-laser beam (1)
from a cw-laser Zouk or a collimated quasi-flat-top UV-LED (2) made small in focal spot
by means of a 50 pm core fiber (see appendix F). The light is coupled into the respective
multimode fiber, fixed on a xyz-translation stage. The fiber can be vibrated with a vibration
motor in order to average out speckle in case of (1). A lens can be shifted for imaging of either
the far-field or the near-field of the light exiting the fiber, onto the camera sensor (CMOS:
FLIR or CCD: Allied Vision). The insets show exemplary the far-field and near-field of a
600 pm quadratic core fiber by Ceramoptec. (b) Definition of the near-field scrambling gain
(SG) (defined by Awvila and Singh (2008)).

AS = \/AXZ, +AYZ, (3.24)

Despite the limitations of the setup, the following comparison of a circular- and a
quadratic-core fiber allows an estimate of the scrambling performance. The quadratic-
core fiber shows scrambling gain values which are in the order of 10 times higher than
those of the circular-core fiber (see Fig. 3.31(a, b)).

The change of the scrambling gain with the in-coupling z-position is apparent (see
Fig. 3.31(a, b) different colors). No clear trend is visible, however, and the variation may
be attributed to the measurement precision of the setup. A shift of the fiber in z-direction
by 1 mm increases the spot size of the light coupled into the fiber by ~ 400 pm assuming
a coupling f-number of f/4.7.

Fig. 3.31(c) shows scrambling gains of the circular- and the quadratic-core fiber for two
different input f-numbers (f/3.4 and f/4.7), i.e., opening diameters of the iris aperture
in Fig. 3.30(a) of 9 mm and 5 mm, respectively. The input f-number does not alter the
determined SG significantly.

Exemplary near-field images of the fibers for different x-shifts are shown in Fig. 3.31(d),
confirming that circular-core step-index fibers provide a high degree of azimuthal scram-
bling (Hunter and Ramsey, 1992), i.e., the intensity profile of the output beam is symmet-
ric. The circular-core images exhibit a changing annular intensity distribution (Axz/D = 0:
mainly meridional rays excited, Axz/D = 0.5: mainly skew rays excited (Lemke et al.,
2012)), i.e., a low degree of radial scrambling, whereas the quadratic-core images have a
flat-top intensity distribution.

The flatness of the near-field in case of the quadratic-core fiber compared to the circular-
core fiber may be understood, modeling a step-index fiber (homogeneous and ideal along
z-direction) as a frictionless particle trapped within a 2D core shape (“dynamical billiard”)
(Stiirmer et al., 2016). In case of an ideally quadratic core all trajectories cover the whole
cross section uniformly.
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Figure 3.31: Comparison of scrambling gains (SG) as a function of shift Axz/D at the fiber input for a
circular-core fiber (C, UM22-600, see appendix F) (a) and a quadratic-core fiber (Q, fiber B,
see appendix F) (b) for different z-shifts (spot sizes, colors) of the xyz-stage with vibration
of the respective fibers using a vibration motor. Zouk laser as light source and CMOS
camera (C1) as detector. The cladding region is highlighted in gray. (c¢) SG for different
f-numbers of the incident light during coupling for both fibers (C) and (Q). (d) Near-field
images taken at different shifts Axz/D for both fibers. The data was obtained by Unsinn
(2016).

Fig H.3 in appendix H provides plots of the intensity profile (pixel intensities summed
along the vertical (y) direction) as a function of Az for both core shapes. The deviations
of these summed intensities (for Az < 20 pum, see Fig H.3, bottom) may be used as a
measure of the optical scrambling and thus of the stability of the illumination function on
the linear PMTA detector (see section 4.3).

Better optical scrambling using polygonal multimode fiber core shapes is a phenomenon
registered in many experimental studies so far (e.g., by Awila (2012); Chazelas et al. (2012),
especially for exoplanet detectors in astronomy and in combination with free-beam optical
scramblers, e.g., Halverson et al. (2015)), what has also been explained through simulations
(Allington-Smith et al., 2012).

Measurements with the UV-LED provided approximately the same values of SG for
both the circular-core and the quadratic-core fiber compared to the UV laser. Measure-
ments with and without vibration of the tested fibers yielded the approximately the same
scrambling gains. Thus, modal noise did not influence the SG measurements significantly.

The optical scrambling gain may be improved by using a two-lens optical scrambler
(TLS), which works by exchanging the near- and far-fields of two fibers (Hunter and Ram-
sey, 1992). A design of a TLS using a raytracing model is provided in appendix D.4. A
prototype of this TLS design is applied for scrambling gain measurements in appendix H,
Fig. H.5. The values of SG for combinations of TLS with circular-core fibers (Fig. H.5(a))
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and with circular-core and quadratic-core fibers (Fig. H.5(b)) are five to eight times higher
compared to the circular-core fiber alone. The disadvantages of the TLS-prototype are its
high transmission losses (T' < 60 %) and the challenge of finding its optimum lens posi-
tions, influencing its SG (see Fig. H.5(b)). For these reasons, the TLS-prototype is not
applied to the fiber components part of the AEROLI receiver prototype.

Far-field scrambling measurements of the fibers are provided Fig. H.4 in appendix H.
The far-field is related to the angular distribution of the light illuminating the FWFIMI
under near-field illumination conditions. The deviations as a function of Az are higher at
larger x-values from the center of the far-field distribution (see Fig. H.4, bottom).

Due to the higher optical scrambling in the near- and far-field, a 600 pm quadratic-core
multimode fiber (SQ, fiber A, see appendix F) is used as scrambling fiber S in the receiver
prototype.

The quantitative influence of the optical scrambling on the wind speed measurement
accuracy of the DWL is estimated using an end-to-end simulation in section 4.3.

3.5.6 Illumination function determination procedure

This section describes the routine used to determine the illumination function for charac-
terizing the instrument and to correct the fringe prior to the mean wavelength estimation
during the field-tests of section 5.

As shown in Fig. 3.19 of section 3.5.2, the illumination function &(x,y), which is the
2D distribution of the intensity of the illumination on the detector without interference,
modulates the linear fringe, i.e., the instrument function Ir (eq. 3.3) as a function of
the positions x and y on the detector. In case of a linear detector &(x,y) becomes a 1D
illumination function £(z) and the modified instrument function is given by Ip, (z) =
&(x) - Ir(z). The goal of the the illumination function determination procedure is to
determine £(x) in order to correct the modulated fringe shape I, (z) and to obtain the
corrected 1D fringe profiles (Ip(z)).

Cézard (2008) simply blocked one mirror of his sequential Michelson interferometer in
order to obtain the 2D illumination function. This is not possible in case of the monolithic
FWFIMI, due to the non-accessibility of the mirrors.

Here, the DELICAT laser is swept in frequency by changing the master oscillator tem-
perature (similar to the cw-laser in Fig. 3.19), what is achieved by ramping the voltage of
the MO TEC between zero and 10.7 V in a zigzag-profile using a signal generator (see the
AEROLI DWL setup in Fig. 3.20).

Fig. 3.32(a) shows an exemplary (zigzag) frequency profile of the DELICAT laser mea-
sured with a wavemeter (WSU-10 by HighFinesse/ Angstrom), using the IR-reference out-
put of the transmitter. The linear ramp is composed of frequency steps, whereby the step
size is determined by the ramping frequency (here 1 mHz) and by the sampling rate of the
wavemeter (here 0.5 Hz), which depends on the laser power and on the exposure time of
the wavemeter. These measured frequency steps (here 40 MHz) are interpolated within a
frequency range of 10.7 GHz (marked in red) in order to ensure that no reversal points of
frequency lie within the interval, which is used for recording the interference fringes with
the PMTA. In this way an increased exposure at these frequencies can be avoided.

Two separate illumination functions 1. of the laser illuminating the receiver (reference)
and 2. of the atmospheric backscattered signal are determined. The atmospheric signal il-
lumination function can be range dependent due to a range dependent angular distribution,
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when the light is coupled into the scrambling fiber (see Fig. 3.1), and due to insufficient far-
field scrambling (see appendix H). Measurement results of range-dependent illumination
functions are shown in Fig. A.17 of appendix A.

The atmospheric illumination function is determined for every range gate as the nor-
malized envelope of all the recorded laser power corrected interference fringes within this
interval of interest (parts of the ramps marked in magenta). The deviation from linear fits
(Af) is in the order of < 20 MHz (blue axis in Fig. 3.32(a)). Fig. 3.32(b) shows exemplary
fringes recorded with the PMTA, averaged over 1000 pulses, during the frequency ramp
shown in Fig. 3.32(a). The determined envelope is highlighted in yellow.
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Figure 3.32: (a) Exemplary frequency ramp taken during an illumination determination procedure on
January 31, 2018. Intervals of interest marked in magenta. Deviations from linear fits are
shown in blue. (b) Fringes recorded with the PMTA at a distance of 50 £+ 15 m, whereby
the shown fringe signals have been averaged over 1000 ME pulses. Every color represents
a fringe at a different time instant (pulse number) during the ramp shown in (a). The
envelope (marked in yellow) is determined as the maximum signal of every channel during
the one F'SR frequency sweep.

After division by the illumination function the interference fringes of Fig. 3.32(b) resem-
ble a quasi-cosine shape (as shown in Fig. A.13(c) of appendix A), which can be fitted with
fitting models of the form of eq. 5.2 and eq. 5.3.

Examples of range-dependent illumination functions for a number of horizontal and ver-
tical range gates and for laser reference fringes are provided in appendix A. The laser
reference illumination function is determined in a similar way as for the atmospheric
backscattered signal. Fig. A.13(b) in appendix A shows exemplary fringes of laser light
backscattered by a hard target during a frequency ramp and the according envelope. Re-
spective corrected reference fringe shapes are shown in Fig. A.13(d) and are discussed in
appendix A.

Within this section a way to determine illumination functions of the backscattered light
and of laser reference light in the receiver was presented. This routine is used in the wind
speed retrieval algorithm during the evaluation of measurements with the AEROLI DWL
(see section 5.2).

Long-term changes or inaccurately determined illumination functions may result in alter-
ations of the corrected fringe shapes. As a consequence the determined wind speed can be
offset (biased) by several m/s. An estimation of the quantitative influence of illumination
function deviations on the measured wind speeds of the receiver is provided in section 4.4.
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3.5.7 Interferometer temperature tuning and stability

In section 3.4.2 a theoretical temperature tuning rate (TTrate, Rr) due to the compensated
interferometer arm design of less than 700 MHz/K has been derived and specified. In
Tab. 3.3 of section 3.5.2 the calculated TTrate of the manufactured FWFIMI is 477 MHz /K.
The aim of this section is to verify this rate through measurements by comparing the
displacement of the fringe position with temperature measurements.

Temperature control is achieved by placing the interferometer within a temperature-
stabilized compartment filled with air. The major components for temperature stabilization
are shown in Fig. 3.33.

(a) Interferometer with attached T-sensors: (b) Interferometer cell with heating pads (c) Thermometer, temperature controller, data aquistion
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Figure 3.33: Setup for temperature stabilization of the interferometer.

Three Pt-100 thermometers (IEC60751 class A with a measurement precision of 0.2 °C
at 40 °C) are attached to the glass arm (sensor 1), the cage (sensor 2), and the backside
of the mirror of the air arm (sensor 3). The compartment with fused silica glass windows
has heating pads attached to the top, bottom, and two sides (see Fig. 3.33(b)). Addi-
tional Pt-100 thermometers are placed on the outside of the cell and on the surrounding
optical table. Sensor 1 provides the feedback control signal. A simple two-point feedback
control unit (TR-Serie, Telemeter Electronic, Germany) is used to control the current flow-
ing through the heating pads. A precision temperature measurement module with eight
channels (RedLab TEMP) is used to acquire the temperature data (see Fig. 3.33(c)).

The cell is initially stabilized at 40 °C. The laser frequency is locked to the iodine
line and is simultaneously measured with a wavemeter (WSU-10, HighFinesse/ Angstrom).
The interferometer is illuminated with laser light using the measurement configuration
described in section 3.5.3. Fig. 3.34 contains two exemplary trials to determine the “real”
temperature tuning rate of the instrument, (a) during cooling, and (b) during temperature
stabilization, i.e., during wind speed measurement.

Case (a) typically occurs when the instrument is shut down for transportation. The
cooling rate of -7.3 K/h can be estimated by the slope of a linear fit (dashed blue, middle
plot). The theoretical constant TTrate of Ry = 477 MHz/K would give frequency changes
Af represented by the black dashed line in the bottom plot. These changes do not follow
the frequency changes obtained from Downhill-Simplex fits to the interference fringes of
reference and optional atmospheric signal (see section 5.2). During cooling the fringe at
first shifts to higher and lower frequencies (see Fig. 3.34(a), green line). In case of (b)
the shift of both reference and signal fringe follows the temperature trend times a factor
of roughly 10. The right y-axis shows the apparent time-varying temperature tuning rate
based on calculating the gradient of fringe frequency shifts, assuming a linear dependence
between absolute temperature and time. During cooling (Fig. 3.34(a)) and heating (not
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(a) Temperature tuning rate during cooling (b) Temperature tuning rate during temperature stabilization
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Figure 3.34: Temperature tuning rate during cooling on March 13, 2018 (a) and during stabilization
on January 29, 2018 (b). All frequency changes are plotted: 1. of the laser (measured
with wavemeter WSU-10, top), 2. fits to equivalent frequency changes of absolute temper-
atures measured with the Pt-100-sensors (middle), and 3. the interference fringe position
as frequency change determined by Downhill-Simplex-Algorithm (DSA, Nelder-Mead) fits
(see section 5.2) (bottom). The right y-axis shows the estimated temperature tuning rate
determined from the DSA fit and from the linear fit to the absolute temperature (middle
boxes).

shown here) the estimated TTrate reaches up to 1.5 GHz/K and 3 GHz/K, respectively.
During stabilized measurements (Fig. 3.34(b)) the absolute value of the TTrate would be
up to ten times higher then the theoretical TTrate (see black dashed line).

A plausible explanation is, that the measurement values provided by Pt-100 (sensor 2 and
3) cannot accurately show the ambient temperature dynamics (e.g., convection), during
cooling, during heating, and during temperature feedback-control. That is, the instrument
(air between the mirrors, glass) needs time to stabilize to the temperature measured by
the sensors, which are located close to metal structures of the cage and the cell housing
wall. Temperature gradients within the compartment may affect the fringe position.

To conclude, the temperature stabilization scheme is one of the items to be optimized
in future evolutions of the system. However, the principle of comparing reference and
atmospheric fringe in a differential measurement, allows being ignorant of the absolute
temperature changes. Although they are large compared to typical Doppler shifts caused
by wind (=~ 5.6 MHz for 1 m/s), they change on different time scales (compare Fig. 3.34(b)).
Temperature changes of this order of magnitude might however bias the illumination func-
tion correction, because it requires measurement durations of several minutes (see section
3.5.6), yielding a limitation to the ultimate performance.
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3.6 Laser transmitter characteristics

This section describes the most important characteristics of the WALES/DELICAT trans-
mitter used in this work.

The high power Nd:YAG laser was developed for the DLR WALES lidar system ( Wirth
et al., 2009). It is a MOPA (master oscillator, power amplifier) design with a monolithic
Nd:YAG master resonator, running single-mode. This non-planar ring oscillator (NPRO)
is diode-pumped and emits IR laser pulses of a duration (FWHM) of 8 ns at a rate of 4 kHz.
The frequency is tunable either by temperature or mechanical stress. A small fraction of
the IR radiation is frequency-doubled (SHG) for stabilizing the laser to the absorption line
center of Iy inside an iodine cell, with an absolute frequency stability of 1 MHz (300 kHz
on short time scales, i.e.;, < 1 min). The power amplifier (PA) stages work through passive
Q-switching with a timing jitter of less than 0.5 ps (at 1), and with pulse energies up to
400 mJ ( Wirth et al., 2009). The repetition rate of the MOPA setup (100 Hz) is determined
by the driver current cycle of the PA stages.

This pump laser is combined with a Third-Harmonic Generation (THG) unit devel-
oped for the DELICAT system ( Vrancken et al., 2016). A schematic optical layout of the
WALES/DELICAT transmitter with THG unit is shown in Fig. 3.35(a). A CAD-model of
the THG unit is shown in Fig. 3.35(b).

RGN NP

C N N

\| Nd:YAG PA ) | Nd:YAG PA ) | Te|escgj>\
I i |
n SFG I SHG }—/

V.
\ Telescope

Figure 3.35: (a) Schematic optical layout of the DELICAT laser transmitter (Vrancken et al., 2016).
(b) CAD-model of THG-unit with 3-axis piezo stage (modification by Patrick Vrancken,
orange) for coupling UV light into a glass fiber (reference light path) and towards the
internal powermeter.
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The THG unit contains a KTP crystal for second-harmonic generation (SHG), that is
used in type II configuration, while phase-matching is achieved by angle and temperature
tuning. The SHG conversion efficiency is in the order of 55%. A set of two-wavelength
zero-order waveplates with A/4 and \/2 is needed to adjust the polarization of the SHG
and the fundamental, which both yield slightly elliptical polarization. In the next step,
the beams are guided into a BBO crystal for sum frequency generation (SFG), whereby
the phase matching is performed by angular tuning within a piezo—driven two-axes mount.
The overall THG efficiency is up to 30%. A highly dichroic mirror is used to separate
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the UV part from the infrared and green part, the latter two being fed into a dump. A
motorized zero-order \/2 waveplate is used to rotate the polarization of the UV part.

The THG unit was modified for the purpose of this work. Before being expanded with
a Galilean telescope, a small fraction is diverted and coupled into a multimode fiber, using
a xyz-piezo stage (orange, Fig. 3.35(b)). This light guided into the multimode fiber is
separated using a 98:1:1-splitter into 1. a high power reference (600 pm output port), 2.
a low power reference (600 pm output port), and 3. another low power signal fed into a
powermeter for internal laser power measurements. The required delayed laser reference
beam path (1. or 2.) is used as internal reference for the DWL receiver.

The expanded beam has a waist diameter (2wg at 1/e?) of 13 mm, a divergence © of
150 prad, and a beam quality factor (M?) of 4.3. A subsequent shutter system can be used
to remotely block the beam (Vrancken et al., 2016).

The laser transmitter is flight-proven and resilient to vibrations and ambient conditions.
The laser is cooled through water-water-air cooling circuits ( Viancken et al., 2016).

Table 3.6 summarizes several important properties of the laser transmitter.

Table 3.6: WALES/DELICAT laser transmitter parameters ( Wirth et al., 2009; Vrancken

et al., 2016).
Parameter Value
Repetition rate 100 Hz
Pulse-to-pulse timing jitter (MOPA) < 0.5 ps
Laser pulse energy (IR) < 310 mJ
Laser pulse energy (UV) < 85 mJ
Linewidth (IR, FWHM) 54 MHz
Frequency stability (IR) < 1 MHz
Pulse-to-pulse frequency jitter (IR) 300 kHz (RMS)
Pulse length (FWHM) 8 ns
Beam quality M? (UV) 4.3
Beam divergence © 150 prad
Beam diameter (2wy) 13 mm

Laser beam pointing fluctuations of the WALES/DELICAT transmitter are estimated in
appendix [. A 30 standard deviation of the laser beam tilt angle of approximately 48 prad
is estimated. This order of magnitude should be taken into account when estimating the
resulting bias of the wind speed (see section 4.3).

Chapter 3 described the development and design of a Doppler wind lidar receiver based on
the fringe-imaging Michelson interferometer (FIMI) technique. Starting from requirements
of the receiver for alleviation control of wake vortices and gusts, different direct-detection
DWL were compared and the FIMI technique was found most suitable.

A monolithic field-widened fringe-imaging Michelson interferometer (FWFIMI) with par-
tial temperature compensation was designed and specified with respect to fabrication toler-
ances. After fabrication its characteristics were investigated experimentally. The FWFIMI
was integrated into a fiber-coupled receiver with suitable imaging optics, amplifier elec-
tronics, and a PMTA. The receiver’s fiber components’ speckle noise and scrambling gain
performance were characterized, an illumination function determination procedure was de-
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veloped, and the physical temperature tuning rate was estimated through measurements.
The WALES/DELICAT transmitter was slightly modified, yielding a DWL prototype.
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4 End-to-end simulation

This chapter provides an estimation of the performance of the DWL receiver using an
end-to-end simulation. The following description is partly based on Herbst and Vrancken
(2016).

The simulation includes different transmitter properties, atmospheric backscattering con-
ditions (section 2.1), estimated losses of a receiver setup (section 3.5.3), and an ideal cosine-
shaped instrument function of a FWFIMI (section 3.3.2) to simulate the light distribution
of the interference pattern imaged on the linear detector. Light distributions are generated
for laser reference light and Doppler-shifted signal light including analog detection noise.
Mean wavelength estimators (see appendix C.8) are used to compare the fringe positions of
reference and signal light in order to obtain the simulated radial wind speed. The illumina-
tion function being very specific for the receiver optics is not considered for the simulation
of horizontal measurements (section 4.2). In the sections 4.3 and 4.4 random errors and
biases induced by laser beam tilt fluctuations and illumination function fluctuations are
estimated. Simulations of vertical measurements and comparisons with Cramér-Rao bound
(CRB) calculations, and a measurement of chapter 5 are provided in section 4.5. Lidar sys-
tem scaling for improved performance is studied in section 4.6 employing CRB calculations.
Simulations of deviations from ideal cosine shape are considered in appendix C.8.

4.1 Prerequisites

Relevant prerequisites of the end-to-end simulations such as assumptions on laser energy
and losses, the general simulation approach, mean wavelength estimators and their biases,
the noise of the photomultiplier tube array, speckle noise, cross-talk, laser frequency jitter,
and ADC quantization are described in the following.

The amount of emitted light depends on the laser (transmitter system) being used.
Different existing and proposed transmitter systems are assumed. Their energy per pulse
(EL), their repetition rate (Ry), and power (Py) are listed in Tab. 4.1:

Table 4.1: Laser transmitters for end-to-end simulations: energy per pulse E, repetition
rate Ry, and power P,

Transmitter Ep/m]J Ry /kHz P,/ W
WALES/DELICAT (Vrancken et al., 2016) 80 0.1 8
hypothetic HYPO 8 1 8
ESA MULTIPLY (Binietoglou et al., 2016) 1.5 4 6
AWIATOR (Rabadan et al., 2010) 0.17 18 3

The total number of backscattered photons n, is calculated with the lidar equation
(eq. 2.2) for different ranges, altitudes, and scattering ratios R,. We estimate a total loss
of signal photons before the detector of at least 92% in case of a fiber-coupled setup (see
Fig. 3.3.1), and a total loss including a linear PMT array of approximately 97% (a total
receiver efficiency 7 of 2.7%, see Tab. F.4). The factors ng = 3% and ny = 97% (of eq. 2.2)
for the proposed setup are thus assumed. The backscattering coefficients Brq, and Barie
are obtained from a mid-latitude standard atmospheric model for different altitudes (see
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Fig. 2.1). Bray and Sy are also used to calculate the light scattering spectra with the G3
model ( Witschas, 2011).

The spectra are numerically convolved with the Michelson instrument function (eq. 3.1),
using ideal values (determined in the section 3.3.1) to obtain the received spectrum and the
received instrument function, i.e., interference pattern (cf. Ir, eq. 3.3). The instrumental
interference contrast V' with reference laser light is estimated with 95% (if not stated
otherwise). All tolerances and all contrast reducing imaging properties (see chapter 3)
are assumed to be contained in V. The additional atmospheric contrast factor G (see
eq. 3.4) is introduced here by the numerical convolution. Strictly linear fringes with ideal
cosine-shape are assumed, if not stated otherwise (see appendix C.8).

Ir is normalized such that its integral is equal to the number of backscattered photons
(ny). Ip is downsampled to simulate the detector elements of the linear detector (see, e.g.,
Fig. 4.1). The photocurrents per element are calculated from the number of photons, as
described below.

Mean Wavelength estimators, their systematic biases, and shot noise

The relative shift between the signal and reference light distributions can be determined
with mean wavelength estimators. Several algorithms have been evaluated. The centroid
method (CM) (Gagné et al., 1974) and a Gaussian correlation algorithm (GCA) (maxi-
mization of the correlation function with a Gaussian) (Paffrath, 2006) (see appendix C.8)
produce large systematic errors, increasing linearly with wind speed (see appendix C.8).
This phenomenon is referred to as ’slope error’ and is very pronounced for the FWFIMI as
is shown below. For large shifts (several hundred m/s in case of the AEROLI FWFIMI)
parts of the lineshape are not fully imaged, and the systemic errors become nonlinear (edge
bias).

A maximum likelihood function approach may be used as well (see appendix C.8 for a
description).

Least-square fits are a simple alternative, that do not show slope error and edge bias.

Effects caused by the illumination function are neglected, here. The experimental illu-
mination function has to be characterized and has to be included in the final fit model.

Here a “downhill simplex algorithm fit” (DSA, Nelder-Mead method) is applied. The
DSA does not use derivatives and therefore converges very safely (see appendix C.8).

The fit function prior to downsampling has the form

f(p,®) = pa (14 pycos(¢ + pag)) + ps (4.1)

where pa, pv, Paz, pp are the fit parameters for amplitude, contrast, phase, and back-
ground, whereby pp is optional. The quadratic sum of the data values minus the downsam-
pled fit function f(p, ¢) is minimized with a Nelder-Mead simplex algorithm ((Nelder and
Mead, 1965), implemented by Jones et al. (2001), see section C.8 for a full description).
Wind speeds are determined differentially, dividing the difference of the shifts of the refer-
ence and the signal fringes pas(Ref) - pags(Sig) by the phase sensitivity S, = 47 /(FSR-AL)
(see section 3.3.2).

Simulated (downsampled) fringe distributions (without noise) and the application of the
GCA method (FWHM of Gaussian = 3 pm), of the CM method, and of the DSA method
are depicted in Fig. 4.1.
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Figure 4.1: (a) Fringe distributions (bars) without noise and Gaussians (lines) with the highest correlation
of the Gaussian correlation algorithms (GCA) with FWHM = 3 pm. Crosses: center of gravity
of reference and signal (centroid method, CM). (b) Fringe distributions (symbols) without
noise, Downhill-Simplex fits (lines) with cosine-shaped fit functions (prior to downsampling),
and deviations between data and fits (below). The instrumental contrasts are V = 0.85, and
Visig = 0.66. The number of imaged fringe periods n is set to 1.

Fig. 4.1(a) illustrates that the FSR (one period) of the designed FWFIMI covers a wide
range of possible wind speeds (=~ £950 m/s). The DSA method allows to determine fringe
shifts in the simulations without noise with a precision of < 0.016 m/s, i.e., ~ 8- 1075 of
the FSR. The deviations shown in Fig. 4.1(b) (bottom) are of numerical origin. In case
of CM and DSA systematic errors, i.e., offsets between simulated and determined wind
speeds (biases), depending on the absolute fringe position, impede this order of accuracy.

Fig. 4.2(a) shows the systematic errors e for different mean wavelength estimators (CM,
GCA, DSA) as a function of simulated wind speed, using fringe distributions without noise.

As detailed in appendix C.8, Fig. C.17, the slope error of the CM and GCA depends on
the number of periods 7, and on the contrasts V' and Vj;,. In case of the DSA method
the slope is always zero. For this reason the DSA method is selected for the following
end-to-end simulations.

In the next step artificially produced noise is added on each detector element k. The
Poisson distribution of the noise can be approximated by a normal distribution, because
of the large magnitude of the detected photons. The signal-to-noise (amplitude) ratio
SNR for every detector element is iy,/i4, Where iy, is the photocurrent of the respective
detector element, and ¢4 is the noise current. The same SNR is assumed for all detector
pixels for both the laser reference fringe and the atmospheric signal fringe (case I) or only
for the atmospheric signal fringe (case II). Case I1I contains a cosine-modulated SNR of the
atmospheric fringe pixel signals, whereby the SNR at the maximum of the fringe is varied
(see Fig. 4.2(b), inset) by setting max(Ny) = SNR? calculating all N, and obtaining
SNR), = /Nj,. Here Ny, is an artificial cosine-shaped distribution on the pixels k.

Systematic bias plots with shot noise (case I) are shown in Fig. C.18 in appendix C.8.
These are noisy versions of Fig. 4.2(a). When Gaussian shot noise is added the (wind-
speed-independent) standard deviation of the systematic error (o(e) during 50 simulation
runs) is increased, and the systematic error e is fluctuating.

Fig. 4.2(b) shows o(e) as a function of the shot noise signal-to-noise ratio per channel
(SNR) (symbols) for the DSA method, compared to the calculated Cramér-Rao bounds
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(CRB) (green line) for one fringe period being imaged on N, = 12 pixels. Eq. C.30 is
used to calculate CRB(SN R) with N, = 2/N,;..; by setting Ny, equal to SN R? (because
for shot noise: SNR o< v/Nyo). A fit with fit parameters is shown (green line). A similar
match of end-to-end simulations and CRB calculations is obtained for N, = 3 (fit
parameter A ~ 620) and N, = 48 (A ~ 125).
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Figure 4.2: (a) Systematic biases of a FIMI simulated in end-to-end simulations (without noise) for
the mean wavelength estimators: centroid method (CM), Gaussian correlation algorithm
(GCA), and Downhill-Simplex Fit (DSA, Nelder-Mead). (b) Standard deviation of the error
(e) between simulated and determined wind speed as a function of shot noise SNR. Green:
Cramér-Rao bound calculated with eq. C.30 (appendix C.3). Symbols: End-to-end simulation
with results obtained like shown in Fig. C.18 in appendix C.8 (purple: constant SNR per
pixel, i.e., case I & II, blue: cosine-modulated SNR, i.e., case III). Lines: Fit with A-1/SNR.

A 1/SN R proportionality is observed, which is characteristic for shot-noise limited pro-
cesses (see, e.g., the k/Ngq term in eq. C.33 of appendix C.3). Slightly different results
of the end-to-end simulations are obtained for the cases I & II, and IIT (A(I & II) ~ 259,
A(III) = 347). The noise behavior of the calculated Cramér-Rao bounds (green line) and
the respective results of end-to-end simulations with the DSA method (I & II: purple) are
in good accordance.

The goal of the next subsection is to model the noise of a linear photomultiplier tube
array more realistically.

Noise of the photomultiplier tube array

The total noise current i, of every detector element £ in analog detection mode is calculated
with the standard equations for the thermal noise current i, the shot noise currents of the
dark current igp, of the photocurrent igy, and for the solar background light current 1555
(Hamamatsu, 2007):

2
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whereby kp is Boltzmann’s constant, T,, = 10"9/10. T with Ny, being the noise figure
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of the first amplifier in dB, Ty = 290 K is the temperature of the readout resistor, R,.:
is the resistance of the readout resistor, assumed to be equal to 1 M), and B = 1/At =
7.5 MHz is the minimum bandwidth of the receiver (Kovalev and Eichinger, 2005) with
At = 2AR/c being the duration of signal detection (133 ns for AR = 20 m). ip is the anode
dark current being dependent on the PMT polarization voltage U,y (values can be found in
the spec sheet of “H7260-200” (Hamamatsu, 2011)). The minimum value of U,y = 500 V
is assumed. e is the electron charge. G is the gain of the PMT achieved through current
amplification, whereby each dynode amplifies the incident electron current. G is dependent
on Uy, and is equal to 3-10* for Uy, = 500 V. R, = QE -e- A/(h-¢) ~ 0.13 A/W is
the responsivity of the “H7260-200” at Ay = 355 nm, whereby A is Planck’s constant.
Fpyr = p/(p — 1) = 1.2 is the so-called noise figure of the PMT. Py is the signal optical
power per pixel k, calculated by N, - (hc/A)/At, Ny, is the number of photons per
pixel k. The signal current i, per pixel k is obtained by R, - P} - G. The received solar
background radiation power Pyg,q is given by

Pogna = Pradaim - 10° - Ay - 27 - (1 — cos (FOV/2)) - FWHM - . (4.3)

n is the total efficiency of the receiver. Prygaun, is the solar spectral radiance. Pgrygaim=
300 W/(m?2sr pm) at 354.8 nm is assumed (Hirschberger and Ehret, 2011). The FOV is set
to 4 mrad (double angle). The full width at half maximum (FWHM) of the sunlight filter
(IF) is assumed with 0.5 nm giving a transmission of 88%. Under these conditions ispg is
in the order of a few tenth of pA.

Cross-talk between the detector elements can be included using typical cross-talk ratios
of PMT arrays of 3%, 0.6%, 0.2%, 0.1% for the detector elements in a row next to a given
detector element (see appendix F).

Fig. 4.3(a) contains the optical power ), P as a function of range for an altitude of
10 km (assuming the atmospheric model presented in section 2.1.1, n = 2.7%, AR = 20 m,
and the WALES/DELICAT laser transmitter, see Tab. 4.1). The respective signal current
per pixel (ig,) and the noise currents of eq. 4.2 are shown in Fig. 4.3(b) for a number of
PMTA detector elements Np;,.; of 12, assuming full overlap at all ranges.
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Figure 4.3: (a) Backscattered optical power as a function of range (with molecular and aerosol contri-
bution indicated). (b) Atmospheric signal current (is,) and noise currents of eq. 4.2 for
every pixel k of the PMTA with shot noise of photocurrent (igz,), shot noise current of the
dark current igp, shot noise of the solar background light current (ispa), and thermal noise
current (ir).
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It may be deduced from Fig. 4.3(b) that the backscattered signal noise is clearly shot-
noise dominated in the shown range of distances up to 800 m. The ratio of of the number
of received laser signal photons to the number of the received solar background photons
(Niot/ Bior) is higher than 60 at a range of 800 m.

These noise contributions are added onto the noise-free signals per channel & of the pho-
tomultiplier tube array. The noise contribution due to speckle (modal noise) is described
in the next subsection.

Speckle noise

Another additional cause of noise are speckle. Speckle are produced due to the interference
of backscattered light from the atmosphere (see appendix C.1) and by interference of many
propagation modes of reference light in the multimode delay fiber (RF) and signal light in
the multimode scrambling fiber (SF) (see section 3.5.4). Speckle render the illumination
of the interferometer inhomogeneous and erratic. The speckle noise is defined here as an
uncertainty of the number of photons per detector element k of the PMTA and is quantified
with the speckle signal-to-noise ratio SNRy, = (I)/o(I)) (cf. eq. C.3), where I} is the
integrated intensity on pixel k of the PMTA (see section 3.5.4).

For coherent light, the average intensity () is equal to the standard deviation o;. For
partially coherent light, C reduces to 1/ V/M, here M is the number of incoherently added
speckle patterns (degrees of freedom), during the coherence time (see appendix C.1). M
equals M, - My, where M, is the number of atmospheric speckle patterns, and M the
number of fiber speckle patterns (without spatial or temporal averaging). That is, speckle
behave like a multiplicative noise.

In case of fiber-induced speckle, C' is reduced due to mixing of the fiber modes during
propagation and M depends on the vibration frequency of the vibration motor and the
time of exposure of the detector, i.e., At &~ 133 ns (AR = 20 m), and has to be determined
experimentally. Due to this very short time A¢, M} is assumed equal unity without spatial
and temporal averaging. Taking into account spatial averaging by the PMTA pixels (k)
the number of speckle realizations averaged on a single pixel (M) is at least 10000 without
vibration for Ry = 470 (see section 3.5.4). M), relates to the speckle SNR by SN R, =
VM, (see section 3.5.4, eq. 3.23).

Every pulse is assumed to generate a new, arbitrary speckle pattern, due to the changing
distribution of scatterers in the scattering volume during flight from pulse to pulse (signal)
and due to vibrations of the fibers (laser reference, temporal averaging).

A simplified model is used to simulate speckle patterns. R was defined in section 3.5.4
as the ratio of the fiber-core diameter to the mean speckle grain size D,,. Here R; is a
dimensionless quantity describing the ratio of the total detector width to D,,. The actual
speckle grain size depends on the laser beam waist diameter in front of the telescope, in
our case w(R) > 20 mm at R = 50 m (R; ~ 65 for atmospheric free-beam speckle of
Dy, = 2.3 mm, see Fig. C.2), and on the multimode fiber core diameter (Rodriguez-Cobo
et al., 2012) (for fiber speckle). Numerical arrays of dimension R - Ry with Ry = 48 (fiber
with a core diameter D,y ~ 100pm) or Ry ~ 480 (Deyre ~ 600 pm) with a negative-
exponential distribution according to eq. C.1 represent coherent speckle patterns in the
model. Fiber speckle pattern properties are characterized in section 3.5.4. Larger fiber
cores provide a higher Ry, and therefore a higher diversity (cf. section 3.5.4), and a larger
potential for spatial averaging and speckle contrast reduction. The total speckle patterns
for atmospheric signal are computed by the incoherent sum of M,,, and M,., speckle
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patterns. M, and M, are equal to M, = AR/d. with d. being the respective coherence
lengths of the molecular and aerosol scattering fractions (deop,, ., = 4.5 cm, deop,,, = 1.5 m,
cf. appendix C.1). Ry is included by setting (£) in eq. C.1 equal to the number of photons
backscattered by molecules and aerosols, respectively. The total laser reference speckle
patterns are modeled as incoherent sums of speckle patterns with My = 1 for a single laser
pulse.

The linear detector spatially integrates over the total speckle pattern (spatial averaging).
All rows of the total speckle patterns are summed up and are downsampled to simulate
the integration by the linear detector. The downsampled speckle distribution is normalized
to unity and multiplied with the distribution of photons on the linear detector for every
pulse, before the detector noise is included.

Simulated speckle patterns for Ry = 48 and R; = 480, under two different conditions:
1. h=1km, R, = 6 and 2.: h = 10 km, R, = 1 are shown in Fig. 4.4. The respective
speckle SNR is indicated without (top) and with spatial averaging over 12 pixels of a linear
detector array (bottom). The lower plots show the resulting speckle noise for atmospheric
signals and laser reference signals.
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Figure 4.4: Top: Simulated speckle patterns with a fiber core diameter to speckle grain size ratio Ry = 48
and Ry = 480 under two different atmospheric conditions (1.: h = 1 km, R, = 6, 2.: h =
10 km, R, = 1). Bottom: Respective speckle noise on a 12 pixel detector. 50 trials (their mean
Ii) and the standard deviations (o(y)) are indicated as lines and error bars. One realization
is additionally plotted for each case for atmospheric signal (M., = 481, M., = 20) and
reference signal (M; = 1) (squares and triangles).

The dependence of the speckle noise SNR on the ratio Ry is linear (as can be seen by
the fitting curves in Fig. 4.5(a)). Vertical red lines mark the ratios Ry of fibers with a core
diameter of 90 pm and 600 pm (see Fig. 3.29(b) in section 3.5.4). The atmospheric speckle
simulated in Fig. C.2(a) of appendix C.1 have a telescope aperture to speckle grain size
ratio (Ry) of 65 (marked by the orange line in Fig. 4.5(a)). The advantage of a higher
SN R, using a fiber-coupled setup with a 600 pm-core fiber is apparent.
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A 600 pm-core fiber provides a high diversity with a ratio Ry of approximately 480 (see
Fig. G.2(b) in appendix G). The y-scale in Fig. 4.5(a) is logarithmic to show the almost
one order of magnitude difference in speckle noise SNR between a frequency-broadened
atmospheric return signal (blue symbols for R, = 1 and R, ~ 6) and a coherent reference
signal with M; = 1 (green). Measurements in section 3.5.4 show, that indeed SNRro; ~
100 without temporal averaging and spatial averaging by a hypothetical 12 pixel detector
(see orange dotted line in Fig. 3.29).

The dependence on the particle backscattering ratio R; is negative exponential, as is
shown in Fig. 4.5(b) for Ry = 480. This means, that highest speckle noise is obtained for
high particle concentrations, while the high Ry ratio (high diversity for spatial averaging)
still guarantees a high speckle SNR.

Another promising way to increase SN Ry, is the digital summation of several pulses
for signal and reference light prior to evaluation, called “mean evaluation” (ME) in the
following. In contrast to the evaluation of a single pulse, “pulse evaluation” (PE), ME
reduces the effective measurement rate, but has the advantage of averaging both the speckle
noise and the detector noise. ME requires thermomechanical stability of the setup over the
short mean evaluation time, i.e., stability of the positions of the interference fringes during
the time of digital summation.
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Figure 4.5: (a) Speckle noise SNR dependency on the fiber core diameter to speckle grain size ratio Ry.
Red lines: Ry = 48 and Ry = 480 corresponding to Dcore = 100 pm and Deore ~ 600 pm
of a quadratic-core fiber (see Fig. 3.29 in section 3.5.4), orange line: corresponding Ry for
atmospheric speckle in Fig. C.2(a). (b) Dependency on the particle backscattering ratio R
for Ry = 480, and (c) on the number of averaged, uncorrelated speckle patterns produced
by independent pulses for Ry = 48 (symbols) and Ry = 480 (crosses) for backscattered light
(blue, atm.) and reference light (green, ref.). Black line: Measured dependence for fiber A
and fit (yellow line, see SNR(n) in Fig. 3.29 in section 3.5.4).

Temporal averaging can be achieved by averaging over a number M, of uncorrelated
speckle patterns using independent laser pulses, translated air volumes, or mechanical
scrambling. The WALES/DELICAT transmitter has a pulse-to-pulse frequency jitter dis-
tribution during less than 60 s of about 1 MHz in the UV (Wirth et al., 2009). This
frequency variation alone is however not sufficient for temporal averaging of the speckle
(cf. Fig. G.5), that is why an additional “scrambler”, such as a vibrating fiber (see section
3.5.4) is applied.
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The approximate \/ﬁp dependency in this case is shown in Fig. 4.5(c). SN Ry, for laser
reference light with Ry = 480 (green crosses) is in good accordance with the measured
dependency for a 600 pm-core fiber (fiber A) marked by a black line and a fit (yellow line)
(cf. SNR(n) in Fig. 3.29). The other dependencies show, that in case of Ry = 480 (i.e.,
D¢ore = 600 pm), speckle noise for a single pulse is only a problem for the laser reference
light (green symbols), because the SN R, is < 300. In this case temporal averaging may
be necessary, but as is apparent from Fig. 4.5(c) due to more efficient spatial averaging
for Ry = 480 than for Ry = 48 (i.e., Deore &~ 100 pm) a lower number of pulses has to be
averaged.

In case of free-beam atmospheric speckle (without applying a fiber-coupled setup) Ry is
approximately 65, because in atmospheric speckle simulations for a telescope diameter of
15 cm a speckle grain size Dy, of ~ 2.3 mm is obtained (see Fig. C.2(a), appendix C.1).

The here described model is employed in subsection 4.2 to include the influence of speckle
noise during simulations of horizontal wind speed measurements. R; = 48 is used in
these simulations because this array size is less computationally expensive than R; = 480.
Furthermore R; = 48 provides a conservative estimate of speckle noise in a free-beam setup
(without fiber coupling).

Cross-talk, laser frequency jitter, ADC quantization

The influence of crosstalk (cross-talk ratios CTR according to Tab. 4.2, ideal, and Fig. F.2,
real), a pulse-to-pulse frequency jitter of 1 MHz, and quantization due to the analog-to-
digital-converter (ADC) are shown in Fig. 4.6(a, b, c¢). In each case, the error e between
the simulated and the determined wind speed (DSA method) is determined, and its mean
value € and standard deviation o(e) are plotted as a function of range.

Table 4.2: Ideal CTR for pixels p;, and their neighbors p; ; for k =1 ... 12 and j = -5 ... 5.
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Figure 4.6: Mean and standard deviation of the error e between simulated and determined wind speed
u, in 50 trials: (a) Influence of crosstalk with the same cross-talk ratios for every pixel (ideal)
and according to Fig. F.2 (real). (b) Influence of a laser frequency pulse-to-pulse jitter of
1 MHz. (c) Influence of different effective number of bits (ENOB) of the analog-to-digital
converter (ADC).
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o(e) increases linearly as a function of range. No visible bias of € is obtained for the ideal
CTR of Tab. 4.2. Slightly different cross-talk ratios for every pixel (real), can introduce a
constant bias, i.e., an offset of € (see Fig. 4.6(a)).

Frequency jitter with a standard deviation of o(Av) &~ 1 MHz in the UV for the DELI-
CAT transmitter (Vrancken et al., 2016), does not change the result (see Fig. 4.6(b)).

The ADC quantizes the analog signal. The resolution of the ADC is assumed to be 16 bits
with an effective number of bits (ENOB) of 12 (see appendix F). Fig. 4.6(c) shows, that
reduced ENOB values of 10 bits and 8 bits would not significantly change o(e) compared
to 14 bits. ENOB values of 6 bits result in a mismatch of € and o(e) compared to the other
ENOB values and the measurement performance is thus reduced.

Furthermore, higher ENOB values allow for a higher dynamic range. In the present
simulation, the reference photocurrent is set for optimum use of the quantization levels.
The saturation level can be set to the expected maximum signal light current by adjustment
of the PMT gain.

An experimental implementation of the lidar receiver (in a future airborne setup) should
automatically adapt the amplification to the varying altitude h and scattering ratio Rj.
In this case the signal currents could be adjusted to a lower saturation level for all signal
strengths, what would guarantee a higher resolution at small signal strengths.

In this section important prerequisites for performing end-to-end simulations of wind
speed measurements with a direct-detection DWL based on a fringe-imaging Michelson
interferometer have been described. Downhill-Simplex fits with a cosine-shaped fit showed
the lowest systematic biases. SNR values per pixel of approximately 300 are needed for
a wind speed measurement precision higher than 1 m/s. Neglecting laser beam pointing
fluctuations, and illumination function variations, the detection process can be considered
shot-noise-limited. A model to simulate speckle noise was presented, showing good accor-
dance with experimental speckle SNR measurements, and highlighting the advantage of
using a fiber-coupled setup with large-core multimode fibers. Such a fiber-coupled setup
allows to average out atmospheric speckle noise effectively. The effects of cross-talk, laser
frequency jitter, and ADC quantization were modeled and their potentials to bias wind
speed measurements were estimated.
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4.2 End-to-end simulation of horizontal wind speed
measurements

The prerequisites described above are used to estimate the performance of the AEROLI
receiver prototype. The pixel dependent (shot noise) SNR is calculated for the two cases
1. h=10km, R, = 1, and 2. h = 1 km, R, =~ 6, and is plotted as a function of range in
Fig. 4.7 for different transmitter types (described in 4.1) whereby full overlap is assumed
for all ranges.
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Figure 4.7: (a) Detector SNR of one pulse for h = 10000 m, R, = 1 and (b) h = 1000 m, R, = 6 in case of
the laser transmitters: “WALES / DELICAT”, “MULTIPLY”, “AWIATOR”, and “HYPO”.
Two curves are shown for every transmitter giving the SNR of one center and one edge pixel
of the PMT array illuminated with a centered interference fringe. Colored areas mark the
regions in between where the SNR, values of the other pixels are located. Additional black
squares mark the SNR of the third pixel in case of WALES / DELICAT (see inset). The
solid black line marks a range dependence of the SNR proportional to 1/Range. Figure taken
from Herbst and Vrancken (2016).

Fig. 4.7 illustrates that the SNR depends on the considered position within the fringe,
and is roughly proportional to 1/Range, what is a consequence of the signal N;, decreasing
with 1/R? and SNR = / Niig in the shot noise limit. For h = 1 km the dependence is
1/R'?5 what can be explained with additional extinction from aerosols.

For all four laser types (see Tab. 4.1), resulting standard deviations of the determined
radial wind speeds o(u,) of fifty simulation runs are determined. Without averaging a
multitude of pulses, o(u,) is higher than one m/s, even for the high pulse energies of
WALES/DELICAT. Therefore, within each simulation run the signals are averaged for a
time span of 0.1 s (“mean evaluation”, ME). Thus, different numbers of pulses are averaged,
depending on the laser type. Here, the assumption is made, that every laser pulse produces
a new set of uncorrelated speckle patterns. The different simulated scenarios are: 1. with
shot noise only (top), 2. with atmospheric speckle (middle), and 3. with fiber speckle,
jitter, and cross-talk for Ry = 48 (bottom), and are shown in Fig. 4.8 for two atmospheric
situations equivalent to cruise flight (UTLS, h = 10 km, R, = 1.006, left) and approach
(boundary layer, h = 1 km, R, = 6, right).
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Figure 4.8: Results of the end-to-end simulation: The standard deviation o(u,.) of the determined wind
speed u, as a function of range R for the transmitters “WALES / DELICAT”, “MULTIPLY”,
“AWIATOR”, and “HYPO” (see Tab. 4.1) in case of weak backscattering signal (h = 10 km,
Ry, = 1) and strong backscattering signal (h = 1000 m, R, = 6). The CRB calculated with
eq. C.30 of appendix C.3 is shown for comparison (orange line). The results are taken from
Herbst and Vrancken (2016).

With shot noise only, the standard deviation o(u,) increases linearly approximately (in
the limits of the possible for fifty simulation realizations). o(u,) is in accordance with the
calculation of the Cramér-Rao bound (CRB), using eq. C.30, whereby N, is the total
number of received photons during the ME time span of 0.1 s (being independent of the
transmitter type), including a receiver overall efficiency 1 of 2.7% (orange lines in Fig. 4.8).

For h = 1 km, R, = 6 the SNR is elevated, and therefore lower values of o(u,) are
achieved in case of MULTIPLY, AWIATOR, and HYPO. In case of WALES the signal
damping must be so strong that o(u,) is bigger. However, a small decrease of o(u,) is
observed, what is probably due to the increased atmospheric contrast (see eq. 3.4).

When modeled atmospheric speckle are included, the following trends can be observed.
For WALES and HYPO, o(u,) is below 1 m/s up to ranges of about 120 m. HYPO
performs better mostly because the digital averaging allows more pulses during 0.1 s, while
the SNR is better than for MULTIPLY and AWIATOR. HYPO seems to be closer to an
optimal combination of pulse energy and repetition rate for averaging out detector and
speckle noise than WALES.

At low signal strengths, the SNR per pulse of MULTIPLY and AWIATOR is very small,
increasing o(u,) for these two transmitters. Especially when speckle noise is considered,
these low values of SNR seem to reduce the measurement performance. Averaging in the
presence of speckle seems to be less effective, requiring higher signal-to-noise ratios.

At high signal strengths, MULTIPLY and AWIATOR profit from higher SNR values for
each pulse and from a higher number of pulses for averaging during measurement intervals
of 0.1 s, such that WALES is outperformed (Herbst and Vrancken, 2016).
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Fiber speckle are averaged out (see lower plots of of Fig. 4.8) during time periods of 1000
pulses for every transmitter type. o(u,) seems not to be elevated in comparison to the case
where only atmospheric speckle are considered. The assumed Ry = 48 is a pessimistic
approximation of the free-beam illumination case (i.e., Ry ~ 65 in case of atmospheric
speckle as simulated in Fig. C.2(a)).

For R; = 480 (fiber-coupled case with D, = 600 pm) atmospheric speckle and fiber
speckle may be spatially averaged out more efficiently, yielding shorter required time peri-
ods for the averaging (see appendix C.8, Fig. C.23).

Fig. 4.8 illustrates, that especially for strong signal situations it is advantageous to have
higher repetition rate transmitters (e.g., “HYPO”), allowing for more effective averaging
of detector noise (and speckle noise) during ME averaging, and for lower detector currents
per pulse. When the combined performance at h = 10 km; Ry, =1 and h =1 km, R, =6
is considered, “HYPQO” appears to be the best choice within the considered transmitter
types (Herbst and Vrancken, 2016).

A possible candidate for the high power UV pulsed transmitter are thin disc lasers, first
experimented with in the early 1999s (Giesen et al., 1994), which are currently used in
industrial material processing (Speiser, 2016) and are in particular developed at DLR.
Thin disc lasers can have short pulses below 10 ns independent of the pulse repetition
rate (up to 200 kHz), with fundamental mode beam quality, with output powers >20 W
at 343 nm, for instance (Joosten et al., 2014). Frequency stability comparable to the
WALES/DELICAT transmitter would have to be ensured.

In Fig. C.19(a) of appendix C.8 the number of illuminated pixels (Npize) of the lin-
ear detector is varied. The resulting values of o(e) of the horizontal end-to-end simu-
lations suggest that o(e) is increasing for Ny < 12. It seems that lower values of
Vipiz = sinc(1/Npizer) at low Npizer affect the result in a way similar to CRB calculations
using eq. C.30 with V' = V},;,. The end-to-end simulations are performed assuming a pitch
loss factor of the PMTA depending on N, (see eq. F.2 and Fig. C.19(b)). These results
confirm that N = 12 is a good choice.

Further studies exploring lidar system scaling for LoS update rates of 100 Hz (as possibly
needed for wake vortex alleviation control (Schwithal, 2017), see appendix B.2) are provided
in section 4.6.

This section was dedicated to the simulation of horizontal wind speed measurements
considering shot noise and speckle noise. Different laser transmitter types were compared,
yielding that temporal averaging in combination with the transmitter “HYPO” prospects
best performance on all altitudes. Effects such as laser beam pointing fluctuations and
illumination function variations were not considered. These phenomena are studied in the
following sections.

4.3 Estimation of the random error due to laser beam
pointing fluctuations

This section provides an estimation of the random wind speed error introduced by laser
beam pointing fluctuations (see appendix I), in the case that a fiber-coupled setup (see
Fig. 3.17) with a scrambling fiber (SQ, 10 m long 600 pm-quadratic-core fiber, as studied
in section 3.5.5) is employed.

This estimation consists of the following steps. 1. The raytracing model of the front-end
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receiver (Fig. D.1 in appendix D.1) is used to estimate the equivalent lateral shifts of the
backscattered light when coupling into the scrambling fiber for a range of laser beam tilt
angles. 2. These lateral shifts are set in the experimental setup to determine the changes
of the illumination function. 3. These changes of the illumination function are input into
an end-to-end simulation.

Fig. D.6(a) and (b) in appendix D.1 illustrate that the lateral positional shift on the
entrance surface of the fiber is in the order of 10 pm for a tilt of 50 prad, and that the
change of the mean incident angle on the fiber is below 1.8 mrad.

These estimated lateral shifts are set in the test setup. The test setup is similar to the
scrambling gain measurement setup (see section 3.5.5), except that the near-field of the
scrambling fiber is connected to the assembled receiver, whereby the PMTA is exchanged
for a CMOS camera (as shown in Fig. 3.17). The fiber is illuminated with the UV-LED
(broad source with respect to the FWFIMI) and a 2D illumination function (exemplary
image in Fig. 4.9) is recorded for every position of the fiber. The translational precision Ax
of the x-, y-, z-stage is multiples of 0.8 pm. The small changes of the angles of incidence
of 1.8 mrad cannot be set in this setup and are considered to be negligible here.
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Figure 4.9: Exemplary 2D illumination function (image taken with the CMOS-camera) with the xyz-stage
at location (0,0,0) of the focused UV-LED with respect to the fiber core center.

The illumination function deviations are introduced in the end-to-end simulation to
estimate the random error due to laser beam tilt variations damped by the scrambling
of the fiber (fiber A, SQ, see Tab. F.3). For this purpose a measured laser reference
PMTA illumination function is multiplied with the downsampled fringe distributions of
laser reference and atmospheric signal (without detector noise) and the change of the
illumination function is modeled by multiplication of this PMTA illumination function
with the measured fractional deviations of the 2D illumination functions recorded with the
CMOS camera, which are summed along y, and downsampled (see Fig 4.10(a)).

In the next step, the altered fringe distributions are divided by the original PMTA
illumination function (without the deviations). The modified fringe distributions are then
employed in end-to-end simulations as described in section 4.1.

Fig. 4.10(b) shows the resulting error e between the simulated and the determined wind
speeds of the laser beam tilt bias estimation simulations employing the DSA method. In
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case of the GCA and CM method similar wind speed independent random errors plus the
slope biases (described in section 4.1) are obtained.
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Figure 4.10: Laser beam pointing random error estimation using the measured deviations of the illumi-
nation function modifying the fringe shape for various laser beam tilt angles ¢. (a) Down-
sampled CMOS images summed along y-direction to simulate the 1D illumination function
of the PMT-array, given as deviations from the original image at (0,0,0) (see Fig. 4.9) for
various x-positions (£ 10 pm with Ax = 0.8 pm given by the positional accuracy of the
xyz-stage). (b) Results using Downhill Simplex fitting (DSA). The error due to tilts of the
laser beam is visible as a horizontal offset smaller 0.15 m/s for 6 < 50 prad.

In case of the fiber-coupled setup with the SQ fiber the estimated random error is about
0.05 m/s for a random tilt of 10 prad and about 0.15 m/s for 50 prad (3o of laser beam
pointing fluctuation, see Fig. 1.2 in appendix I).

The above results may be interpreted with respect to laser beam pointing induced ran-
dom errors of other instruments. In a free-beam setup a tilt of 1 prad would shift the
illumination function at the detector plane by ~ 6 pm, i.e., & 0.9 m/s. Airborne instru-
ments like the ALADIN Airborne Demonstrator (A2D) where measurements are based on
the double edge technique are comparably sensitive with an estimated bias of 0.4 m/s if
the unconsidered noise of the alignment angle is in the order of 1 prad (Reitebuch, 2016;
Luz et al., 2018).

Considering the measured beam pointing variation of 50 prad (3¢) in appendix I, the
above estimated fluctuating bias (of £0.15 m/s) has to be considered as additional random
measurement noise. A possible means of reducing this estimated random error further
would be the usage of different fibers with higher scrambling gains (e.g., different polygonal
shapes and fiber combinations (Halverson et al., 2015)) or applying a free-beam optical
scrambler, like a two-lens optical scrambler (see, e.g., Hunter and Ramsey (1992)), used
by Bruneau et al. (2015), e.g. Meanwhile, such a system, even if properly designed and
aligned, adds additional losses. Appendix D.4 contains a raytracing design of a two-lens
optical scrambler adapted for illumination (in and out) with 600-pm-core fibers.

4.4 Estimation of biases due to illumination function
deviations

In this section an estimation of the bias due to either an erroneous measurement of the illu-
mination function or due to a long-term change of the illumination function is performed.
For this purpose pseudo-ideal illumination functions of backscattered signal and laser ref-
erence are defined (“sig” and “ref” selected in Fig. 4.11(a), taken from real measurements
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of section 5). Measured or changed illumination functions are then simulated as these
pseudo-ideal ones plus Gaussian noise of standard deviation oy, (given as a fraction of
the pixel value of the normalized pseudo-ideal illumination function). Simulated fringes
of “true-cosine” shape are multiplied with the ideal illumination functions. Then, these
fringes are corrected with the simulated (modified) illumination functions. Detection and
speckle noise are neglected. One hundred simulation runs are carried out for each value of
Oiltum- Furthermore, the maximum of the fringe is positioned in the middle of the PMTA.
Exemplary laser reference and atmospheric signal illumination functions are shown in
Fig. 4.11(a) for oyum = 0.03. The mean and standard deviations of the simulated illu-
mination functions are indicated by error bars. Illumination functions of an exemplary
simulation run are shown as dashed lines. For every simulation run an offset error (bias)
e between the simulated and the determined wind speeds using the GCA, DSA and CM
method is obtained for a range of simulated wind speeds from -10 m/s to +10 m/s.

(a) Ideal (selected), measured illumination functions (b) Standard deviation of the offset error e (100 sim. runs)
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Figure 4.11: (a) Exemplary illumination functions: One time measured illumination functions represent
pseudo-ideal ones. 12 pixels are selected for the simulation. Changed illumination functions
are generated by adding Gaussian noise with a standard deviation oy, of the respective
pixel value. (b) For 1.35 FP, 1.0 FP, and 0.8 FP (fringe periods) imaged on 12 pixels:
Standard deviation o(e) of the bias between the simulated and the determined wind speed
u, as a function of the standard deviation of the Gaussian noise (0jum) added on the
reference and signal pseudo-ideal illumination functions.

The dependence of the offset error e on the simulated wind speed is shown in Fig. 4.12(a)
in case of oyum = 0.01 for five different simulation runs (colored lines). The mean error e
and its standard deviation o(e) are indicated by black symbols and error bars.

Fig. 4.12(a) shows that the offset e may be dependent on the simulated wind speed w,. for
a certain noise representation of the illumination function. The absolute value of the slope
Ae / (20 m/s) of this dependence is distributed differently for different values of oy as
is shown in Fig. 4.12(b). This slope bias increases with c;jum.

The standard deviation o(e) of the mean offset biases e of the 100 simulation runs (see
black error bars in Fig. 4.12(a)) is constant in the simulated wind speed range.
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Figure 4.12: (a) Resulting error e as a function of the simulated wind speed w, for exemplary simulation
runs (different colors) in case of noise of the illumination function with o, = 0.01. The
mean error € and its standard deviation o(e) of all 100 simulation runs are indicated by black
triangles and error bars. (b) Distribution of the absolute value of the slope Ae/(20 m/s)
for different values of o;um.-

This standard deviation of the constant offset bias for 100 realizations of Gaussian noise
(o(e)) is shown in Fig. 4.11(b) as a function of oy, for the cases that 1.35 fringe periods
(FP), 1.0 FP, and 0.8 FP are imaged on 12 pixels of the PMTA.

The standard deviation of the offset bias of the 100 simulation runs increases linearly
for GCA, DSA, and CM methods. For one fringe period (FP) imaged on the 12 pixels (see
Fig. 4.11(b) middle) values of o(e) < 1 m/s are only obtained for values of o, < 1% in
case of DSA. Similar results are obtained for FP = 1.35 and FP = 0.8. Except for FP =
1.35 both the GCA method and the CM method show smaller values of o(e) at the same
Tium and a lower steepness of increase of o(e) with oy, than the DSA method.

Seemingly, local alterations of the fringe shape (as introduced by the Gaussian noise of
the illumination functions) have less influence on the outcome of the GCA and of the CM
method. A possible explanation could be that both GCA and CM are more related to
finding the maximum of the fringe than fitting the whole fringe profile (as in case of the
DSA method). Nevertheless, both GCA and CM are biased with respect to the absolute
fringe position (see slope bias in section 4.1) limiting their applicability compared to the
DSA method.

The above results stress the need to accurately determine the illumination functions
of both the laser reference and the atmospheric signal during repeated calibration runs
in order to avoid the above biases. Moreover, the illumination function should be stable
between these calibrations with comparable accuracy.

The accuracy of the illumination function determination and the stability should be on
the order of 0.5% per illuminated pixel to limit the resulting offset bias (o(e) < 0.6 m/s)
and the mean of the slope bias (Ae/(20 m/s) < 0.005).
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4.5 End-to-end simulation of vertical measurements
with comparisons to CRB calculations and
field-test measurements

This section provides end-to-end simulations of vertical, range-resolved, ground-based wind
speed measurements and a comparison with CRB calculations, and with the measurement
results presented in section 5.3.3.

A range gate length AR = 30 m, a mid-latitude standard atmospheric model (see Fig. 2.1,
with h = 0 equivalent to sea level), a realistic total AEROLI receiver efficiency of 2.7%
(see Tab. F.4 in appendix F), and full overlap at all ranges are assumed.

Fig. 4.13 shows a comparison of end-to-end simulations and CRB calculations (using
eq. C.30), for altitudes up to 900 m, for a LoS update rate rp,s of 1 Hz, a solar back-
ground radiance of Pragaim = 300 W/(m? sr pm) assuming a sunlight interference filter
(see Tab. 3.2, eq. 4.3) is applied, and for different assumed concentrations of aerosols. The
transmitter parameters in the simulation are adjusted to be similar to the parameters dur-
ing vertical field-test measurements (see section 5.3.3), i.e., £, = 48 mJ, Ry = 100 Hz,
P, =48 W.
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Figure 4.13: Comparison of vertical end-to-end simulations with standard deviation o(e) of the error e
between simulated and determined wind speed u,., using the DSA method in 50 simulation
runs, with the CRB calculation using eq. C.25 and eq. C.30 for a LoS update rate (rrog) of
1 Hz, and a solar background radiance of 300 W/(m? sr pm). Left: Median values of the
particle backscattering ratio (R;) applied in end-to-end simulations and CRB calculations.
Middle: Lower decile of Rp. Right: Comparison of vertical measurements (see section 5.3.3),
i.e., with the standard deviation (o) of the mismatch e between the AEROLI DWL receiver
and the Leosphere Windcube 200s (black stars). The total random error with added random
error due to unexpected laser beam pointing variation (see section 4.3) is shown as dotted
blue line.

In case of median values of R, a mismatch by a factor of 1/ V2 exists between the
(vertical) end-to-end simulation results and the CRB calculation.

Higher values of R, at low altitudes reduce the standard deviation and together with
extinction introduce deviations from expected linear behavior (o(u,) o< R). When only the
lower decile of Ry is considered (Fig. 4.13 middle) linear behavior is visible.
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In case of lower decile values of Ry, there is good accordance between the results of the
end-to-end simulation and the CRB calculation (Fig. 4.13 middle).

A solar background radiance of 300 W/(m? sr pm) (Hirschberger, 2013) does not influ-
ence the result (see Fig. 4.13(a)), because the ratio of detected backscattered signal photons
to solar background photons is large, i.e., Ny /Byt = 20 at an altitude of 900 m, due to the
application of the interference filter (see eq. 4.3). Realistic values of the downward diffuse
radiance obtained by a 1-D UV radiative transfer model based on the Matrix Operator
Method (see e.g., Meerkitter and Degiinther (2001)) are on the order of 50 W/(m? sr pm)
for a ground-based vertical LoS at a zenith angle of zero (sun zenith angle 54°; clear sky)
and about 140 W/(m? sr ym) for a horizontal LoS at an altitude of 10 km (clear sky) at
a wavelength of 355 nm (Meerkdtter, 2018). Thus, the influence of solar background shot
noise is negligible.

For comparison the standard deviation o of the difference e between the AEROLI receiver
measurements and the reference measurement made with a Windcube® 2008 (see 5.3.3)
is plotted (black stars). These measurements show a linear dependence on range (for
altitudes above 300 m), as well. The estimated random error caused by laser beam pointing
fluctuations (see section 4.3) is added to the CRB and the total random error is marked
by a blue dashed line in Fig. 4.13. Further reasons for still existing deviations between
the end-to-end simulation, the CRB calculation, and the measured standard deviations are
discussed in sections 5.3.3 and 5.4.

The good accordance between end-to-end simulation and CRB calculation in case of
lower decile values of Ry, justifies an approach where CRB calculations are used to estimate
the prospective performance of scaled lidar systems for improved performance.

4.6 Lidar system scaling for improved performance

This section is dedicated to plausible transmitter and receiver improvements for measure-
ments at cruise flight altitudes, and for line-of-sight wind speed update rates (rr,5) of
100 Hz, possibly required for wake vortex alleviation and control (Schwithal, 2017).

Here a system parameter describing both the transmitter and the receiver, the Power-
Aperture-Efficiency-Product (PAFE), is introduced:

PAFE = PL : Atel -1, (44)

where Py, is the transmitter optical power, A, is the opening area of the telescope, and
n is the efficiency of the receiver. Realistic values for the AEROLI DWL are P, = 8 W
(WALES/DELICAT, see section 3.6), A;; = 13.5- 1073 m? (opening diameter of 14 cm),
n = 2.7% (see Tab. F.4 in appendix F), and thus PAE = 3- 1073 Wm?.

Altitude- and range-dependent Cramér-Rao bounds (CRB) for different values of PAFE
are calculated using eq. C.30 with an instrumental contrast V' = 0.95, assuming lower decile
values of Ry, using the atmospheric model provided in section 2.1.1 (Fig. 2.1) and the lidar
equation (eq. 2.2). End-to-end simulations are carried out for comparison as described in
section 4.2 assuming that speckle noise is completely suppressed.

A comparison of end-to-end simulations and CRB calculations for the exemplary case of
PAE = 3-1073 Wm? is provided in Fig. 4.14(a). The end-to-end simulations consist of 400
simulation runs for every range and altitude, and the standard deviation of the difference
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between the simulated wind speed and the determined wind speed (o(e)) using the DSA
method is determined.

The slope of the standard deviation of the determined (estimated) wind speed (i.e., of
the CRB) as a function of range R increases for higher altitudes, because the density of
air and the concentration of aerosols are lower. Especially at cruise flight altitudes higher
than 10 km, a PAE of 3-10~% Wm? is not sufficient for several longitudinal measurement
points with standard deviations below 1 m/s at a LoS update rate (r,s) of 100 Hz.

The results of the end-to-end simulation and the CRB calculations are matching to a
high degree. The CRB calculation is very fast compared to the end-to-end simulation.
That is why for lidar system scaling solely CRB calculations are applied. The PAFE is
increased stepwise and the CRB and its slope CRB/R are evaluated.

Fig. 4.14(b) shows the dependance of the CRB on the range R at an altitude of 10 km
for hypothetical increased values of PAFE, as obtained for example by higher receiver
efficiencies 1. The slope CRB/R is lower for higher values of PAE.
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Figure 4.14: Calculation of CRBs of a FWFIMI with different Power-Aperture-Efficiency-Products
(PAE) with a range gate length AR of 20 m, lower decile values of R}, assuming a LoS
update rate (rpos) of 100 Hz as needed for wake vortex alleviation, using eq. C.30. (a)
Comparison of end-to-end simulations and CRB calculations of horizontal wind speed mea-
surements at different altitudes. (b) Linear dependence of Cramér-Rao bounds (CRB) for
different values of PAE at an altitude of 10 km. (c¢) Slope CRB/R as a function of altitude.
The slope parameter CRB/R is shown for different values of the PAE (see legend of (b)).

Fig. 4.14(c) shows calculated slopes CRB/R for different values of PAE as a function of
altitude. The slope decreases for higher PAE and increases for higher altitudes.

A PAFE of 8.8-107% Wm?, i.e., n = 8% would suffice to obtain CRB values < 1 m/s up
to altitudes of 10 km for the first three ranges at a 77,5 of 100 Hz. All three parameters of
eq. 4.4 may be increased to achieve this threefold increase of the PAFE.

In terms of power consumption and eye-safety higher laser powers are however problem-
atic. Laser transmitters with higher repetition rates such as disc lasers may be employed.

Higher receiver efficiencies (n > 2.7%) may be realized by applying HR-coatings (e.g.,
on the primary telescope mirror), by improving the transmission in the fiber components
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(scrambling) part of the receiver, by installing the FWFIMI in the tilted two-channel
configuration (PAE = 6- 1073 Wm?, doubled efficiency because the reflected interference
pattern can be analyzed, see appendix D.3), or by using a hexagonal beamsplitter (doubled
efficiency because unpolarized light can be used at the input of the interferometer as
discussed in section 3.4.3).

The telescope aperture could be increased from 14 cm to 20 cm providing a PAE of
6- 10~* Wm?. However, the larger the aperture the bigger are the windows, mirrors, and
scanner optics required, limiting the practicability of this approach aboard an aircraft.

The performance of such a scaled lidar system will not be impaired by atmospheric
speckle noise (see section 4.1), provided that the ratio Ry and thereby the speckle SNR is
high enough. This is shown by performing end-to-end simulations with R; = 480. The
resulting values of o(e) for SNR,(atm) ~ 700 and SN R,,(ref) ~ 116 (speckle ON) are
compared in Fig. C.23 of appendix C.8 to results without speckle (OFF) for a LoS update
rate of 100 Hz (WALES/DELICAT transmitter, PAE = 3-107° Wm?), assuming R, = 8.5
(upper decile) at h = 10 m (ground level). It is assumed that every pulse creates a new
uncorrelated speckle pattern and no temporal averaging is done (rp,s = 100 Hz). In this
case no increase of o(e) due to atmospheric speckle alone is observable. If the laser reference
signal is averaged over 100 pulses o(e) is reduced to the shot-noise-limited value.

The general conclusion is that DWL system scaling for improved system performance is
possible by increasing the Power-Aperture-Efficiency-Product (PAFE). The value of PAFE
should be at least tripled in order to have at least three measurement points with o(e)
below 1 m/s on cruise-flight altitudes. The most feasible way to achieve this may be by
increasing the AEROLI DWL receiver efficiency. Speckle may be averaged spatially in a
scaled lidar system by using a multimode fiber with an R; value of approximately 480 and
with temporal averaging of the reference signal (see section 4.1 and section 3.5.4).

Within chapter 4 the prospective performance of a direct-detection DWL based on the
FIMI technique was estimated, using a large variety of assumptions and models. The devel-
opment of these models helped to improve the understanding of the measurement principle,
providing guidelines and support for the receiver prototype design and improvement. An
estimation of the systematic errors of mean wavelength estimators yielded that a fit with a
cosine-shaped fit model minimizes these errors. The otherwise shot-noise limited detection
process may however be aggravated by speckle noise, by cross-talk, by ADC-quantization,
by laser beam pointing fluctuations, and inaccurate illumination function correction or
temporal changes of the illumination function. A 600 pm quadratic-core multimode fiber
is shown to increase accuracy and precision, being otherwise more severely degraded due
to speckle noise, due to laser beam pointing fluctuations, and due to illumination func-
tion variations. To conclude, the end-to-end simulations predict that the FIMI technique
allows to measure wind speeds on all altitudes in the near-range in front of an aircraft,
provided that these sources of random errors and biases are minimized. Performance may
be increased to meet the requirements for wake vortex and turbulence alleviation control
by a larger power-aperture-efficiency-product of the DWL. This may be achieved by an
increase of the receiver efficiency.

The aim of the following chapter is to verify this prospective wind speed measurement
performance of the AEROLI DWL prototype by performing first ground-based validation
measurements of the FIMI technique.
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5 Field-tests of the lidar receiver on
the ground

Ground-based field-measurements with the DWL prototype AEROLI were carried out in
January 2018 and March 2018. In section 5.1 important settings of AEROLI and the
measurement setup are described. The development of the evaluation algorithm for the
determination of the Doppler shift from positional shifts of the fringes are detailed in section
5.2. Section 5.3 provides the AEROLI measurement results of the speed of a moving hard
target, of horizontal wind speed measurements, and of vertical wind speed measurements.
The measurement results and their implications are discussed in section 5.4.

5.1 Doppler wind lidar receiver prototype and
measurement setup

The DWL lidar prototype AEROLI is described in section 3.5.3 (see Fig. 3.20). Here special
focus is put on summarizing the transmitter and receiver settings during the validation
measurements, and on describing the measurement setups.

Transmitter and receiver settings

The WALES / DELICAT transmitter (see section 3.6) was adjusted to laser pulse powers
of 48 mJ for most of the measurements avoiding saturation of the photomultiplier tubes of
the PMTA of the receiver at short ranges. The maximum receiver efficiency of the AEROLI
receiver is estimated in appendix F to be approximately 2.7%. The receiver efficiency can
be additionally impaired due to incomplete overlap at very short measurement distances
below 150 m. During most of the measurements the supply voltage of the photomultiplier
tube array is set to the lowest possible voltage (500 V) giving an amplification of ~3 - 10%
and an additional amplification of ~ 2000 due to the transimpedance amplifier (see section
3.5.3). These settings ensure that the PMTA is not saturated.

Measurement setup

The test site is located at the DLR Oberpfaffenhofen apron. For horizontal measurements
the line-of-sight (LoS) is one meter above the ground with a direction of 213° (southwest),
as shown in Fig. 5.1(a). The AEROLI DWL is installed inside a specially equipped mea-
surement container (power and air conditioning, C in Fig. 5.1(b)). The Windcube® 2003
(Leosphere, France, W in Fig. 5.1(b)) is positioned next to the opened door of the container
to allow parallel LoS directions of the two lidars (see Fig. 5.2).

For simulating various speeds of a hard target a belt sander can be installed at a distance
of 50 m and test measurements are carried out (see section 5.3.1). The belt sander is
mounted with the sandpaper at an angle of 10° with respect to the lidar line-of-sight (see
Fig. 5.2, left).

Ultrasonic anemometers (Vaisala WXT520 - Svantek DAQ) are positioned at 50 m and
75 m distance as additional reference instruments for horizontal wind speed measurements.
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Figure 5.1: Test site for ground-based horizontal wind speed measurements with AEROLI and
Windcube® 200S (W) at German Aerospace Center (DLR) Oberpfaffenhofen apron.

The high-power eye-harming AEROLI laser beam is directed into a beam dump (D)
at a distance of 115 m. The WALES/DELICAT transmitter is operated under the eye-
safe distance (nominal ocular hazard distance - NOHD, DIN EN 60825-1). Because some
residual scattered light escapes the beam dump, it may be used as hard target reference
during measurements, as well. Since the apron is used by various aircraft, security measures
and warning signs are installed at the gates (red) and on the runway (yellow dotted line),
in addition to temporary closures to these users.
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Figure 5.2: Photographs of measurement setups for hard target speed measurements, test site with
anemometers, Windcube® 200S, and AEROLI for horizontal wind speed measurements and
for vertical wind speed measurements.

In vertical configuration a high-power laser coated mirror allowing for the receiver tele-
scope aperture is used at 45° to deflect the AEROLI laser beam (see also mirror M, in
Fig. 3.20). The vertical misalignment error with respect to the Windcube® vertical LoS is
in the order of £2°. The Windcube® vertical LoS is ensured by the scanner precision and
by an aluminum level. Both beams are separated by a distance of 120 cm in this case (see
Fig. 5.2 right).
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5.2 Development of a wind speed retrieval algorithm

Data acquisition

The DELICAT data acquisition (DAQ) records the laser settings, power, and the signal of
the DELICAT-PMT for acquiring the time-dependence of the backscattered signal power.
The transmitter DAQ’s absolute time may be synchronized to a GPS receiver.

The amplified voltages of each of the 16 PMTA channels are acquired with the receiver
DAQ. The receiver DAQ consists of two synchronized digitizer boards (ADC-cards, see
appendix F). The digitizer board computer time is synchronized to the transmitter DAQ
computer using the network time protocol (NTP). The NTP Meinberg software allows to
synchronize the computer times with sub-ms precision.

A timing diagram of the data acquisition of the AEROLI DWL is shown in Fig. 5.3.
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Figure 5.3: Timing diagram of the transmitter and receiver data acquisition (DAQ).

The passively Q-switching scheme of the WALES/DELICAT transmitter MOPA laser
system entails a timing jitter (> 99.9% of shots) of +1 ps. Backscattered signals and a
reference laser pulse either from a hard target or being delayed in a fiber are acquired.
The digitizer boards are triggered to the rising edge of the laser pulse departure trigger
signal. The trigger delay Trp of 15 £ 5 ns is the delay from the light pulse to the output
connector.

A MATLAB routine is used to control the settings of the ADC-cards (see Tab. F.5) of
the receiver, and to save the binary data to hard disc. The routine is built on code provided
by Spectrum Instrumentation GmbH, Germany (Spectrum, 2015). A mode called “rec-std-
multi” is used, storing all the data on the cards internal memory, and - after a defined
number of acquisitions (segments) - shifting the data to the computer. Each segment is
subdivided into a pretrigger region (at least 4 samples), where only dark signal is detected,
and a posttrigger region which contains samples of the actual backscattered signal and
the laser reference signal (up to 380 samples for vertical wind speed measurements). The
maximum temporal resolution At, of one sample is 32 ns, given by the maximum sampling
rate of the ADC-cards (see appendix F).
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Evaluation steps

An overview of the steps of the wind speed retrieval algorithm developed in this work is
shown in Fig. 5.4.
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Figure 5.4: Steps of the wind speed retrieval algorithm.

The measurement consists of two evaluations: 1. a routine to determine the illumi-
nation function of the interferometer, and 2. the wind speed measurement routine with
illumination function correction. In the following sections the steps of both routines, i.e.,
offset voltage correction, power correction, signal-reference selection, Gaussian deconvolu-
tion routine, range-averaging, illumination function correction, and the Downhill-Simplex
fitting routine are described in detail.

Offset voltage correction

The first step is to correct each individual channel for its dark offset voltage. The offset
voltage varies from channel to channel due to tolerances of the electronic parts, such as
the operational amplifiers and resistances.
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Figure 5.5: (a) Offset voltages of PMTA channels prior to correction. (b) Time-dependent, normalized
backscattered laser power measured with the DELICAT-PMT.

This offset is temperature-dependent, and therefore difficult to calibrate ( Wirth, 2017a),
that is why the offset is determined online for each channel, taking a signal from the
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pretrigger region (1. sample) of every pulse, and subtracting it from all subsequent samples.
Fig. 5.5(a) shows exemplary offset voltages of the 16 channels of the PMTA during one
measurement run.

Power correction

Each pulse is corrected amplitude-wise by division by a normalized power coefficient. It
is determined by using the DELICAT-PMT located in the transmitting ray path of the
PBSC in the back-end receiver (see Fig. 3.20). This step is particularly important during
the illumination function determination procedure (see section 3.5.6), because otherwise
a power variation during a frequency ramp can falsify the determined envelope. The
DELICAT-PMT may be however not fully synchronized to the AEROLI PMTA on an
individual pulse basis because the applied routine of saving the start time of the receiver
acquisition shortly after the start command may be affected by the computation time.
Directly obtaining an absolute time reference to an external clock for every time stamp is
not possible with the current digitizer hardware configuration. Only long term (time span
of more than one second) variations of the laser power are therefore corrected. That is why a
pulse-to-pulse variation of the backscattered power as a consequence of aerosol backscatter
signal fluctuations, for example due to turbulent aerosol concentration fluctuations or laser
beam pointing fluctuations, is not corrected. Fig. 5.5(b) provides the normalized power
coefficient measured during one of the measurement runs on January 29, 2018.

Temporal averaging

This (optional) step involves a summation of consecutive (power-corrected) pulse signals
and determines the temporal resolution, i.e. the line-of-sight update rate (rp.s) of the

AEROLI receiver.

Gaussian deconvolution routine

This section describes a Gaussian deconvolution routine that allows increasing the spa-
tial resolution of the AEROLI DWL for attributing the range gates to the signals of the
AEROLI PMTA with the required range resolution of AR = 30 m.

The deconvolution routine used in this work is similar to the routine proposed for
MERLIN (“Methane Remote Sensing LIDAR Mission”) (Wirth, 2017b). The pulse re-
sponse of a reference laser pulse 7, = 8 ns (as presented in section 3.5.3) is shown in
Fig. 5.6(a). This pulse response is equivalent to the signal of a passive Q-switch laser pulse
with long tail being detected with the PMTA and being amplified with the transimpedance
amplifier. This temporally long pulse response is necessary for sufficient sampling (see
Fig. 3.26(f)) by the ADC. However, the low bandwidth character of the amplifier spreads
the atmospheric signal (response function), as well, reducing the longitudinal resolution
(i.e., AR increases to ~ 100 m).

In order to decrease this spread of the return signal, and in order to render it symmetric, it
can be convolved with an appropriate kernel, such that the resulting response is of reduced
width and Gaussian shaped. This procedure is henceforth called Gaussian deconvolution
routine (GDR).

According to Wirth (2017b), the kernel has to be chosen, such that 1. the resulting
FWHM is close to the required range resolution (in our case ~ 30 m), 2. the temporal fall-
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off is fast, 3. the shape is Gaussian , and 4. the frequency space cut-off should be at small
frequencies and steep to avoid deterioration of the signal due to amplified high frequency
noise.

Here, this can be achieved by deconvolving the response function to a Gaussian of FWHM
of 118 ns (AR ~ 18 m). The respective deconvolution kernel Dj, (Fig. 5.6(c)) is found by
the inverse Fourier transform of the quotient of the Fourier transform of a Gaussian g with
parameter o of 50 ns (Fig. 5.6(¢)) and the Fourier transform of the pulse response (p;)
(Fig. 5.6(b)). The pulse response of the laser reference pulse (p,, blue, Fig. 5.6(a)) is then
convolved with the deconvolution kernel (Dy) to obtain the resulting Gaussian (r):
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Figure 5.6: Gaussian deconvolution procedure. (a) Measured pulse response (p;) of a WALES/DELICAT
laser pulse. (b) Fast Fourier transform (FFT) of p,.. (¢) Deconvolution kernel Dy. (d) Gaus-
sian function (g) with ¢ = 50 ns shifted by 320 ns. (e) FFT of g. (f) Normalized kernels and
resulting deconvolved response r (Gaussian) with a FWHM of 117.7 ns.

The Gaussian ¢ is shifted by 320 ns (see Fig. 5.6(d)) to make p, and the deconvolved
response’s rising edge overlap (see Fig. 5.6(f)). A Gaussian fit yields a FWHM of the
Gaussian r of 117.7 ns (see black dashed line in Fig. 5.6(f)).

An exemplary range-dependent signal of one of the array’s photomultiplier tubes during
vertical measurements (see 5.3.3) is shown in Fig. 5.7(a). The deconvolved signal is marked
with a dotted line with cross markers.

Further examples of the application of the GDR to atmospheric signals are shown in
section 5.3 in Fig. 5.8 and Fig. 5.10.
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The Gaussian deconvolution routine thus provides a way to enhance the range resolution
(AR) of the AEROLI DWL to approximately 30 m.
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Figure 5.7: (a) Gaussian deconvolution for an exemplary atmospheric signal of a photomultiplier tube
during vertical measurements. Each consecutive six measurements are averaged. These range-
averaged regions are marked by vertical orange lines and the averaged value is represented
by a black square. Reference light back-reflected from the mirror (at 0 m) and an additional
pulse delayed by an optical fiber of length 320 m (at & 480/2 m) are within red vertical lines.
(b) Time-dependent voltages of all illuminated PMTA channels for one laser pulse.

Weighted range averaging

The deconvolved signal width is larger than the interval between two measurement points
separated by 32 ns for a sampling rate of 31.25 MHz of the analog-to-digital converter. A
range-resolution AR = At - ¢/2 of 30 m is equivalent to At ~ 200 ns. Thus, six consec-
utive range-values are averaged (AR & 27 m) and weighted according to their amplitude
normalized to the maximum within the six range-values. This weighting avoids too much
weight to shorter ranges. The averaged segments are marked by vertical orange lines in
Fig. 5.7(a). The range-averaged values are labeled by black squares. The time-dependent
signal of all 16 PMTA channels for one pulse (segment) is shown in Fig. 5.7(b).

Illumination function routine

The illumination function is determined by ramping the temperature of the oscillator of
the WALES/DELICAT laser (see section 3.6), and by recording the envelope of the shifting
interference fringe patterns for both the atmospheric signal light and the laser reference
light as the fringe position shifts over one FSR. The procedure is described in section 3.5.6.

Downhill-Simplex fitting

The corrected reference and atmospheric signal fringes formed by all 16 PMTA channels
(see Fig. 5.7(b)) have a cosine-similar shape. The position of both fringes depends on the
incident angular distribution (see appendix C.6 eq. C.60), on the temperature and thus
the refractive index inside the interferometer housing (see section 3.4.2), and on the laser
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frequency (see section 3.5.6). In case of the signal fringe additional frequency changes,
due to the Doppler effect of molecules and aerosols moving with the wind, shift the fringe
by Avp. These shifts are on the order of 5.6 MHz in case of a wind speed of 1 m/s (see
eq. 2.3). For such precision (1 m/s), required precision is thus < 5.6 MHz corresponding
to a fraction of ~ 1/1900 of the free spectral range (FSR = 10.69 GHz) of the FWFIMI.
A precise fitting routine is thus required.

The end-to-end simulations of appendix C.8 show that lowest biases are obtained if a fit
model of the form (similar to eq. C.97) is used:

fi(@) = pa- (14 pw - cos (¢ + arcsin (pou - sin (psk — ¢)) — Pas)) (5.2)

Alternatively, a simple cosine-shaped fit model is applied in this work as well.

f2(¢) = pa- (14 pw - cos (¢ — pag)) + PB, (5.3)

where pa, pw, Pcu, Psk, Pr are the fit parameters for amplitude, contrast, kurtosis,
skewness, and background. pp is optional. ¢ is the phase of the fringe varying within
the interval Nperioq - [—7 ; +7] for a single frequency. pags is the fit parameter for the
phase shift being the primary parameter of interest. Under the presently set illumination
conditions of the receiver, 1.2 fringe periods correspond to 13 pixels. Nperioq is set to 1.2
accordingly for Ny = 13. These 13 pixels are selected for the fitting from the center of
the 16 channel PMTA data, because this is where the illumination function is assumed to
be most stable. This kind of fringe-imaging gives a maximum instrumental contrast factor
of Vpiz = 98.6% (see appendix C.6).

The Nelder-Mead algorithm (Nelder and Mead, 1965; Jones et al., 2001), described in
chapter 4 and appendix C.8 is used to minimize the quadratic deviations between the data
and the stepwise integrated fitting model. Stepwise integration is needed to account for
the down-sampling due to the low number of illuminated pixels.
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5.3 Validation measurements

5.3.1 Moving hard target speed measurements

First test measurements were performed on a moving hard target allowing to set known
speeds independent of the current weather conditions.

Prior to the belt sander speed measurements both lidar laser beams were aligned onto the
sanding paper. In case of AEROLI the laser spot was visible on the paper (see Fig. A.1(a)
in appendix A). In case of the Windcube® the beam was scanned in order to find the
optimum position. Fig. A.1(b) shows a scanning image of the belt sander arrangement at
50 m distance obtained by ranging with the Windcube®. The Windcube’s carrier-to-noise
ratio (CNR) is color encoded. The belt sander is positioned at 50 m distance with an angle
relative to the line-of-sight of ~10°, as can be seen in Fig. A.1(c).

The speed of the belt sander paper is 220 m/min to 350 m/min and can be continuously
adjusted. Taking into account the inclination angle of the paper with respect to the LoS
of 10°, the LoS hard target speed component is 3.6 m/s to 5.7 m/s.

During the measurements the Windcube® is scanned azimuthally (0.1° in 2 s, i.e., with
a scanning speed of 0.1°/s) to ensure that the largest LoS component is measured, because
the Windcube’s laser beam spot is comparable or larger in size compared to the sand paper
area. The measured sand paper speed therefore constantly oscillates between zero (area
beside the sand paper) and the actual moving hard target speed, because only part of the
laser beam spot may be incident upon the paper. The Windcube’s accumulation time is
set to 0.1 s.

The time-dependent signal voltages of the AEROLI PMTA channels (different colors)
without GDR (see section 5.2) are shown in Fig. 5.8(a). A 3D view is depicted in Fig. 5.8(b).

(a) Sample number (b)
1 0 10 20 30 40 50 60
000 [ T rrrrrrrrrrrrq Tr 1T [T rrrrrrrrrr ] I first Segment Of Samp|eS
[ ¢ » 1 4
800 | belt sander
| ‘hard target 1 13
| ‘signal : 1 12
600} & 4 |1 0.6 >
> - signal 1 3 ~
S [ R<50m . . 5 >
-~ - i\ 1 9 > E
) L [\ - [a) 3
g 400- ‘# ] 8|2 S
= S
5] - 71>
> H fiber delayed ©
200 reference 4 |®
[ pulse 1 |3
0 PASE
_ PRI HEAN RANRT REAN NN SREN SREE LA THLE | N TRRAN THT SRS SRS IR S R T
2000 500 1000 1500 2000
time / ns

Figure 5.8: (a) Time-dependent signal voltages of each channel of the PMTA for moving hard target speed
measurements on January 30, 2018. Signals originating from the hard target (belt sander) and
from the fiber-delayed (L = 170 m) reference laser pulse are indicated. (b) Time-dependent
voltages of all PMTA channels of one laser pulse.

The first signal peak belongs to the hard target signal of the sand paper and to backscat-
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tering signal of air in front of the belt sander. The reference laser pulse is delayed using
an optical fiber of 170 m length (fiber R1 and fiber R2, see Fig. 3.20). Both signal peaks
should have a FWHM of 8 ns, i.e., the pulse width of the laser, but they are broadened in
time due to the pulse response of the amplifier circuits (see section 3.5.3).

Fringe shapes are depicted in Fig. A.2(a) in appendix A.

The maximum measured component of the Windcube® is the LoS speed (marked in
blue) parallel to the AEROLI LoS speed (marked in black) in Fig. 5.9. Fig. 5.9 shows two
measurement runs: (a) Belt sander turned on and off. (b) Belt sander speed varied in a
pseudo-random way. The speed measured with the AEROLI DWL has to be multiplied by
a factor of 1.7 in order to obtain the maximum speed measured with the Windcube®.
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Figure 5.9: Results of belt sander speed measurements with the AEROLI receiver and the Leosphere
Windcube® 200S on January 30, 2018. (a) Belt sander turned on and off in intervals of
5 min. (b) Belt sander speed changed by hand in a pseudo-random way.

The speed measured with the Windcube® at the maximum turning speed of the belt
sander is lower than five m/s. This is possibly because the belt sander is rotating more
slowly than specified or because a part of the beam is incident on non-moving parts.

Fluctuations of the speed determined with the Windcube® may be caused by hard
target reflective speckle, non-optimal modal overlap of heterodyning, and by the azimuthal
scanning. For a scanning speed of 0.1°/s, during an averaging time of 0.1 s, and the
belt sander paper at a distance of 50 m with 10° inclination, the geometrical line-of-sight
component of the scanning speed is ~ 0.1 m/s.

The speed measured with AEROLI is relatively noisy, possibly due to hard target re-
flective speckle. These yield a high temporal coherence and therefore the spatial averaging
of the scrambling fiber speckle (see section 3.5.4) is possibly insufficient for an adequate
elimination of the overall speckle noise.

A possible explanation for the factor 1.7 is that the AEROLI return signal is a mixture
of light scattered from the moving hard target and light backscattered by aerosols and
molecules in the line-of-sight in front of the hard target.

The AEROLI DWL’s spatial resolution is too low for unbiased moving hard target speed
measurements. Nevertheless, the comparison with the Windcube® has shown that the
AEROLI receiver is sensitive to moving hard target speeds smaller than 1 m/s.
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5.3.2 Horizontal wind speed measurements

Horizontal wind speed measurements with the AEROLI DWL were undertaken on January
29, 2018. This section focuses on one measurement run from 19:19 to 19:34 (UTC), which
yielded the best quality of referential Windcube® wind speed measurements. The aim is
to evaluate the AEROLI DWL’s wind speed measurement accuracy and precision. Further
measurement runs are provided in appendix A.

The DELICAT transmitter was set to a pulse energy of 48 mJ, i.e., a power of 4.8 W.
Laser beam and telescope axis were adjusted slightly cross-eyed with maximum signal at
around 40 m, what is shown in Fig. 5.10(b). Total overlap may be achieved with the same
setting of the front-end receiver optics but without squint at ~200 m (overlap of ~40% at
R = 50 m, see section 5.3.3). The PMTA voltage was set to 500 V. Reference light was pro-
vided by a hard target at 115 m distance. Both the AEROLI receiver and the Windcube®
were aligned on this hard target to ensure parallel line-of-sights (see Fig. 5.1(b)).

Range-resolved measurements with the AEROLI DWL require an increase of the spa-
tial resolution using the Gaussian deconvolution routine (GDR, procedure as described
in Fig. 5.7 of section 5.2) and the consequent range averaging (section 5.2) into range
gates with AR = 30 m, that can be compared to the range gates of the Windcube®
(AR = 25 m). A comparison of wind speeds measured with the Windcube® and with
ultrasonic anemometers (AR = 0 m) is provided and discussed in appendix A.

Exemplary range-dependent voltages of channel 2 of the AKEROLI PMTA without and
with GDR, and the attributed center range gate distances (rgd, black squares) obtained
by range averaging are shown in Fig. 5.10(a). Fig. 5.10(b) provides the same normalized
signal after correction of the 1/R? dependence.
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Figure 5.10: (a) Time-dependent voltages of PMTA channel two without and with Gaussian deconvolu-
tion with marked plausible center range gate distances (rgd). The maximum of the inference
fringe was not located at channel 2. Black squares: Range-averaged over six consecutive
samples giving a range resolution of ~ 30 m. FEach interval of six samples is marked by
orange vertical lines. The reference signal peak of the hard target is located at an rgd
of 115 m. (b) After correction of 1/R2-dependence: Maximum signal at ~ 40 m, due to
intentional squint of the laser beam relative to the telescope axis.
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Two range gates with AR = 30 m are obtained at rgds of 50 m and 76 m (see green high-
lighted squares in Fig. 5.10(a)), which may be compared to the Windcube® measurement
data starting at rgd = 40 m up to rgd = 90 m. At rgd > 90 m parts of the Windcube®’s
range gates may involve a hard target signal of the ground or of the dump, being thus not
suitable for wind speed measurements.

The fringe shapes (symbols) after illumination correction and Downhill-Simplex fits
(lines) of atmospheric signal (Sig) and hard target laser reference (Ref) at different times
are provided in Fig. 5.11.
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Figure 5.11: Fringe shapes and DSA fits for both the atmospheric signal (Sig) at rgd = 50 m and the
hard target laser reference (Ref) during a measurement run on January 29, 2018 (first 200
measurement times). Symbols indicate the measured value. Each measurement is averaged
over 40 pulses prior to DSA fitting. Lines indicate the fits (see eq. 5.2). (a): Sig, (b): Ref.
The fractional deviation between the fringe data and the corresponding fit is shown below.
Different colors correspond to different times. The first time is highlighted with a dashed
red line.

The laser reference fringe appears to have a mesokurtic fringe shape with higher values of
kurtosis (poy &~ 0.4) compared to the atmospheric return (pe, ~ —0.02, see Fig. A.11(b)),
what may be explained by the mixture of signals backscattered from molecules/aerosols
and from the hard target (beam dump).

A comparison of wind speeds determined by the AEROLI receiver from the positional
shift of fringes (see Fig. 5.11) and by the Windcube® at rgds of 50 m and 76 m over time
is shown in Fig. 5.12. During this measurement the DELICAT transmitter was locked to
the iodine line. Apparent frequency changes induced by temperature changes (=~ 175 MHz
during 15 min) in the FWFIMI compartment and due to the locked laser (=~ 10 MHz, i.e.,
~ 2 m/s) are shown in Fig. A.7(b).

Fig. 5.12 displays phase shift independent, i.e., wind speed independent offset biases, that
are constant over a measurement period of 10 min. These offset biases being dissimilar for
different distances, are shown on the top of Fig. 5.12. The resulting values after correction
by a subtraction of the mean are shown on the bottom of Fig. 5.12. During various
measurement runs on the same day, this bias is time-dependent over the measurement
period, for example from 18:25 - 18:55 (see Fig. A.6). The fringe shapes among themselves
showed larger deviations in this case (see Fig. A.10(c)) compared to Fig. A.10(d), being
a measurement with the DELICAT transmitter set to free-running mode. Free-running
mode means that the laser frequency is not locked to the iodine line, allowing for larger
frequency drifts (here &~ 60 MHz during 30 min). The frequency is manually adjusted
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before the measurement in this case such that the fringe maximum is centered on the
PMTA.
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Figure 5.12: Horizontal wind speed measurements: time dependent radial wind speeds of Windcube®

(blue) and AEROLI at an rgd of ~ 50 m (green) and 76 m (black) before and after correction
of the wind speed independent offset bias. The difference between the two instruments
with averaging times of 0.5 s (Windcube®) and 0.4 s (AEROLI) is shown below. The 1-
o standard deviation of the difference between both instruments during the measurement
period of 15 min is below 0.7 m/s.

The offset bias itself seems to be a consequence of the limited measurement accuracy

of the illumination function determination procedure (see section 3.5.6), as is shown in
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appendix A. Fig. A.14 proves this, showing illumination functions obtained by averaging
over different numbers of pulses during the frequency ramp. The selection of the averaging
duration is arbitrary and therefore variations of the illumination function in this regard
have to be treated as measurement uncertainties. These variations of the determined
illumination function can induce offset biases in the order of several m/s, as shown in
Fig. A.16(a). Furthermore the illumination functions of atmospheric signal and of hard
target reference are not stable over the day (January 29, 2018), as is shown in Fig. 5.13.
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Figure 5.13: Comparison of signal and reference illumination functions obtained from different frequency
ramps at different times on January 29, 2018. In all cases the number of averaged pulses of
the recorded fringes is set to 10.

The illumination function variation results in varying offset biases as shown in Fig. A.16(b).
This could be a consequence of long-term laser beam orientation drifts and of variations
of its intensity profile. That is why, periodical illumination function determinations are
necessary.

The short-term time-dependent drift of the bias is most likely, due to macroscopic fringe
shifts (see green and orange lines in Fig. A.7(a, b)), because the air in the FWFIMI com-
partment is not in thermodynamic equilibrium due to insufficient temperature stabilization.
An imperfectly determined illumination function in combination with those macroscopic
fringe shifts, may alter the corrected fringe shape. This may lead to a time dependent
offset bias. Further possible origins of these constant biases are discussed in appendix A
and in section 5.4

The correction of the bias leads to a good accordance between AEROLI and Windcube®
measurements, as can be seen in Fig. 5.12. The standard deviation of the difference e
between AEROLI and Windcube® is less than 0.7 m/s for both ranges. Pearson correlation
coefficients for both rgds between AEROLI and Windcube® are in the order of 0.86.

The aim in the following is to compare the LoS wind speed components measured by the
AEROLI DWL and by the Windcube® more closely. Fig. 5.14(a) shows the approximately
normally distributed differences between both instruments.

A scatter plot of the radial wind speeds u, measured with AEROLI versus those of the
Windcube® is shown in Fig. 5.14(b). After offset bias correction the centroids are close
to the 1:1 line. Before offset bias correction an offset exists with respect to the 1:1 line
(see linear regression lines lines in Fig. 5.14(b)). The right axis provides an estimate of the
measurement standard deviation of AEROLI (o (u,.)), whereby the 1w indeupe are assumed
to be the equal to the actual radial wind speeds, and o(u,) aprors is evaluated in intervals
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of Upwindeure Of £0.1 m/s. o(u,)aprors is independent of wind speed and on the order of
0.7 m/s. Meanwhile, Leosphere specifies a wind speed measurement accuracy and probably
a similar precision of the Windcube® 200S of <0.5 m/s (Leosphere, 2016).

Thus, we may stipulate that both lidar systems yield a comparable measurement preci-
sion (random error) of about 0.5 m/s.
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Figure 5.14: (a) Probability density of differences and standard deviations after offset bias correction
shown in Fig. 5.12. (b) Radial wind speed of windcube versus AEROLI after offset bias cor-
rection, Pearson correlation coefficients, linear regression prior to offset bias correction, and
standard deviation of u,(AEROLI) in intervals of £ 0.1 m/s, assuming that u,(Windcube)
is equal to the absolute radial wind speed (right axis).

Another important aspect are the ambient atmospheric conditions and the related quality
of the measurements of the Windcube® and of the AEROLI DWL, which are described in
appendix A and which are summarized in the following.

The global fringe contrast W (see eq. 3.3) was on the order of 60% for atmospheric signals
during the measurement run (19:19 - 19:34 UTC). Fig. A.4(b) of appendix A provides the
signal and reference fringe contrasts (green) during all measurements on January 29, 2018.
As shown during the laboratory test-measurements (see 3.5.2) and during measurements
of the temperature tuning (see 3.4.2), the instrumental contrast V' was in the order of 95%.
Cézard et al. (2009a) showed theoretically, that the fringe contrast is influenced by both
atmospheric temperature and by the particle backscattering ratio R, (see the atmospheric
contrast factor G given by eq. 3.4). This suggests, that the low value of G is a consequence
of a low particle concentration. Fig. A.4(b) contains also absolute temperatures measured
with the weather station MWS5 (by Reinhardt, Germany) installed on the roof-top of the
building of the Institute of Atmospheric Physics. Using these temperature values, eq. 3.4
can be applied to estimate R, values. These appear to be in the range of 1 - 1.3. These
low particle concentrations could be a reason for the low CNR of the Windcube® (also
shown in Fig. A.4(b)) during that day, which led to several noisy measurement runs with
the Windcube® (see Fig. A.5, Fig. A.8, and Fig. A.9). The influence of solar background
radiation (Fig. A.4(b), yellow) on the clear and sunny January 29, 2018 can be excluded,
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because sunset occurred at 16:10 (UTC), as is shown in Fig. A.4(a). Humidity (Fig. A.4(b),
blue) increased throughout the day and could play a role through ambient relative humidity
(RH) enhancement of the particle scattering coefficient (see, e.g., Zieger et al. (2013)).

The AEROLI DWL wind speed measurements precision seems to be unaffected by the
change in humidity and particle backscattering ratio Ry, in contrast to the Windcube®
200S measurement precision.

Another interesting aspect studied next is the dependence of the measurement precision
of the AEROLI DWL on the temporal resolution of the measurements. The measurement
precision of the AEROLI DWL is evaluated in the following as a function of the averaging
time At, related to the LoS update rate by rr,s = 1/At. Values of r,s > 45 Hz combined
with o(u,) < 1 m/s are required according to Schwithal (2017) for alleviating wake vortices
(see appendix B.2). The intent here is to study to what extent these requirements are
fulfilled.

Fig. 5.16(a) provides a cut-out of 5 min of the last measurement of horizontal wind
speeds u, on January 29, 2018, applying various amounts of temporal averaging (ME),
yielding different LoS update rates r7,s. The values of u,.(AEROLI) are already corrected
for the constant offset bias.
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Figure 5.15: Windcube® and AEROLI radial wind speeds u,. as a function of time for different amounts
of averaging times At, (LoS update rates), number of pulses. Red: running average over 50
measurement points of AEROLI.

The AEROLI wind speed measurements become increasingly noisy with shorter At, i.e.,
with higher r;,5, and with a lower number of averaged pulses.

A way to quantify this decreasing measurement precision is to assume absolute accu-
racy of u,.(Windcube) and to determine o(u,.(AFROLI)) within intervals of u,(Windcube)
+0.1 m/s, as shown in Fig. 5.16(a).

The AEROLI wind speed measurement standard deviation o(u,) in intervals of w, of the
Windcube £0.1 m/s is independent of wind speed (see Fig. 5.16(a)) and increases with the
LoS update rate (see Fig. 5.16(b)), i.e., with shorter averaging times At = 1/rp,s.

The determined values of o(u,(AEROLI)) are compared to end-to-end simulations and
CRB calculations for estimating their validity and origin.

End-to-end simulations are performed with a total receiver efficiency of 4% for various
r'Los without simulated speckle noise (green squares in Fig. 5.16(b)) and with the speckle
model of section 4.1 with an image to speckle grain size ratio Ry of 48 (yellow rhombs in
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Fig. 5.16(b)). Orange rhombs mark similar simulation results with an additional averaging
time of the laser reference signal of 1 s.
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Figure 5.16: Standard deviation o(u,) of AEROLI for intervals of o(u,) of the Windcube® +0.1 m/s.
(b) Mean o(u,.) of AEROLI for different LoS update rates at ranges R of 50 m and 75 m.
Dotted lines are corrected values of o(u,.), taking into account the measurement precision
of the Windcube® of 0.5 m/s. This plot includes a comparison with end-to-end simulations
(without (sim.) and with speckle noise (sim., sp.) considering Ry = 48 and R; = 480) and
CRB-calculations considering total receiver efficiencies of 4% (blue), 0.4% (red) and 0.1%

(purple). Fitting curves demonstrate how shot-noise limited behavior (o (u,.)r%:3s, purple

line) and the influence of speckle noise with Ry = 48 (o (u,)r%:53, yellow line) should look

like.

Fits in Fig. 5.16(b) indicate shot-noise behavior with o (u,) o< 1%, i.e., the total number
of received photons Ny, being proportional to 1/rp,s and how an influence of speckle
(Ry = 48) with o(u,) o< 7983 should look like. Similar simulations with 7.;; = 0.1% and
Ry = 480 are shown as blue thombs. In this case a proportionality r%:5 is obtained, what
indicates that speckle noise with Ry = 480 does not increase o(u,) (see also Fig. C.23 in
appendix C.8) compared to the case without speckle noise for LoS update rates smaller 30.

CRB calculations and end-to-end simulations are performed assuming an atmospheric
model (see Fig. 2.1) with a low particle concentration, i.e., with the lower decile of the
particle backscattering coefficients at an altitude of h = 0 m ( Vaughan, 1989). CRB values
are calculated for R = 75 m, for a total receiver efficiency of 4% (blue circles in Fig. 5.16(c))
and for 0.4% and 0.1% (violet and red stars in Fig. 5.16(c)), using eq. C.30 of appendix C.3.

The determined values of o(u,(AEROLI)) are higher than anticipated by the end-to-
end simulations and by the CRB calculations (see Fig. 5.16(c)). The detailed findings and
possible explanations are described in the following.

Increasing the temporal averaging to a duration of 10 s in case of the laser reference
fringe does not decrease the standard deviation o(u,) of AEROLI. If speckle played a
role this should show (compare with end-to-end simulations yellow and orange rhombs
in Fig. 5.16(b)). Thus, it can be concluded that the high values of o(u,) of AEROLI in
cases of high LoS update rates are not solely the consequence of insufficiently temporally
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averaged laser reference fiber speckle.

Furthermore, for a LoS update rate of rr,s = 10 Hz there is no difference between
measurements taken with a vibration of the scrambling fiber using a vibration motor and
without vibration, concerning the standard deviation o(u,) of the measurement. This
suggests, that at this LoS update rate the detection process is shot-noise limited, because
the speckle noise is reduced sufficiently by spatial averaging alone.

A plausible maximum efficiency 7.; of the receiver of 2.7% is estimated in appendix F
(see Tab. F.4) with full overlap assumed at all distances. Using the amplifier gain, and
the gain of the PMTA, the number of received photons can be estimated on the basis
of the maximum detected voltage of 1 V during the measurement run. The estimated
real detection efficiency during the measurements is approximately 0.4% (full overlap) and
0.1% (partial overlap). This may be explained with partial overlap, unsuitable polarization
alignment, and a misalignment of the front-end receiver optics (see appendix F).

The results of CRB calculations assuming a reduced efficiency of 0.4% and 0.1% show
more similarity with the determined standard deviation (see Fig. 5.16(b), purple solid and
red dotted line).

At very small rp,g of 1 Hz and 2.5 Hz the measurement accuracy of the Windcube®
2008 (specified with 0.5 m/s for a fixed averaging time At of 0.5 s) seems to mask the
probably lower o(u,) of the AEROLI receiver. Taking /o (u,)? — (0.5m/s)?, end-to-end
simulations and measured o(u,) coincide for r7,g < 2.5 Hz (see green and gray dotted lines
in Fig. 5.16(b)). Furthermore, the estimated laser beam pointing random error of 0.15 m/s
(see section 4.3) is included in o(u,(AEROLI)).

The origin of the mismatch between CRB calculation / end-to-end simulation and the
measured o(u,) at high r7,s is unknown. The most likely reason is the low efficiency of the
AEROLI receiver. Alternatively, aerosol concentration fluctuations in the turbulent atmo-
sphere could contribute by creating additional intensity fluctuations of the backscattered
light.

In summary the AEROLI DWL receiver was tested successfully during range-resolved
horizontal wind speed measurements with a measurement precision of ~ 0.5 m/s at an
averaging time At of 0.4 s, being comparable to the Windcube® 2008, with a high temporal
correlation between both measurements. AEROLI’s measurement precision was insensitive
to humidity and likely variations of the particle backscattering ratio R, in contrast to the
Windcube® 200S. AEROLI’s accuracy is reduced by a range-dependent and wind speed
independent offset bias, whereby its time dependence may be related to long term changes
of the illumination function (e.g., due to laser beam orientation and profile variations) and
to thermal gradients within the interferometer compartment aggravating the illumination
function calibration. Lower averaging times (i.e., higher LoS update rates rp,s) yielded a
measurement precisions of o(u,) > 1 m/s at rr,g > 45 Hz. Thus, the tested AEROLI DWL
receiver does not fulfill the currently required combination of o(u,) and r,s of OWIDIA
for impact alleviation control of wake vortices. This is most likely due to a total receiver
efficiency smaller than 0.4% during the validation measurements.
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5.3.3 Vertical wind speed measurements

In this section the performance of the AEROLI DWL during long-range, range-resolved,
vertical wind speed measurements is compared with results of the Windcube® 200S. The
intention of performing range-resolved vertical wind speed measurements is to increase
the number of measurement points and the maximum range. This allows to determine
the range-dependent overlap function, which could not be evaluated during the horizontal
wind speed measurements (see Fig. 5.10(b)) due to range limitations.

Fig. 5.7 shows the time dependent voltages for one pulse during a vertical measurement
run on March 16, 2018. Every six consecutive voltage samples are assigned to an artifi-
cial range gate (interval between two vertical orange lines) by weighted-averaging (black
squares). The reference pulse may be either constituted of a fiber-delayed pulse at a range
gate distance (rgd) of 240 m, or just of the reflex from the “scanning” mirror (M, in
Fig. 3.20 in section 3.5.3) at rgd = 10 m. A plausible center rgd value is attached to every
consolidated range gate with AR = 30 m (6-5 m). AR = 30 m is approximately equal
to the respective minimum range gate length due to the pulse response of the amplifier
(AR,,in) obtained after the Gaussian deconvolution procedure.

The overlap function in Fig. 5.19(b) is obtained by multiplication with R? and normal-
ization to 0.88, i.e., the obstruction due to the secondary mirror of the Newton telescope.

Higher intensities and fluctuations starting at times of 10 ps (altitudes of 21500 m) may
be attributed to aerosol concentration fluctuations related to cloud cover and are not a
characteristic of the overlap. Full overlap is reached at approximately 200 m.

In the following long-range vertical wind speed measurements of the AEROLI DWL and
the Windcube® 2008 are presented. The determined vertical wind speeds over time shown
in Fig. 5.17 were determined on March 16, 2018 at noon (11:45 local time). It was a
partly cloudy day. Fig. 5.17 contains vertical wind speeds of AEROLI and Windcube® for
altitudes ranging from 50 m to 260 m over time. The averaging time of the Windcube®
was fixed to 0.5 s. The averaging time of AEROLI prior to evaluating the fringe positions
is set to 1 s. Constant offset biases in case of AEROLI have been corrected by subtracting
the mean radial wind speed (u,) during the total measurement time of roughly 13 min.
The laser reference signal is provided by the reflex from mirror M, (see Fig. 3.20).

The standard deviation of the difference e between the determined wind speeds of
AEROLI and Windcube® decreases down to a value of 0.7 m/s with increasing altitude.
This combined precision is approximately the same value as obtained during the horizontal
wind speed measurements (see section 5.3.2).

A similar increase of the combined precision with altitude was visible during different
measurement runs on the same day. The results of another exemplary measurement run
are shown in Fig. A.18 in appendix A. In this case a fiber-delayed laser pulse is used as
reference signal. Vertical wind speeds of both DWLs over the full measurement range up
to altitudes of 900 m are shown in Fig. 5.18. Again the AEROLI constant offset biases
have been corrected. The wind speeds determined with the Windcube® are less noisy at
higher altitudes. Possible reasons for this are discussed below.

Fig. 5.19(a) provides an overview of the altitude-dependent standard deviation o(e) of
the difference between the two lidar systems (black), and the corrected offset bias between
AEROLI and windcube (green), before correction and after correction by subtraction of the
temporal average AEROLI wind speeds (u,) over the whole measurement (see Fig. 5.18).
The plot also provides the mean carrier-to-noise ratio (CNR) of the Windcube® as a
function of altitude (blue triangles), and Pearson correlation coefficients of the interpolated
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AEROLI and Windcube® wind speeds (red crosses).
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Figure 5.17: Vertical wind speeds of AEROLI (green) and Windcube® (blue) at increasing altitude (h)
as a function of time. The averaging times of AEROLI and Windcube® are 1 s and 0.5 s,
respectively. In case of AEROLI the constant offset bias is removed (see text). The standard
deviation o of the difference e between the AEROLI receiver and the Leosphere Windcube®
2008 is given for every altitude.
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Figure 5.18: Color-encoded radial wind speeds for altitudes up to 900 m of both Windcube® (top) and
AEROLI (middle). Bottom: Difference between both instruments in m/s.
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Figure 5.19: (a) Altitude / center range gate distance (rgd) dependent corrected offset (green squares),
standard deviation of difference between AEROLI and windcube (o(e), black), CNR of
the Windcube® (blue triangles), and Pearson correlation coefficient (red crosses). The
range-dependent offset is corrected by subtracting the temporal average (over 13 min) of
the AEROLI radial wind speed w,.. The offset after this correction is plotted with a green
triangles with typical annotated values. wu,(AEROLI) are obtained with 7,5 = 1 Hz,
u-(Windcube) with rr,s = 2 Hz. (b) o(u,) as a function of altitude for different rz,g
compared to CRB calculations assuming a reconstructed overlap (red), an atmospheric
backscattering coefficient model (see Fig. 2.1) with median and lower decile (LDec) aerosol
concentrations, and a receiver efficiency of 2.7%.

o(e) is very high at short ranges up to altitudes of 100 m, what is in accordance with
increased noise of the Windcube® in Fig. 5.17 for these range gates. This is also where
the CNR of the Windcube® is lowest. The CNR reaches a maximum at 700 m, i.e., at
the location where the laser is focused, and thus where heterodyne optical mixing is most
efficient due to optimum similarity between the modal shapes of the atmospheric signal
light and the reference light (see section 2.2.1).

Data of the range-dependent random error of the radial velocity determined with the
Windcube® 2008 and its dependence on the CNR has not been published to the author’s
knowledge. The random error of the wind speed estimate of a coherent DWL is certainly
connected to the CNR (see, e.g., eq. C.31 in appendix C.3 and eq. C.33 in appendix C.4),
it depends however also on characteristics and settings of the individual coherent DWL
(such as the adjustment of its focus, averaging duration, efficiency, the mean wavelength
estimation algorithm, etc.) and on atmospheric conditions (e.g., on the turbulent energy
dissipation rate (Smalikho et al., 2013) or the particle backscattering coefficient, see, e.g.,
Beck and Kiihn (2017)). Precise knowledge of the range-dependent random error of the
Windcube® 2008 on that day would have been desirable, in order to get more precise results
on the range-dependent random error of the AEROLI DWL. This could however not be
achieved due to the reasons given above. Another possible approach could be dynamic
filtering (Beck and Kiihn, 2017) of the Windcube® 200S data instead of the here applied
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common method of excluding estimated wind values if the CNR is below 29 dB.

The offset bias of the AEROLI DWL strongly varies in the near-range (R = [50 m, 200 m])
and less in the far-range (R = [200 m, 1160 m]) as indicated by the green squares in
Fig. 5.19. The range-dependence of the offset bias in the near-range could be related to
range-dependent illumination functions (see appendix A, Fig. A.17) and to the angular dis-
tribution of light illuminating the Michelson interferometer. As is shown in appendix D.1,
Fig. D.4(c) and in Fig. 3.1(b) the angular distribution (i.e., the far-field intensity distribu-
tion with respect to the fiber) during coupling into the scrambling fiber is range-dependent
and changes more strongly for short ranges. Due to incomplete far-field scrambling prop-
erties (see appendix H) of the used scrambling fiber, it is likely, that the far-field, i.e.,
the angular distribution, on the back-end receiver side of the fiber is also slightly range
dependent. A related cause could be focal-ratio-dependent (i.e., range-dependent, see
Fig. D.4(b)) focal-ratio degradation of the scrambling fiber. It is shown in appendix C.6,
eq. C.5h9, Fig. C.12, that a difference of ~ 14 prad of the angular distribution is enough to
induce a phase shift of 0.009 fringe periods, i.e., an equivalent wind speed of 16 m/s.

Tucker et al. (2018) report a similar effect in case of their aerosol backscatter direct-
detection DWL (OAWL-P) system. Field angle differences between laser reference and at-
mospheric return varying with range have been identified as the cause of a range-dependent
bias in the near-range (Tucker et al., 2018).

This is true although the near-range illumination functions in case of AEROLI appear
to resemble for these ranges, without any obvious range dependent trend (see Fig. A.17).
The region in between range gate distances of 200 m and 260 m contains the optional
fiber-delayed reference laser pulse (see Fig. 5.7, region between red vertical lines).

It should be noted, that a single illumination function at A = 260 m (AR = 30 m) is
used to correct the fringes for altitudes higher than 260 m. If this is not done the offset
bias can change abruptly from one range gate to the next, due to aerosol concentration
fluctuations, and therefore backscattering signal fluctuations, which falsify the envelope of
the interference fringes during the frequency ramping of the illumination function deter-
mination procedure (see Fig. A.17 in appendix A).

Subtraction of the temporal average (u,(AEROLI)) leaves relatively small offset values
(green triangles in Fig. 5.19), which could also be related to the Windcube® with a specified
accuracy of 0.5 m/s. The exact accuracies of the Windcube® at these ranges are dependent
on the CNR, i.e., on the range, on the weather conditions, on the averaging duration, and
on the mean wavelength estimator algorithm.

The Pearson correlation coefficient is maximum at an altitude of &~ 300 m, that is when
o(e) is lowest and decreases with altitude as o(e) increases.

Next the results of the vertical wind speed measurements are compared against CRB
calculations. Respective CRB calculations and end-to-end simulations have been compared
in section 4.5.

Fig. 5.19(b) provides the altitude-dependent standard deviation of the difference between
AEROLI and Windcube® for LoS update rates of 1 Hz and 2.5 Hz of AEROLI. The LoS
update rate of the Windcube® is 2 Hz throughout all measurements. CRB calculations
using eq. C.30 of appendix C.3 together with the atmospheric models of Fig. 2.1, show a
lower steepness of the increase of o(u,), assuming 1. lower decile aerosol concentrations
(Vaughan et al., 1995), 2. an AEROLI receiver efficiency of 2.7%, and 3. a reconstructed
overlap function (crimson in Fig. 5.19(b)), taking into account the obstruction by the sec-
ondary mirror of the telescope (obstruction ratio of 12%). Furthermore, there is an offset



122 5. Field-tests of the lidar receiver on the ground

of o(u,) between the CRB predictions (which only assume shot noise) and the AEROLI
measurements of &~ 0.5 m/s at low altitude, decreasing with higher altitude. Higher parti-
cle backscattering ratios (median values of Ry, in the model ( Vaughan et al., 1995)) provide
a lower steepness of increase of o(u,) with altitude. This mismatch between CRB calcula-
tions and o(e)(AEROLI — Windcube) could be related to an increase of the measurement
precision of the Windcube® with range because the laser of the Windcube® is focused at
R =700 m.

This section showed that long-range, range-resolved, vertical wind speed measurements
up to altitudes of 900 m can be performed with the AEROLI DWL. The highest combined
precision and correlation of AEROLI and Windcube® measurement was achieved at an
altitude of 300 m. The measurement precision of the AEROLI DWL at this distance was on
the order of 0.5 m/s. To the best knowledge of the author the above measurement results
represent the first long-range and range-resolved measurements of winds speeds using a
fringe-imaging Michelson interferometer based Doppler wind lidar receiver. The range-
dependent noise behavior, precision, and accuracy of the Windcube® differ fundamentally
from AEROLI. The lack of information on the Windcube®’s range-dependent accuracy
and precision aggravates a more precise analysis of AEROLI’s performance.
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Discussion

The comparative field-tests show good accordance between LoS measurements with the
AEROLI receiver and parallel, aligned measurements with the Leosphere Windcube® 2008
in terms of relative precision and correlation. The horizontal measurements at close range
provide proof that the FWFIMI is sensitive to wind speeds, and works according to theory.
At close range a precision comparable to the Windcube® is reached for averaging times on
the order of 0.5 s, with standard deviations of about 0.5 m/s.

A velocity-independent, range-dependent, and time-dependent offset (bias) remains (see
Fig. 5.14(b)), which was subtracted during the comparison with the Windcube®. Possible
reasons for the short-term time-dependence are variations of the illumination function or
the insufficient determination of the illumination function. Reasons for the latter may
be temperature fluctuations and convection in the interferometer compartment, inducing
phase-shifts during calibration, i.e., during the ramping of the laser frequency, affecting the
procedure. Furthermore, the illumination function is most likely subject to a long-term
change related to a long-term drift of the laser beam orientation and profile.

A possible explanation for the range-dependence of this bias is a range-dependent angular
distribution of the illumination function behind the scrambling fiber, introducing a range-
dependent phase shift of the atmospheric signal interference pattern (see Fig. C.12) relative
to the laser reference interference pattern. One major reason for range dependent signal
illumination functions could be the excitation of cladding modes of the quadratic-core
scrambling fiber (QSF). The spot-size on the fiber during coupling is range-dependent,
as the focus of the telescope changes with range. The QSF core itself acts as the field-
aperture (limiting the FOV of the telescope), which was not optimally set, as is proven
by the partly incomplete overlap during vertical measurements at altitudes smaller 150 m
(see Fig. 5.19(b)). This overlap deviates from the results of raytracing simulations with
optimum adjustment (see appendix D.1).

Speckle in case of atmospheric signal light are effectively averaged out in time, due to
limited coherence of molecular and aerosol scattering, and above all due to an artificial
increase in diversity (see appendix C.4) when using a large-core multimode scrambling
fiber, allowing very efficient spatial averaging of the speckle. Together both effects seem to
cancel out the atmospheric signal speckle noise. In case of laser reference light, averaging
on the order of 1 s, together with mechanical vibration of the scrambling fiber, allows to
compensate the increased temporal coherence with additional temporal scrambling. In case
of atmospheric signal light a mechanical vibration of the fiber seems to be not necessary
(see section 4.1).

Another noise influence are unexpected beam pointing fluctuations, which are mitigated
due to the relatively high near-field scrambling gain of the quadratic-core multimode scram-
bling fiber. The estimated 30 standard deviation of this random tilt error is <0.15 m/s
(see section 4.3).

Solar background shot noise is suppressed by the Materion interference filter. This
is confirmed by CRB calculations, by end-to-end simulations assuming a radiance of
300 W/(m? sr pm) in Fig. 4.13 of section 4.5, and by daytime measurements.

The standard deviation of the radial wind speed o (u,) is proportional to range and follows
1/SNR, what indicates a shot-noise influence on the detection process. This is confirmed
by CRB calculations, end-to-end simulations, and by the vertical field-test measurements,
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which showed a linear increase of o(e), i.e., of the standard deviation of the difference e
between AEROLI and Windcube® with altitude, as well.

The major difference between the end-to-end simulations and the measurement is that
the measured o(e) is constantly offset to higher values. The steepness of the increase is
also different from CRB calculations with an atmospheric model for particles backscat-
tering coeflicients (Vaughan et al., 1995), if the lower decile is used, i.e., if a low particle
concentration is assumed, together with a receiver efficiency of 2.7% and for ranges with
full overlap.

Fig. 5.19 in section 5.3.3 showed a comparison of vertical measurement standard de-
viations and CRB calculations. These simulations together with the low instrumental
contrast, due to the low atmospheric contrast factors, i.e., estimated low particle concen-
trations (R, < 1.2) during measurements (see appendix A), show that the AEROLI receiver
seems to works independently of AEROSOL concentration and with standard deviations
smaller 1 m/s, provided that the distance is short enough, and that sufficient averaging is
possible, as is shown theoretically in section 4.6.

The AEROLI receiver is not sensitive to the particle backscattering ratio R,, only to
a combination of R, and the atmospheric temperature 7. The low atmospheric instru-
mental contrast of around 60%, which was measured most of the time suggests that the
measurement mainly relied on Rayleigh scattering (see also Fig. A.4). The polarization
of the emitted laser light should be s-polarized. This was not checked thoroughly during
the measurements. This unknown transmitted polarization together with the polarizing
beamsplitter in the front-end part of the receiver, which only guides s-polarized light into
the fiber components, could explain the low aerosol scattering signal component, inducing
a low atmospheric contrast factor G (see eq. 3.4), which decreases the global fringe contrast
W, provided that a high number of particles with low depolarization ratio ¢, participated
to the backscattered signal.

In contrast, the Leosphere Windcube® 200S may have suffered from low particle con-
centrations, even for integration times of 0.5 s, as can be concluded from high standard
deviations during January 29th, 2018 (see section A). The humidity of the air could have
influenced the particle scattering coefficient. Relative humidity enhancement could explain
the Windcube®’s higher measurement precision in the evening. However, no independent
measurements of aerosol concentrations have been performed. Thus, the high standard
deviation of the Windcube® could not be strictly related to the aerosol concentration.
Moreover, the Windcube® was not optimized for short measurement ranges. Sun exposure
seems not to correlate with the standard deviation of the Windcube®. Furthermore, the
exact dependence of the measurement accuracy and precision of the Windcube® on the
measurement distance and atmospheric conditions is not known.

A comparison of AEROLI with other existing direct DWL receivers in terms of accuracy,
precision, and systematic errors is not necessarily conclusive, because these systems are
developed for other purposes. The ALADIN Airborne Demonstrator (A2D) for example
showed in latest airborne tests a systematic error of less than 0.5 m/s and random errors
from 1.5 m/s (Mie channel) to 2.7 m/s (Rayleigh channel), with a range resolution on
the order of hundreds of meters, ranges of several kilometers, and averaging times on the
order of 14 seconds (Lux et al., 2018). Bruneau et al. (2015) report for their high spectral
resolution (HSR) equipped 3-wavelength-2-polarization-backscatter lidar LNG, based on a
4-channel Mach-Zehnder technique (Bruneau et al., 2013), a wind velocity measurement
precision in the range of 1 to 2 m/s with biases up to 1 m/s with averaging times on the order
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of minutes. Ball Aerospace reported validation of their aerosol backscatter direct-detection
DWL (OAWL-P) system (wavelength of 355 nm) based on a field-widened Mach-Zehnder
interferometer during ground tests in 2011 versus a 9.355-pym coherent detection DWL.
With OAWL data accumulation times of 2 s and a range gate length of 30 m, correlation
coefficients of 0.92 and measurement precisions between 1 m/s and 2 m/s were obtained
at ranges of 500 m to 1 km (Tucker et al., 2018).

Outlook

Vertical and horizontal test measurements with the AEROLI DWL should be carried out
in atmospheric regions with lower air density and lower particle concentrations in order
to verify the projected theoretical and simulated performances (see sections 3.3.2, 4.2).
Ground-based measurements could be done on the Schneefernerhaus at the “Zugspitze”
mountain at an altitude of 2650 m.

Moreover, CRB calculations could be undertaken with more accurate data on local par-
ticle concentrations.

Typical sources of bias like the determination of the illumination function, illumina-
tion function stability, and temperature stabilization should be optimized. For the de-
termination of the illumination function, different frequency ramping profiles could be
tested. Illumination function stability could be improved by better optical scrambling,
using, e.g., a two-lens optical scrambler. Furthermore, the stability of the spatial profile
of the transmitted laser beam should be characterized over time. The laser beam point-
ing and time-dependent profile should be recorded with a 2D camera in parallel to future
test measurements in order to verify a relation between a likely long-term laser beam drift
and the long-term change of the illumination function. Better temperature stabilization
is required with lower thermal gradients within the compartment of the interferometer,
such that the temperature tuning is minimized. This requires better isolation of the com-
partment and of the back-end receiver, and more advanced stabilization schemes including
optimized heating rates (e.g., a proportional-integral-derivative (PID) controller) and more
sensitive temperature probes. A possible way to reduce thermal gradients within the com-
partment may be to fill it with helium (thermal conductivity: ~ 0.15 W/mK) instead of
air (~ 0.03 W/mK).

The problem of range-dependent illumination functions behind the scrambling fiber may
be reduced by applying a quadratic aperture to the front-face of the QSF (blocking the
cladding) and adjusting the positions of optics in the front-end receiver. The primary
challenge would be the precise alignment of this aperture, such that the overlap is not
impeded. Furthermore, the far-field scrambling performance should be increased using
different fibers, or by a two-lens optical scrambler, or by a mechanical squeezer (e.g., Avila
(2012)). Alternatively, if the time-dependence of the bias is restricted the known range-
dependent bias could be characterized and could be corrected online.

For feed-forward alleviation and control, the AEROLI receiver prototype should be opti-
mized for efficiency. First of all the current AEROLI receiver overlap should be maximized
for distances of 50 to 150 m by adjusting the front-end coupling optics positions. A more
efficient way of coupling signal and reference light should be used, e.g., second generation
fiber couplers. Moreover, the telescope primary mirror reflectivity should be optimized for
UV wavelengths.

The FWFIMI receiver principle could be improved further by using the FWFIMI in tilted
configuration with a second linear detector (see appendix D.3), improving the Cramér-Rao
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bound (CRB) by a factor of V2. Using a hexagonal monolithic beamsplitter like Harlander
et al. (2003) would allow to use UV beamsplitter coatings at 30° angle of incidence, with
splitting ratios of 35/65 for unpolarized light. This method would render the need to
repolarize the light behind the multimode fiber obsolete, thus giving another reduction of
the CRB by v/2. Such an advanced receiver principle is shown as a sketch in Fig. 5.20.
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Figure 5.20: Advanced receiver concept including a hexagonal beamsplitter, a glass arm, and an air
arm with inclined mirrors, and illumination at a mean angle of incidence of ~ 2°. These
measures would allow for illuminating with unpolarized light and for the detection of the
back-reflected linear fringe with a second linear detector channel.

A fiber-coupled principle remains advisable in the future with respect to speckle noise
reduction, tilt bias reduction, and illumination bias reduction, what means unavoidable
losses due to attenuation, coupling and imaging of the light on the detector, such that
an improved total receiver efficiency n < 16% will not be surpassed. A threefold increase
of the Power-Aperture-Efficiency-Product (see eq. 4.4) would allow for multiple LoS mea-
surements (with o(u,) < 1 m/s) at once, possibly lowering the requirements on the LoS
measurement rate for impact alleviation control of wake vortices and gusts by increasing
the total number of measurement points and measurement ranges.

The FWFIMI is designed for a high instrumental contrast at 532 nm, as well (see
appendix E). A convenient method using this green mode for the determination of the
backscattering ratio Ry is described in appendix J. This requires a modified THG-unit.

Adequate sampling of the reference laser pulse without the need for broadening the
pulse response in the amplifier electronics could be achieved in several ways. A seeded
laser would enable cw illumination of the reference fringe, provided the IR-seeder yields
sufficient power for frequency-tripling. Alternatively, an actively Q-switched laser pulse
could be sampled repeatably at identical time steps. Furthermore, a longer pulse duration
pulse could be used. Otherwise, analog-to-digital converter cards with higher sampling
rates are necessary to achieve a higher spatial resolution (AR < 25 m).

A higher pulse repetition rate would allow for faster averaging of shot noise and speckle.
Lower energies per pulse would also reduce the signal in the near-range, what may be
relevant in case of higher receiver efficiencies.

Scanner optics should be developed in order to cover several line-of-sight measurement
directions for turbulence and wake vortex alleviation.

The turbulence and wake vortex alleviation algorithms should be optimized for a higher
number of quasi-instantaneously obtained LoS measurement points, for a lower number
of LoS directions, and for increased standard deviations or lower LoS update rates. The
combined effect may be a reduction of the requirements on the lidar sensor.
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6 Summary

Concepts for alleviation and control of wake vortices and gusts using wind field informa-
tion obtained by Doppler wind lidars (DWL) are currently under development. These
concepts impose high requirements (i.e., high accuracy, high spatial and temporal resolu-
tion, multiple close-range measurement points, multiple line-of-sights) on a future DWL
Sensor.

The aim of this work was to develop and test a lidar receiver concept for the monaxial
measurement of wind speeds aiming at fulfilling these requirements. The first question
investigated in this work was

1.1) What are the most promising state-of-the-art Doppler wind lidar receiver
techniques for this application and how do they compare?

With coherent detection DWL relying on aerosol scattering not being guaranteed at
cruise flight level the focus was laid on direct-detection DWL.

Multiple filter techniques with at least four channels or fringe-imaging techniques, not
relying on a knowledge of the particle backscattering ratio, were studied with respect to
their range-resolved measurement capabilities in the near-range in front of an aircraft. It
turned out that full overlap at all measurement distances requires high étendue capabilities
of the spectral analyzer. At the same time multiple quasi-simultaneous measurement points
require fast linear photomultiplier tube arrays (PMTA) with high enough gains in the UV.
Fizeau- and Fabry-Pérot-type fringe-imaging interferometer fringes were found unsuitable
with respect to shape, stability, and contrast. Therefore, two-beam interferometer tech-
niques such as the 4-channel Mach-Zehnder, its fringe-imaging version producing two linear
fringes, or the fringe-imaging Michelson interferometer, which can all be compensated for
wide angular distributions, were favored.

Based on these findings the selection process was started, which leads to the second
question.

1.2) Which technique for wind measurements on cruising altitude is especially
suited and realizable?

The fringe-imaging Michelson interferometer was recognized as a simpler, easier to realize
alternative to Mach-Zehnder-based techniques, with minor to no concessions with respect to
theoretical performance, depending on the realized concept. The selected concept is based
on a Michelson interferometer with inclined mirrors to produce a linear fringe, and with
field-widening and partial temperature tuning compensation. A monolithic design, based
on the requirement of thermomechanical stability of the fringe position, seemed promising.
Furthermore, linear fringe shape can be ideally combined with linear photomultiplier tube
arrays to yield a high range-resolution. The concept needed stable illumination, therefore,
a fiber-coupled based approach was envisioned. The concept performance was estimated
using calculations.

In the next step the the receiver concept was realized and characterized, answering the
question:
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2.1) Can such a Doppler wind lidar receiver prototype be built up and char-
acterized?

Indeed, a monolithic Michelson interferometer was specified with respect to the ideal op-
tical path length difference between the arms, mirror inclination angle, wavefront error,
and fabrication tolerances, and was handed to an experienced industrial manufacturer for
fabrication. The manufactured interferometer was integrated inside a compartment for
protection and temperature stabilization. The interferometer was illuminated under dif-
ferent conditions and was characterized using 2D cameras. A concept to illuminate the
interferometer with the near-field of a multimode fiber, and to image the linear fringe onto
the linear photomultiplier tube array was developed and was realized using a steel cage
system for mechanical stability.

The fringe characteristics and the temperature tuning rate were evaluated during tests
in the laboratory. Measurements were undertaken to estimate the scrambling gain and
the speckle characteristics of fibers, which lead to the selection of a quadratic-core 600 pm
multimode fiber. A routine to determine the illumination function by ramping the laser
frequency was developed, and biases due to laser beam pointing fluctuations and due to
limited illumination function determination accuracies were estimated, using a combination
of measurements, end-to-end simulations, and Cramér-Rao bound calculations, which were
also used to assess theoretical performance at cruise flight level.

The developed and built up receiver was installed inside a measurement container for
testing purposes in order to evaluate the question:

2.2) To what extent can the lidar receiver concept be validated by first ground-
based wind speed measurements?

This question was answered by performing ground-based test measurements in January
and March 2018.

Horizontal wind speed measurements on the hangar apron of DLR Oberpfaffenhofen
compared to coherent detection DWL (C-DWL, Windcube® 200S) proved that the in-
strument and the data retrieval method are sensitive to wind speeds < 1 m/s, with high
correlation coefficients of 0.89, and standard deviations on the order of 0.5 m/s for LoS-
update rates of 2 Hz at close ranges of 50 m and 76 m. The C-DWL was verified against
ultrasonic anemometer measurements. A range-dependent offset bias of AEROLI of several
m/s due to angular distribution variations of the atmospheric backscattering illumination
was identified. This bias is corrected manually. The illumination function varied over the
day. Its change may be related to laser beam profile changes, and to convectional temper-
ature gradients in the interferometer compartment, yielding macroscopic fringe shifts and
deformations. For all these reasons the offset bias was temporally stable during < 10 min.

Vertical wind speed measurements at a LoS-update rate of 1 Hz proved the range-
resolved measurement capability with range gate lengths of ~ 30 m in the boundary layer
up to altitudes of 900 m with correlation coefficients up to 0.7 (compared to the C-DWL).
Relative precisions of both lidar systems > 0.7 m/s below altitudes of 300 m have to be
attributed to increased measurement uncertainties of the C-DWL. The AEROLI receiver
has a theoretical efficiency of < 2.7% at distances larger than 200 m. The offset bias
decreases as a function of altitude from up to 16 m/s down to 6 m/s. This could be
explained with stronger varying angular distributions for the extreme near-ranges than for
larger distances.
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Summarizing, the direct-detection Doppler wind lidar receiver prototype “AEROLI”
developed in this work was validated against coherent detection DWL wind speed mea-
surements. These tests constitute, to the author’s knowledge, the first range-resolved wind
speed measurements with a fringe-imaging Michelson Doppler wind lidar.

2.3) Which requirements with respect to wake vortex alleviation control does
the receiver prototype fulfill?

It was demonstrated that the receiver fulfills the required sensitivity to wind speeds with
a standard deviation of the measured wind speeds < 1 m/s provided that the LoS-update
rate is < 2 Hz. Higher update rates reduce the time for averaging of shot noise, leading
to increased standard deviations, which are above the ones predicted with Cramér-Rao
bound calculations and end-to-end simulations. Further end-to-end simulations including
atmospheric speckle, ruled out speckle as the primary reason for the increased standard
deviation. The conclusion was drawn, that only ~ 17% of the predicted backscattered
signal actually fell on the detector, increasing o(u,.), and reducing the receiver efficiency to
< 0.4%. This signal loss together with systematic biases are held responsible for increased
values of o(u,). The combination of measurement accuracy and update rate does not
meet the requirements for wake vortex alleviation and control (i.e., o(u,) < 1 m/s and
TLos > 45 Hz to 100 Hz), today.

Outlook

The major advantage of the AEROLI receiver principle compared to the FIFPI technique
used in AWIATOR (Rabadan et al., 2010) is the use of a fast linear photomultiplier tube
array, allowing for range-resolved quasi-simultaneous measurements on a single detector.

Cramér-Rao calculations and end-to-end simulations show that the principle would work
at cruise flight level and for a pure molecular signal, however the prevailing lower molecular
densities would decrease measurement precision by a factor between 2 and 3 compared to
ground-based measurements.

It is thus advisable to increase the receiver efficiency in the near-range and to perform
further longer range vertical measurements in low-aerosol concentration atmospheric envi-
ronments, such as from the Schneefernerhaus on the Zugspitze mountain, to confirm the
theoretical findings.

Overall, the performance requirements for the Doppler wind lidar in a wake vortex
alleviation control scheme are not yet fulfilled, but there is a high potential for the here
developed technique, as soon as the receiver is improved with respect to efficiency and
reduced systematic biases, and when its performance has been verified experimentally in
low-particle concentration atmospheric environments.

Moreover, a suitable laser transmitter, e.g., a UV disc laser, with approximately ten
times the repetition rate, and similar average powers (>8 W) could be developed for
further improving on the noise and speckle averaging, and thereby on the precision and
accuracy of the wind speed measurement.

The problem of required illumination calibration remains, which should be addressed
with a suitable procedure in the future, provided that sufficient stability of the illumination
cannot be achieved. Calibration and measurement could be performed at the same time, for
instance by ramping the laser in frequency continuously, or by using a periodic calibration
using a shutter installed within one of the interferometer arms.
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Furthermore, lidar parameter studies with respect to wake vortex and gust / turbulence
alleviation should be refined, considering a higher number of longitudinal measurement
points on a single detector, in order to find out if the requirements on the Doppler wind
lidar sensor can be reduced. For this purpose a more accurate lidar model emulating the
end-to-end simulations of this work should be implemented in the alleviation and control
simulations.

Provided that these issues are solved the AEROLI receiver or its successors could be
tested aboard the novel DLR flight test aircraft “iSTAR”, a Falcon 2000LX twin-jet within
an approximate timeframe of five years. In the end, a direct-detection DWL receiver based
on the fringe-imaging Michelson interferometer concept could also be envisioned for a future
Doppler wind lidar satellite mission succeeding ADM Aeolus, for instance.
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A Background on field-test
measurements of the AEROLI
receiver

This chapter provides background information on field-test measurements of chapter 5.

Moving hard target speed measurements

Fig. A.1 shows how the line-of-sights of the AEROLI DWL and the Windcube® 2008 are
aligned on the belt sander paper. In case of AEROLI the laser beam spot is visible to

the eye (Fig. A.1(b)). In case of the Windcube® a scan is performed and a CNR-map is
recorded (see Fig. A.1(b)).

(b) o |

20 R LT, n——
-130 -120 -110 -100 -090 -080 -070 -060 -050 -040 -030 -020 -010 -0.00 010 0.20 030 040 0.50 [
Azimuth 30

Figure A.1: (a) Laser spot of AEROLI transmitter on the belt sander. (b) CNR-map generated by
scanning the Windcube® over the belt sander (with supposed position of the sanding paper
marked in violet). (¢) Photograph of the belt sander located at 50 m distance from the lidar
Sensors.

Fringe data (crosses) of both backscattered light (sig) and laser reference light (ref, fiber-
delayed laser pulse) for different times during a measurement run are shown in Fig. A.2(a).
The fitting curves using the DSA method with fit model eq. 5.3 are shown as lines. The
respective fractional deviations between fringe data and fit are shown below. The fit
parameters determined from the DSA fits are shown as a function of time in Fig. A.2(b).
The respective determined belt sander paper speeds of the same measurement run are
shown in Fig. 5.9(a).

Fit parameter pag is influenced by the long-term changes of the temperature within the
interferometer cell. Steps of pae(sig) indicate when the belt sander was switched off and on.
The phase offset between backscattered signal (sig) and laser reference (ref) during times
when the hard target was not moving (e.g., from 15:28 to 15:33) may be the consequence
of different angular distributions of the backscattered signal illumination and the laser
reference illumination of the FWFIMI, introducing different phase shifts (see eq. C.59).
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Figure A.2: (a) Fringe data (crosses), fitting curves (lines), and their fractional deviation per PMTA
channel of backscattered light (sig) and of laser reference light (ref) during a hard target
speed measurement run. The measurement time is color-encoded. The first measurement
at 15:28 is marked with a dashed red line. (b) Temporal dependence of the values of the fit
parameters of the DSA fitting routine using fit model eq. 5.3 for both backscattered light
(sig, green) and laser reference light (ref, blue).

Horizontal wind speed measurements

1. Anemometer versus Windcube®

Anemometer measurements were carried out during all lidar measurements. The ultra-
sonic anemometers (Vaisala WXT520, Svantek DAQ) provide point measurements in con-
trast to the range gate lengths (AR = 25 m) of the Windcube® 200S and of the AEROLI
receiver (AR ~ 30 m). The Windcube® wind speeds were verified against anemometer
measurements on July 17, 2017. Fig. A.3 shows these measurements, with a Topsonic DAQ
anemometer at R = 67 m and the Svantek 181 (DAQ) at R = 75 m. Both the Windcube®
data and the anemometer data are shown without and with smoothing. Smoothing is
performed with a rolling mean with a window of 20 observations for the Windcube®
(At = 0.5s) and the Svantek instruments (At = 1s). The Topsonic anemometer provided
measurements every 10 s and is not smoothed.

After smoothing the measurements of the Windcube® and of the Topsonic at 67 m and
the Svantec 181 at 75 m fit together. In case of Windcube® versus Svantec 181 the Pearson
correlation coefficient is 0.92 and the standard deviation of the difference e between the
estimated wind speeds of the anemometer and the coherent DWL is 0.5 m/s.

Minor deviations can be attributed to the different measurement rates in case of Top-
sonic versus Windcube®, and to the point measurements of the anemometers in general.
Topsonic instruments provide a too low temporal resolution for an adequate reference mea-
surement. In case of R = 92 m no Windcube® wind speeds could be obtained because
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Figure A.3: Windspeed measurements with a Windcube® 200S and ultrasonic anemometers (Vaisala
WXT520, Topsonic DAQ, Svantec 181 DAQ) on July 17, 2017. Windcube® and Svantek
are smoothed using a running mean with a window of 20 observations.

part of its range gate already hit the hard target positioned at R &~ 115 m.

The decision was made that the Windcube® measurements are reliable and can be
compared to AEROLI measurements more conveniently than anemometer measurements,
because of the approximately equal range gate lengths, providing the same degree of spa-
tial averaging over the wind speed field. That is why, during the field-test measurements
comparing AEROLI and Windcube® 2008 measurements, which are treated in chapter 5.3
and in the following, anemometer measurements are not evaluated further.

2. Further measurements with AEROLI and Windcube®

The following section of the appendix provides additional horizontal wind speed com-
parisons between AEROLI and Windcube® carried out on January 29, 2018.

For this purpose the weather conditions during the day are evaluated. Solar data ob-
tained from “www.suncalc.org” by Torsten Hoffmann is shown in Fig. A.4(a). Fig. A.4(b)
shows the CNR of the Windcube® as a function of time over the day and measurement
conditions (temperature, pressure, solar global radiation, and humidity) measured with a
weather station (MWS 5) located at a linear distance of ~ 300 m from the measurement
location on the roof of the Institute of Atmospheric Physics building.

Additionally the global contrasts of AEROLI (atmospheric signal and laser reference
obtained from the fit and from determination of the Michelson contrast (MC)), and plau-
sible values of the particle backscattering ratio R, calculated based on the weather station
temperatures and on the determined contrasts are included. For this calculation eq. 3.4
is used, assuming a free-spectral range (FSR) of 10.69 GHz and an instrumental contrast
(V) of 0.9. This estimation of R, is quite error-prone because the actual instrumental
contrast during the measurements is unknown. The actual value of R; could be higher.
The contrast of the laser reference (green crosses in Fig. A.4(b)) is not equivalent to the
instrumental contrast. This is because the laser reference fringe stems from a hard tar-
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(a) Solar data (

www.suncalc.org by Torsten Hoffman 2015-2018) (b)
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Figure A.4: (a) Solar data (www.suncalc.org by Torsten Hoffmann, (b) CNR of Windcube® and mea-
surement conditions over the day (January 29, 2018) provided by the weather station (MWS
5, Reinhardt) on the roof of the Institute of Atmospheric Physics building. Particle backscat-

tering ratios Ry (crimson) are estimated using eq. 3.4 based on temperature data provided
by MWS 5.

get return which is superimposed with backscattering signal from air in front of the hard
target. This superposition reduces the contrast of the reference fringe to about 70%.

The first observation is, that the Windcube’s CNR goes down to -30 dB over the day
until after sunset. January 29th, 2018 was a sunny blue sky day with sunset at 17:10 (local
time). The sun was shining in measurement direction around 13:40 UTC. However, both
the Windcube® and AEROLI are designed for daytime measurement capability and the
observation of high measurement noise of the Windcube® after sunset (see Fig. A.5) seems
to exclude the solar radiation from affecting the measurements. The contrast is especially
low during mid day and increases slightly to the evening. A low concentration of aerosols
could be the cause of the low CNR values and the relatively high measurement noise of
the Windcube®, which is shown in the following measurements (see, e.g., Fig. A.5).

In all following measurements of this section u, values of the Windcube® stemming from
measurements with a CNR <-29 dB are excluded. This fixed CNR-threshold filtering is a
common approach, although more intelligent, dynamic data filtering (see, e.g., Beck and
Kiihn (2017)) may be applied.

Fig. A.5 shows a measurement on January 29, 2018 with high noise of the Windcube®,
i.e., relatively low CNR of down to -34 dB.

u,(Windcube) yields some outliers even though values stemming from CNR < —29 dB
have been excluded (Fig. A.5 top). After applying a median filter with a threshold of
3 m/s, the measurements of both instruments show good correlation (Fig. A.5 middle).
The standard deviation of the difference is greater than 1 m/s, also because many noisy
spikes of the Windcube® are not properly filtered out.

In contrast, Fig. A.6 shows another measurement on January 29, 2018 with low noise of
the Windcube®, i.e., relatively high CNR of > -28 dB (see Fig. A.4).

As is especially visible at 18:49 (UTC), the radial wind speeds (u,) measured by the
coherent detection DWL and AEROLI seem to drift apart, while the finer features are
well reproduced. This behavior suggests a velocity independent offset bias, which may be
constant on time scales of 10 min.
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A possible reason could be a long-term change of the illumination function of either the
signal, the reference, or both. It was shown in section 4.4 that a change of the illumination
function can induce a bias.
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Figure A.5: Horizontal radial wind speed of AEROLI with laser locked to the iodine line and of
Windcube® shortly after sunset (on January 29, 2018 at 16:10 UTC). The relatively noisy
Windcube® data (filtered such that CNR >-29 dB, top) is then median filtered (bottom),
whereby the mean of the last 10 measurements is compared against a threshold of 3 m/s. If
this threshold is exceeded, the corresponding data is rejected.

Changes of the fringe position due to temperature tuning can affect the differential
character of the measurement (see green lines in Fig. A.7(a)), when temperature-induced
shifts are large enough (e.g., visible with the eye). Because if the illumination function
is slightly different, this changes the macroscopically shifted fringes (both reference and
signal) in a different way than for an nonshifted pair. Alternatively, the same effect can be
induced if the fitting model does not exactly match the fringe shape. This is the case for
reference fringes obtained from a mixture of atmospheric backscattering and hard target
reflection with different contrast factors producing a mesokurtic fringe shape with a large
positive kurtosis (see Fig. A.7(b)).

Fig. A.7(a) shows that there is a macroscopic shift in fringe position by 300 MHz (i.e.,
1/36 - FSR, equivalent to a radial wind speed w, of 60 m/s). This shift of the fringe position
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Figure A.6: Horizontal radial wind speed of AEROLI with free-running laser (centered interference fringe
maximum) and Windcube®. This is the first measurement on January 29, 2018, comprising
a low noise of the Windcube®.

cannot be explained with frequency shifts of the free-running laser (see Fig. A.7(a), blue
line).

Fig. A.7(b) shows the same kind of plot for a measurement run with less time dependence
(drift) of the bias. The resulting wind speeds of this measurement run are shown in section
5.3.2 (Fig. 5.12).

In this case with less drift there is a macroscopic shift (200 MHz) of the fringes, as
well. However, it is not as large as in the previously shown case, and the fringe shapes
and deviations between data and fit at different times resemble more closely (compare
Fig. A.7(c) and (d)).

Consequently, it is very likely that biases as seen in Fig. A.6 can be avoided by im-
proving on the temperature stabilization of the interferometer, and on the stability of the
illumination functions. Furthermore, the laser should be locked to the iodine line (as in
Fig. A.7(b)) to avoid additional fluctuations of the fringes position.

Another horizontal measurement (with the laser of the AEROLI DWL being locked to
the iodine line) shortly after sunset is shown in Fig. A.8. Almost no temporal drift of the
difference e between both lidars is visible.

Fig. A.9 shows another example of a daytime measurement on January 29, 2018, whereby
the sun was shining along the measurement direction (213°) at 13:40. Again the AEROLI
DWL laser was locked to the iodine line. The resulting wind speed values of AEROLI
correlate well with the Windcube®’s values after threshold filtering. In case of the mea-
surement of Fig. A.9, a drift of u, is apparent between both instruments. This drift may
again be due to temperature fluctuations in the interferometer cell or due to long-term
changes of the illumination function. These changes of the illumination function could also
be related to a gradual drift of the laser beam orientation, which was not tracked during
the test measurements. It is clearly not caused by frequency variations of the laser itself.
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Figure A.7: Measurement on January 29, 2018: (a) The laser was not locked to the iodine line (see also
Fig. A.6). (b) Laser locked to the iodine line (see also Fig. 5.11). Frequency measured with

wavemeter (top).

The temperature within the FWFIMI cell (middle).

Bottom: Temper-

ature tuning given as frequency change and frequency shift of laser reference (green) and
atmospheric signal (orange). (c, d) Time-dependent fringe shapes (points), fits (lines), and
deviations between data and fits for the atmospheric signal at R = 50 m and for the hard

target reference of a measurement with time dependent bias.

times are shown in different colors.

Different fringes at different
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Figure A.8: Horizontal radial wind speed of AEROLI with laser locked to the
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Windcube® shortly after sunset (Measurement on January 29, 2018 at 16:10 UTC, 17:10
local time). The relatively noisy Windcube® data is median filtered, whereby the mean
of the last 10 measurements is compared against a threshold of 3 m/s. If this threshold is

exceeded, the corresponding data is rejected.
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Figure A.9: Horizontal radial wind speed of AEROLI with laser locked to the iodine line and of
Windcube® in the sunny, blue sky afternoon (measurement on January 29, 2018). At
13:40 (UTC) the sun is located exactly in measurement direction (at 213° azimuth), and at
an altitude of 17.8°. The relatively noisy Windcube® data is median filtered, whereby the
mean of the last 10 measurements is compared against a threshold of 3 m/s. If this threshold

is exceeded, the corresponding data is rejected.
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3. Analysis of fit routine and parameters

In the following the results obtained with different fit models for measurement runs without
and with the laser being locked to the iodine line are compared and analyzed.

Fig. A.10(a, b) provides a comparison of wind speeds determined with the DSA method
with two different fit models (see eq. 5.2 and eq. 5.3) for the measurement runs shown also
in Fig. A.6 and Fig. 5.12.
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Figure A.10: Resulting wind speeds during measurements on January 29, 2018: (a) Same measurement
run as in Fig. A.6 and Fig. A.7(a) with the free-running laser and centered fringe. (b) Same
measurement run as in Fig. 5.12 and Fig. A.7(b) with laser locked to the iodine line. Top:
Resulting u,. for rgds of 50 m and 76 m in case of a DSA fit model f; including skewness and
kurtosis (green, see eq. 5.2) and in case of a simple cosine fit model fo (orange, see eq. 5.3).
The respective difference between Windcube® and AEROLI for these rgds is shown below.
Bottom: Difference of the resulting u,(f1) — u,(f2) as a function of time.

A significant discrepancy wu,.(f1) — u,(f2) is visible at a distance of 50 m in case of
Fig. A.10(a, b). The more complex model (f>) seems to deviate less relative to the co-
herent DWL measurements than model (f;) in case of Fig. A.10(b). However, in case of
Fig. A.10(a) the situation is reversed. This could be explained with a higher variation of
the fringe shape in case of Fig. A.10(a). This result suggests that a fit model of type f;
may be preferable in comparison to type fs. However, no clear trend is visible and further
studies considering different fit models should be undertaken, once a better temperature
stabilization and illumination function correction routine have been developed.

Fig. A.11(a, b) provides all fit parameters of the complex fit model (f;) during that same
measurement runs with the laser in free-running mode and with the laser stabilized to the
iodine line (the same as in Fig. A.10(a, b)).

The according fringe-shapes for the fit models f; compared to the fit model f; at the
same phase, prior to downsampling are shown in Fig. A.12 for one measurement time.
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Figure A.11: Variation of the fit parameters using fit model f; as a function of time for the two different
measurement runs shown in Fig. A.10(a, b). Black dashed: laser reference fringe of the
light scattered back from the hard target. Purple / Red: Atmospheric signal fringe from
the respective range gate distance (rgd).

laser free-running (fringe centered) laser locked to I-line
— ref, fi — 50m, f; — 76m, fi — ref, f; — 50m, fi —_ 76 m, fi
-- ref, fy == 50m, f5 == 76m, fu -- ref, fu == 50m, f» == 76m, fu
1 —— A1 11 | —
o u ] g F ]
£ 1000 4 g 1200F 3
5 soof 4 Fi0d0E E
At 600: 1 +~ 800F . 3
T 3 1 73 600f E
2 400F ©® 400F 3
= s = E ]
g 200k g 200p -
@ o] S o b 1T il TR R i el
u\u 50:""I""l""I'"'I""I""I""["": 0\-E 50:'"'|""l'"'I'"'l""'l""l""l"":
3 4o ] 2% :
I 30f i & 30f .
I E ] \ 3 3
2 <0 1 = 3
5 10 3 5 10F E
b= 3 i = E 3
E E @ E E
.g ofF i = of
I 7o S i Wi e Bty W B sirod e Wi Ny cor i o i W el B i G S R 1| T U (T A A LT I IrUT IO S [T
R T T T R 1 2 3 4 T T A 1 2 3 4
phase [ rad phase [ rad

Figure A.12: Fringe shapes of fit model f; compared to fo at the same phase for a particular instant of
time for both measurement runs.
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In case of the free-running laser measurement parameters for amplitude (p4) show a
long-term drift (Fig. A.11(a)) not being visible for the measurement with the laser being
locked to the iodine line (Fig. A.11(b)). The contrast parameter (py ) shows the largest
drift in case of the hard target reference fringe of the free-running laser measurement
(black line, Fig. A.11(a)), while being constant in Fig. A.11(b). The phase shift parameter
(pae) follows a long-term drift in both cases. This drift can be attributed to shifts of
the laser reference and atmospheric signal fringes when there are temperature fluctuations
and gradients within the interferometer cell. Finer short term features are induced by
the Doppler shift of the backscattered light. The kurtosis parameter (pc,) is equal to
0.4 for the laser reference fringe (black line) compared to slightly negative values for the
atmospheric signal fringes. This elevated kurtosis of the reference fringe shows also in
Fig. A.12 and may explain the different results obtained with the fit models f; and f5 in
Fig. A.10. Different skewness parameters in Fig. A.11(a) and (b) suggest that the fringe
shape is dependent on the absolute position of the fringe in case of reference and signal
fringes. Theoretically, this should not be the case if the illumination is constant for both
frequencies of the illumination and if the illumination function was determined correctly.
It can be concluded that the different fringe shape parameters may be a consequence of
deviations of the determined illumination function from the actual illumination function.

Influence of illumination function variations

This section provides experimental studies of the precision of the illumination function
procedure during the field-test measurements and of the influence on the offset bias studied
theoretically in section 4.4.

Fig. A.13 shows atmospheric signal fringes at rgd = 50 m and hard target reference
fringes taken during an exemplary frequency ramp in an illumination function determina-
tion procedure performed on January 31, 2018 (see section 3.5.6) before (a, b) and after (c,
d) correction with the determined illumination function for a number of averaged pulses
(ME) of 1000.

The higher intensities at low and high channel numbers of the envelope in Fig. A.13(b)
indicate that the angular distribution of the reference light seems to be more flat-top
compared to the signal light. The fringe contrast is higher but not ideal, i.e., 85% not
95%, because the hard target reference light is a mixture of atmospheric scattering and
hard target signal. The corrected reference fringes do not resemble ideal cosine functions
(see Fig. A.13(d)). The fringes appear to be broader at higher intensities and slimmer
at lower intensities, i.e., they have an increased kurtosis (Cu) (see, e.g., Fig. C.21 for an
illustration of fringe shapes with different amounts of kurtosis). This may be explained
with a mixture of signal scattered from the atmosphere and the hard target signal in case
of the laser reference. The corrected atmospheric signal fringes are very similar to ideal
cosine-shaped fringes with a fringe contrast of ~ 66%, which may be attributed to a low
particle backscattering ratio Ry.

Next the influence of the illumination determination function correction procedure on
the offset bias is studied. Fig. A.14 provides illumination functions of a frequency ramp
taken on January 29, 2018 from 18:58 to 19:13 (UTC), which was also used as illumination
function for the field-test measurements of that day. The different colors have the meaning
of different numbers of pulses averaged when recording the fringes prior to taking the
envelope, whereby different illumination functions, which are the normalized envelopes,
are the result. The standard deviations of these envelopes is shown in green as a fraction
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of the mean. A variation of the number of averaged pulses (ME) between 10 and 100
induces a change of the illumination function per PMTA channel of up to 1% of the mean
for atmospheric signal illumination functions. Referring to the end-to-end simulations of
section 4.4, such a variation of the illumination function can induce biases on the order of
1 m/s (standard deviation of the simulated biases).
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(f) Hard target reference (5 fringes):
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Figure A.13: Recorded fringe shapes during illumination function determination (frequency ramp): (a)
Uncorrected atmospheric signal fringes. (b) Raw uncorrected hard target laser reference
fringes. (c¢) Atmospheric signal fringes after correction with the envelope of (a, yellow). (d)
Hard target laser reference fringes after correction with the envelope of (b, yellow line). (e)
Five exemplary fringes of c). (f) Five exemplary fringes of d). The fringes were recorded
on January 31, 2018.
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lllumination functions obtained from frequency ramp: 18:58 - 19:53 (UTC), January 29, 2018:
(a) range gate: 50 + 15 m (b) range gate: 76 £ 15 m (c) hard target reference
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Figure A.14: Horizontal field-test illumination functions determined by ramping the DELICAT laser fre-
quency and determining the envelope of the recorded fringes, using the procedure described
in section 3.5.6. Illumination functions are shown for different numbers of averaged pulses
(ME), shown in different colors, during envelope determination for two range gates: 50 +
15 m (a) and 76 £+ 15 m (b), and for the hard target laser reference (c). The green axis
shows the standard deviation o as a fraction of the mean in % of these different illumination
functions.

lllumination functions obtained from frequency ramp: 13:49 - 14:19 (UTC), January 29, 2018:

(a) range gate: 50 + 15 m (b) range gate: 76 + 15 m (c) hard target reference
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Figure A.15: Horizontal field-test illumination functions determined by ramping the DELICAT laser fre-
quency and determining the envelope of the recorded fringes, using the procedure described
in section 3.5.6. Illumination functions are shown for different numbers of averaged pulses
(ME), shown in different colors, during envelope determination for two range gates: 50 %
15 m (c) and 76 + 15 m (b), and for the hard target laser reference (c). The green axis
shows the standard deviation o as a fraction of the mean in % of these different illumination
functions.

Similar results are obtained for different illumination function determination runs on
the same day. Fig. A.15 shows another set of illumination functions determined at 13:49
(UTC) of the same day.

A comparison of signal and reference illumination functions determined at four different
times on January 29, 2018, is shown in Fig. 5.13 of section 5.3.2. The standard deviations
as fractions of the mean are on the order of 2% up to 5% in the region selected for DSA
fitting (see gray vertical lines in Fig. 5.13). Both the atmospheric signal illumination
functions and the reference illumination functions appear to shift on a time scale of hours,
while illumination functions taken shortly after each other (see the magenta and the purple
curve in Fig. 5.13) are closely resembling

Now, these different illumination functions are applied to correct the fringe shapes of



144 A. Background on field-test measurements of the AEROLI receiver

the horizontal measurement run described in section 5.3.2, in order to evaluate how such
a variation of the illumination function changes the phase-shift-independent offset bias.
Fig. A.16(a) shows offset biases obtained for different numbers of pulses averaged during
the frequency ramp of the illumination function determination procedure, i.e., for the
different illumination functions shown in Fig A.14. Fig. A.16(b) provides offset biases
according to Fig. 5.13.

(a) Offset bias induced by illumination function (b) Offset bias for different measurement runs
determination on January 29, 2018
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Figure A.16: (a) Offset bias of horizontal wind speed measurements at 19:19 - 19:49 (UTC) on January
29, 2018, for different determinations using the same illumination function with a different
number of averaged pulses (ME) during the frequency ramp (see Fig A.14). (b) Offset bias
for different measurement runs on January 29, 2018, using the illumination functions shown
in Fig. 5.13.

Comparing the results of Fig. A.16(a) to the end-to-end simulations of section 4.4, the
determined offset bias is up to four times higher than the simulated one for similar fractional
changes of the illumination functions. Nevertheless, the offset bias is quasi-independent of
the wind speed, which is in accordance with the results of section 4.4. The offset biases
in Fig. A.16(b) are of the same order of magnitude, although the illumination functions
are visibly shifted (see Fig. 5.13). It is likely that the shift of the illumination functions
is compensated by the different illumination function determinations (see Fig. 5.13) if the
time span between illumination function determination and wind speed determination is
short. The remaining fluctuation of the offset bias is most likely due to the measurement
error of the illumination function determination procedure itself (similar to Fig. A.16(a)).
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Vertical measurements and illumination function analysis over distance

This section provides background information on section 5.3.3 and additional vertical mea-
surements.

Fig. A.17 shows range-dependent illumination functions at different altitudes (range gate
distances = rgd), determined with the illumination function procedure described in section

3.5.6 at 9:22 (1.) and at 12:37 (2.) on March 16, 2018.

1. measurement: 16.03.2018, 9:22 - 9:35
2. measurement: 16.03.2018, 12:37
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Figure A.17: Two sets of range-dependent illumination functions determined with the illumination func-
tion determination procedure in the near-range (range gate distances, rgd: 50 m to 200 m)
and in the far-range (rgd: 260 m to 1160 m) with AR = 30 m. The respective PMTA
channel-dependent intensities are normalized and shifted with respect to each other for
better visibility. The green axis shows the standard deviation as a fraction of the mean
between the first 6 illumination functions. The lower plots show the channel-dependent
deviation between the illumination functions of the 1. and 2. measurement at 9:22 and at
12:37 on March 16, 2018, respectively. The PMTA region used for DSA fitting and wind
speed determination is marked by two vertical gray lines.

The variation of the illumination function with range is on the order of a few percent
with respect to the mean intensity, with higher deviations at the edges of the PMTA. It
depends on how well the fiber core is aligned and imaged on the photomulitplier tube
array (PMTA), i.e., if cladding modes illuminate the PMTA or not. A center region of
the PMTA, stemming from the core region of the fiber shows the smallest deviations. In
the near-range and up to range gate distances (rgd) of ~ 400 m, the deviations between
the two measurements are on the order of a few percent. At larger distances in the far-
range, fluctuations of backscattering due to clouds can severely degrade the illumination
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function determination, as was the case during measurement number two (see Fig. A.17
right: rgd = 500 m, rgd = 710 m, and rgd = 890 m). That is why calibration should be
performed in clear-sky environments.

The first set of range-individual illumination functions (9:22) of March 16, 2018, is used
to correct the vertical wind speed measurements. Fig. A.18 provides the first six range
gates of a vertical wind speed measurement run from 9:45 to 9:57 (UTC).

DWL lidar: +----+ windcube avg. 0.5 s —— AEROLlIavg.1.0s  centerrgd/
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Figure A.18: Vertical wind speeds of AEROLI (green) and Windcube® (blue) at increasing altitude (h)
as a function of time. The standard deviation o of the mismatch e between the AEROLI
receiver and the Leosphere Windcube® 2008 is given for every altitude.
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The offset bias is corrected using u,,,,. = u, — (u,). The reference fringe is provided
by fiber-delayed laser pulse. During this measurement run the standard deviations of the
Windcube® are smaller (the minimum CNR is -27 dB at 150 m compared to -29 dB for
Fig. 5.17), leading to a reduced standard deviation of the error e between wu,(AEROLI)
and u,(Windcube) in comparison to Fig. 5.17.

o(e) decreases as a function of altitude h. As described in section 5.3.3 this reduc-
tion of the combined precision of AEROLI and Windcube® may be a consequence of
both shot noise of AEROLI and of a range dependence of the measurement precision of
the Windcube® 200S. This interpretation is very likely due to visible noisy spikes of the
Windcube®’s measurement values at short ranges where the CNR is lowest. The exact
dependence of o(u,) of the Windcube® on its CNR is however not known to the author.

The results of this section of the appendix on background information of the field-test
measurements of the AEKROLI receiver are summarized in the following.

Drifts of the wind speeds measured with AEROLI with respect to the wind speeds mea-
sured with a Windcube® 200S occur on a different time scale than wind speed fluctuations.
This time scale may range from several minutes to hours, and is most probably related to
instabilities of the laser orientation and to intensity profile of the AEROLI DWL. These
long-term variations together with temperature fluctuations of the interferometer cell may
thus be the cause of illumination function variations, which produce a time-dependent
offset bias, because the fringe shapes may become dependent on the fringe position and
on the measurement time. The according time dependent shift is thus also dependent on
the choice of fit model. The reference fringe shows increased kurtosis due to a mixture of
light scattered by molecules and aerosols and the hard target signal. A fit model including
parameters for skewness and kurtosis seems to be better suited, however further studies
are required. The illumination function routine itself may yield a certain bias related to
the measurement precision of the illumination function. The bias depends for example on
the number of averaged pulses during the frequency ramp. Long-term changes of the at-
mospheric signal illumination function and of the laser reference illumination function were
indeed observed. Vertical oriented long-range illumination function determinations indi-
cate that the illumination function may also be slightly range-dependent. The combined
measurement precision of AEROLI and Windcube® 200S seems to depend also largely on
the range-dependent CNR of the Windcube® 2008 and thus on atmospheric conditions.
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B Lidar parameters

B.1 Parameters of the Green-Wake project

The project “Green-Wake” (Demonstration of lidar based Wake Vortex Detection System
incorporating an Atmospheric Hazard Map) was a EC project from 2008 to 2012, building
on the results of the DWL tested during the AWIATOR project, with the goal of developing
a lidar system for wake vortex and wind sheer detection and mitigation. Like AWIATOR
the lidar sensor was based on a direct-detection DWL, i.e., on a fringe-imaging Fabry-Pérot
interferometer (FIFPI). Two intensified 2D s-CMOS detectors allow for two independent
interference ring structures to be imaged and thus for two range gates. Two receivers
are necessary because the s-CMOS detectors do not provide enough speed and gain for
range-resolved detection.

The requirements on wake vortex detection, which were defined within the project, are
summarized in table B.1 (Rees, 2014).

Table B.1: Required system parameters for the Doppler wind lidar sensor specified in the
Green-Wake project (Rees, 2014)

Parameter Value
minimum range 50 m
maximum range 200 m
minimum number of measurement points 100

scanning area 120 m x 50 m
range resolution 2 range bins
full field-of-view update rate 2.5 Hz

require LoS velocity accuracy in a single integration 1 m/s
operating altitude (max) flight level 400 (> 12,100 m)
maximum atmospheric density all conditions
range of velocity + 25 m/s
receiver optics 200 mm

Rees (2014) claims that those requirements where almost met by the “Green-Wake” UV
Imaging lidar. To the author’s knowledge, however, no peer-reviewed publication exists to
the present day, which proofs this. The results of Schwithal (2017), presented next, suggest
that the requirements defined in “Green-Wake”, although they are a helpful guideline, are
not sufficient for wake vortex alleviation and control.

B.2 Results of the OWIDIA lidar sensitivity
parameter study

The results and assumptions of a lidar parameter study for wake vortex alleviation carried
out by Fhlers and Fezans (2015) and Schwithal (2017) are summarized here for quick
reference. The concept underlying these simulations was introduced in Fig. 2.7 of section
2.3.3. The conclusions drawn from this parameter study are used in section 3.1 to define
requirements for the lidar receiver prototype to be developed in this work.
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Schwithal (2017) assumes that the lidar sensor contains a separate receiver for every
range gate, and that the signal has to be split amongst these receivers, like in the Green-
Wake project. Bearing this primary assumption in mind, Schwithal (2017) assumes that
the standard deviation of the line-of-sight wind speed is proportional to y/Nyange pins- This
is a deficit inherent to the 2D detectors used in AWIATOR and Green-Wake, which are
necessary due to the non-transformed two-dimensional ring-like interference pattern of
fringe-imaging Fabry-Pérot interferometers and the lack of fast, high gain two-dimensional
detector arrays. That is why the performance of configurations with multiple range gates
along one line-of-sight, which is possible with the receiver of this work, is underestimated.
Nevertheless the study provides worthwhile guidelines for lidar receiver design.

Fig. B.1(a) contains a scheme of important geometric lidar parameters (Ehlers and
Fezans, 2015): minimum measurement range (range,,,), lateral and vertical scan angle
range (Vsean, Oscan), the number of measurement points (MP) along the measurement axis
(range bins), the number of horizontal MP axes, the blur depth (i.e., range gate length
AR), and the full screen update rate. Fig. B.1(b) shows the values of these parameters
studied by Fhlers and Fezans (2015) and Schwithal (2017). For different combinations of
these parameters the influence on the performance of the OWIDA system was evaluated by
checking the reduction of the maximum bank angle, which is the main disturbance during
a wake vortex encounter. Overall performance was considered for lateral encounter angles
of 5°, 10°, and 15°.

(a) Exemplary lidar geometry: (b) Lidar parameters for sensitivity study:
0y
scan N
Parameter Range of values
minimum measurement range rangey,i, [mj 60; 90; 120; (150)
§ ‘ - lateral Scan angle range W,y [°] +/-16; +/-30; +/-40
@)scan -
vertical Scan angle range O, [°] +/-10
# MP along measurement axis, N, (2 in Fig. 8) 1;3;5
# horizontal MP axes, Nj, (3 in Fig. 8) 85 7:9
i : blur depth [m] 15; 30
! N full screen update rate [Hz] 5:10

blur depth range, .,

Figure B.1: (a) Scheme of an exemplary lidar geometry with important geometric lidar parameters for
wake vortex alleviation. (b) Ranges of lidar parameter values in the sensitivity study carried
out by Ehlers and Fezans (2015) and Schwithal (2017).

Schwithal (2017) found that, while MP density does not obviously correlate with the
OWTI execution, the initial LoS wind speed standard deviation of the lidar sensor, if it is
too high (> 0.87 m/s in some cases), impedes the activation criterion from being passed
during some encounter scenarios, and the OWTI is not executed. Schwithal (2017) considered
a wake vortex circulation of 341 m?/s and concluded that the ratio of vortex circulation to
reference standard deviation should be above 200 for the OWI to perform with her applied
activation criterion (standard deviations > 120% of the reference standard deviation).
This criterion is considered very simple and should be enhanced in her view, which would
possibly allow a wider range of sensor configurations. Maximum performance was achieved
if the standard deviation was below 1 m/s with only very few exceptions.

Fig. B.2 shows lidar sensor configurations studied by Schwithal (2017) (in a “detailed
study of selected parameters sets”) at various encounter altitudes and geometries. It con-
tains simulated reductions of the maximum bank angle A, for different encounter angles
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Ywyv, geometries (number of horizontal measurement points NVj,, number of longitudinal
measurement points N, ), lateral field-of-views t;.qp, and ranges of 60 m, 75 m, and 90 m.
All configurations use £ 10° vertical scanning with three vertical measurement points.
Color encoded are different blur depths and full scan update rates (pink: 15 m / 5 Hz,
green: 15 m / 10 Hz, black: 30 m / 5 Hz). Especially promising sensor sets are high-
lighted. These “best” configurations show a reduced maximum bank angle with a factor
A pmae small compared to 1.
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Figure B.2: Results of a parameter study carried out by Schwithal (2017). Color code: red: blur depth
of 15 m and full scan update rate of 5 Hz, green: 15 m and 10 Hz, black: 30 m and 5 Hz,
blue: 30 m and 10 Hz. Some promising configurations with a low bank angle after alleviation
(AP < 1) are marked for further study.

In her work Schwithal (2017) summarizes several requirements in terms of sensor char-
acteristics for a lidar-based wake impact alleviation system. First of all there is a tradeoff
between high spatial resolution and low measurement noise for sensor configurations using
the OWIDIA system.

Secondly, the range gate length (AR) and the full scan update rate are of only minor
importance and their optimum values will depend on the number of measurement axis and
range gates. Though a larger blur depth (30 m) is certainly helpful in terms of lidar sensor
noise reduction, the primary effect in Schwithal’s study appears to have been a reduction
of the density of measurement points (MP), because the MP were spaced at distances of
the range gate length AR.

The number of lateral measurement axes has to be adjusted to the above tradeoff.

In general three, four, or even five vertical measurement axes provided good performance.
Four or five vertical axes allowed alleviation with the first measurement point at 60 m, 75 m,
and 90 m. Configurations with only three vertical axes required the first measurement
point at 60 m. A short minimum measurement distance (range,;, = rangeyp; = 60 m)
is certainly advantageous from a lidar sensor development perspective due to the 1/range
decrease of shot-noise limited signal-to-noise ratio. Cruise flight speeds of approximately
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250 m/s imply however that in many cases the aircraft might be already in contact with
the wake vortex while a future wake vortex detection and alleviation system like OWIDIA
senses and reacts to it. Schwithal (2017) explains this contradictory situation by stating
that at the beginning the effects of the wake vortex being still very small, could be com-
pensated by the basic control system. OWIDIA’s main benefit as explained by Schwithal
(2017) seems to be when the aircraft is exposed to the strongest wake-induced disturbances
close to the vortex cores. For range_;, = 60 m Schwithal identified sensor configurations
D, K, L, S, and T in Fig. B.2 as well performant, i.e., with good bank angle reduction
for all combinations of blur depth and full scan update rate, high MP density, and low
standard deviation of the LoS velocity. These configurations (including also B and C),
however require a relatively high number of measurement axes, which have to be provided
by scanning the laser beam.

From the perspective of DWL sensor design, scanning operations, which increase the
number of measurement axes and measurement noise, because less time for signal aver-
aging along one line-of-sight direction is available, are less favorable. From the OWIDIA
perspective a higher total scan update rate increases MP density and the measurement
noise level. Sensor configuration studied by Schwithal (2017) with a high density of mea-
surement points require a total scan update rate of 5 Hz. Sensor configurations with a low
density of MP seem to require a larger total scan update rate of 10 Hz, because the MP
are then spaced closer together in flight direction.

Based on Schwithal (2017) configurations with only three vertical and three horizontal
axes (N, x N, = 9, Fig. B.2 columns: E, M, U), and three longitudinal range gates
achieve better performance than with only one longitudinal range gate (columns: A, [,
Q). Especially configuration M shows a very good reduction of the maximum bank angle.
Schwithal (2017) explains this very good alleviation performance by a favorable distribution
of measurement points within the scanned volume, and with relatively low measurement
noise, due to a small number of measurement axes.

In the studies of Schwithal (2017), five range gates do not improve performance. These
results rely, however on the assumption, that each additional range gate will increase
measurement noise for all other points, which is not the case for the lidar sensor developed
in this work. In our case an increase of the number of longitudinal range gates comes at
no cost, and the respective alleviation performance based on this changed precondition
should be evaluated, because sensors may be realized more easily in this way. This makes
the results of Schwithal concerning configurations with more than one range gate the more
promising, because the potential is currently underestimated.

An increase of the scanning FOV decreases the MP density locally, while increasing the
overall measurement volume.

Schwithal (2017) states that in total many configurations allowed a reduction of the
maximum bank angle of more than 70% for all lateral encounter angles (Wyy) and up to
90% for some encounter angles.

Schwithal (2017) marked especially promising configurations in Fig. B.2 for further study.
Her notation convention is given in Fig. B.3. Fig. B.4 provides a table with the geometrical
and temporal parameters of selected configurations using this notation.

Fig B.5 summarizes the alleviation performance of these selected configurations for a
range of encounter altitudes of -45 m to 45 m, using refined performance criteria: 1. The
average reduction of ®,,,,, 2. the number of incidences where the OWIDIA system caused
an increase of ®,,,,, 3. the sum of the absolute maximum bank angle increases of all
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Figure B.3: Notation of sensor configuration used by Schwithal (2017).

Sensor Number | Number | Number | Total rangeyp; | Vertical | Lateral Blur Full Single
configuration | of of hor- | of MP | number | [m] field of | field of | depth scan axis
[-] vertical | izontal along of MP view view [m] update update
axes [-] | axes[-] | axis|[-] (-] Oscan Wycan rate rate
[°] [°] [Hz] [Hz]
B-30-10-60 3 5 1 15 60 +/-10 +/-16 30 10 150
C-30-10-60 3 7 1 21 60 +/-10 +/-16 30 10 210
D-15-5-60 3 9 1 27 60 +/-10 +/-16 15 5 135
D-30-10-60 3 9 1 27 60 +/-10 +/-16 30 10 270
J-15-10-60 3 5 1 15 60 +/-10 +/-30 15 10 150
M-15-5-60 3 3 3 27 60 +/-10 +/-30 15 5 45
M-15-10-60 3 3 3 27 60 +/-10 +/-30 15 10 90
0-15-5-60 3 3 5 45 60 +/-10 +/-30 15 5 45
S-15-5-60 3 7 1 21 60 +/-10 +/-40 15 5 105
A-15-10-75 3 3 1 9 7 +/-10 +/-16 15 10 90
1-15-10-75 3 3 1 9 75 +/-10 +/-30 15 10 90
J-15-10-75 3 5 1 15 75 +/-10 +/-30 15 10 150
K-15-5-75 3 (3 1 21 75 +/-10 +/-30 15 5 105
S-15-5-75 3 ' 1 21 75 +/-10 +/-40 15 5 105
J-15-10-90 3 5 1 15 90 +/-10 +/-30 15 10 150
J-30-10-90 3 5 1 15 90 +/-10 +/-30 30 10 150
K-30-10-90 3 T 1 21 90 +/-10 +/-30 30 10 210
T-30-10-90 3 9 1 27 90 +/-10 +/-40 30 10 270

Figure B.4: Sensor configurations selected by Schwithal (2017). The table lists the geometrical and
temporal parameters of the configurations.

encounters (> ®pq:), 4. the maximum increase of the bank angle (max(®,,..)), and 5.
the number of cases when the OWI could not identify a wake vortex.

Schwithal (2017) states that only the configurations D-30-10-60, J-15-10-60, and S-15-
5-60 (marked with red boxes) never induced an increase of the maximum bank angle
independent of the encounter altitudes. The configurations D-15-5-60 and M-15-10-60,
marked with dashed boxes in Fig. B.5, exhibit only a minor bank angle impairment of 0.1°
and 1° at one specific altitude offset, which is negligible. M-15-10-60 is the only suitable
configuration with a LoS velocity standard deviation above 0.5 m/s, and its performance
is again explained by a larger measurement domain and a good spatial distribution of
measurement points in vertical direction.

Schwithal (2017) also considered an increase of the amount of vertical scanning axes to
four and five and observed an improved alleviation performance and increased robustness
of the bank angle reduction for encounter at different altitudes, while an increase from four
to five is not worthwhile. An increase of the vertical scanning VOV was also studied, and
Schwithal (2017) concluded from her findings, that the benefit is not very large.

Schwithal (2017) studied the influence of increased measurement noise, as well. Depend-
ing on the sensor configuration, an increase of noise, more or less impairs wake impact
alleviation performance. Small deviations are not critical, while an increase of noise by
50% (to 1.44 m/s for a M4-15-5-60 configuration) can already provoke a significant increase
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Figure B.5: Alleviation performance of selected configurations for a large range of encounter altitudes
(Schwithal, 2017).

of the bank angle for some encounter scenarios. Therefore, as low as possible lidar sensor
measurement noises are desirable.

It should be evaluated if a high number of range gates (> 3), along one measurement
axis within 60 m and 300 m would be beneficial, and if this would lower the requirement
on the standard deviation of the radial wind speed determination, or on the number of
measurement axes. This study should be carried out with the special assumption, that an
increase of the number of longitudinal MP does not increase the measurement noise of any
MP. The study should also include an adjusted activation criterion (Schwithal, 2017).

Fezans and Joos (2017) did not explicitly perform a lidar parameter sensitivity study
for their concept of gust and turbulence alleviation control. Such a study appears to be
aggravated by the current lack of a model to produce a large set of representative wind
fields to test the routines, and by the large parameter space to be explored in such a study,
which requires optimized computational routines currently under development. Judging
from selected parameters in Fezans et al. (2017), i.e., a total scan update rate of 13 Hz,
ten measurement ranges between 65 m and 300 m, with an opening of the scanning cone
of £40°, and LoS air speed velocity measurement standard deviations of the lidar sensor
in the order of 1.5 m/s, the requirements are probably similarly high, to say the least.

The conclusions drawn from this section for the design of a Doppler wind lidar receiver
are summarized in section 3.1.
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C Theoretical background

C.1 Speckle

Speckle phenomena and statistics

This section introduces the phenomenon of “speckle”. The interested reader finds detailed
descriptions in Goodman (1975), Goodman (2007), and Goodman (2015).

Speckle are a phenomenon which results from coherent light being shown on multiple
dielectric inhomogenities on a rough surface or within a volume (atmosphere), and when
it interferes, the light received by collection optics is modulated spatially, in phase, and in
intensity.

Each light ray contributing to this interference pattern (or speckle pattern) can be con-
structed as a random walk in the complex space (see Fig.C.1(a)). These random walks
obey the central limit theorem, that is the total field at location 7" is Gaussian complex
and of zero mean. An example are atmospheric speckle in the plane of reception of a lidar
telescope (see Fig.C.1(b)), when the light of a laser beam is scattered within a scattering
volume at distance z = z,. In this case every emitted field dEemitt(ﬁ, z) in the plane of
scattering is random and obeys Gaussian complex statistics.

(a) Random walk (b) Atmospheric speckle in plane of reception
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Figure C.1: (a) Random walk in complex plane. (b) Backscattering into receiver plane scheme for sim-
ulating atmospheric speckle. (c) Example of a speckle pattern intensity. (d) Corresponding
values of the real and imaginary part of the complex field. (e) Corresponding phase with
obvious vortices around locations of zero intensity. (b) inspired by Cézard (2008), (c) to (e)
taken from Goodman (2007).

The probability density of the illuminance & at a location 7 in the plane of reception,
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assuming polarized, perfectly coherent light, is thus given by an exponentially negative
distribution with mean (£) and variance (€)*:

ey Lo (S
PE =) = 75 p( @), (1)

where &, is the incident illuminance, related to the incident intensity Iy by & = Iy/r?.
Important properties of these so-called fully developed speckle are that the phases of the
contributing phasors are uniformly distributed and that the standard deviation o¢ obeys

oe = (€)= (©7 = /2 — (&) = ()%, (C.2)

using the relation (") = n!{(¢)" for the nth moment, and is equal to the mean (£) for
polarized, perfectly coherent light. This means that the speckle contrast

o L o

SNR (&)
is 1, where SNR is the speckle signal-to-noise ratio. This is not the case for light scattered
by molecules and aerosols due to its limited coherence length d. (as is shown later in
section C.1).

An exemplary (simulated) speckle intensity pattern obeying these statistics is shown in
Fig. C.1(c). The corresponding values of the real part and imaginary part of the field are
shown in Fig. C.1(d). Circles mark locations where both real and imaginary part are zero
(locations of zero intensity, i.e., so-called optical vortices). It can be seen in Fig. C.1(e)
that these optical vortices are characterized by a circulation of phase.

The spatial resolution of any detector recording a speckle pattern is limited, what means,
that every detector pixel k spatially integrates over a part of the speckle pattern. The
integration over the surface of one pixel is equivalent to the summation of exponentially-
negative distributed random variables. The resulting distribution obeys a gamma density
function of order M,:

(C.3)

M, kMk n]k\/[’“_l g
PN =) = 107 (g P (i) (©4)

where M, is the number of speckle grains integrated spatially within the pixel k, and ny
is the number of photoelectrons detected by pixel k.

Furthermore, M different speckle patterns can be summed incoherently by accumulation
in time. In this case, the resulting speckle pattern is again obtained by (M —1) convolutions
of the exponentially negative statistics (of varying speckle patterns), which results in a
gamma law with parameter M:

with mean (¢) and variance (€)* /M, whereby M is the number of speckle patterns. I'(M)
is the gamma function given by I'(M) = (M — 1)\

In these cases (eq. C.4 and eq. C.5) the speckle contrast (see eq. C.3) is given by C' =
1/v/M. M is also referred to as Goodman’s diversity parameter.
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Atmospheric speckle simulation

The term “atmospheric speckle” is used in the following to describe complex interference
patterns (Goodman, 1965) in the reception plane of a lidar. They are produced, when a
coherent laser pulse is scattered in all directions by an ensemble of scatterers (hard target
reflective speckle (Nelson et al., 2000), aerosols, air molecules (Goodman, 2007) and when
the received light interferes. They fluctuate in time due to air turbulence (time scale
smaller than 10 ms to 20 ms) (Beavers et al., 1989). In the following the atmosphere is
treated as instantaneously frozen.

The formulae and derivations underlying this simulation are based on Cézard (2008).
The fundamental scheme of the simulation is shown in Fig. C.1(b).

The light is backscattered from a volume of length Az = ¢ - 7,/2, where ¢ is the speed
of light, and 7, is the pulse length of 7 ns. Points in the emitting plane at z = z, (like
the red dot in Fig. C.1(b)) are emitting a field Es. The received field E,,, in the pupil of
reception at z = 0 is then given by the Kirchhoff integral

1 1+ cos (i, R) e 7*R
" E (p,to — zs/c) dp, C.6
p p /Acatt plane j/\ 2 R ( ’ / ) ( )

whereby w, is the unit vector along z, and the vectors R, p, and 7 are defined in
Fig. C.1(b). e 7*? /R are spherical waves and the vector R is given by: R = z,, + (p'— 7).

In case of a distance z; ~ 50 m to hundreds of meters, the factor cos (i, ﬁ) is approxi-
mately one and R depends on p and 7, only. R can be expanded to 3rd order:

R=z+

p—m |-t
et (C.7)

The 3rd order of eq. C.7 is negligible compared to A, and eq. C.6 can be approximated
by a Fresnel integral:

1 . o2 02 R
Epup(T, tg) = ——e TF2e 72 // Ey(,to — 25 /c)e "= IF 5 dp (C.8)
J >‘Zs scatt.plane

As the light is backscattered from many scattering planes within the scattering volume
the total field received in the reception plane, using: E =\/2/c- E(t), is given by

z0—cTp/2 7
Epup( / / / A eI I \JeT2 - dE i (7, 2)e 5 FE dj, (C.9)
plane JNZ

whereby dEepmi(f, 2) is the infinitesimal Gaussian complex field emitted by the cylindri-
cal volume element dV of length dz > A/2 in the plane z. The field is Gaussian complex,
because the location of the scattering centers within the volume dV is random, and thus
the phase emitted by these scatterers is random and equally distributed between 0 and 2.
Using these assumptions the emitted field at a location (g, z) (e.g., red dot in Fig. C.1(b))
is given by
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dEemitt(ﬁa Z) = A : ‘Elnc(ﬁa Z)’h(ﬁv Z)dZ, (Cl())

with a coefficient A, which is a function of the backscattering coefficient 3, and a Gaus-
sian complex variable h(g, z). h is a centralized variable, i.e., (h(7, z)) = 0 and of variance
equal to one. The covariance is assumed to be given by 0(p — p/)d(z — 2/), that is with-
out spatial correlation. Using these assumptions the field in the reception pupil can be
expressed by eq. C.11.

The instantaneous electric field of a laser pulse at time ¢y in the reception plane of the
lidar spanned by vectors 7 can be calculated with equation C.11, derived by Cézard (2008),
which represents an integral over Fresnel integrals in cylindrical coordinates in the pupil
planes spanned by vectors g along the line-of-sight axis z:

zo—cTp/2 |A| —]k’”
pup

plane

Eine(7, 2)| (7, 2)e* % djpdz, (C.11)

whereby 2o = 100 m is the distance from the telescope, c is the speed of light, 7, = 7 ns
is the pulse length, and A = 355 nm is the laser wavelength. Emc(p, z) is the incident
electric field of a Gaussian beam of waist wg, and of divergence ©® = 150 prad at the
scattering location zy. h(p, z) is a Gaussian complex random variable, which is responsible
for atmospheric speckle in equation C.11. It describes the random walk in the complex
plane, given the assumption that the central limit theorem applies. The statistics of the
total field intensity (speckle pattern) at a position 7 are given by an exponentially negative
distribution (see eq. C.1). The speckle intensity in the receiver plane r is obtained by
Epup (T, t0) - Epup (7, to)*. Terms of eq. C.9 which do not depend on 7 are contained in h(g, z)
in eq. C.11. Equation C.11 can be solved numerically.

The obtained speckle intensity patterns for a Gaussian beam waist 2wy = 13 mm with a
beam quality factor M? = 4.3, i.e., 2wigp m = 19.8 mm, is shown in Fig. C.2(a), assuming
a diameter of the Newton telescope’s secondary mirror in the reception plane of 6 cm and
a diameter of its primary mirror of 15 cm. Fig. C.2(b) shows the same simulation for the
hypothetical case: 2wipp m ~ 2 mm.

Fig. C.2 shows that the speckle grain size D, is proportional to 1/w, , what can be
explained with the help of the Van Cittert-Zernike theorem (Goodman, 1975). It says that
the wider the source is in terms of étendue (spatial spectrum), the lower is the degree of
spatial coherence between two points, which are illuminated incoherently by this source,
i.e., the smaller the speckle grain size. According to Cézard (2008) the underlying assump-
tion of applicability of the central limit theorem is valid, due to very fast convergence of the
field backscattered by an ensemble of aerosols towards Gaussian complex behavior, which
can already be seen with a number of aerosols exceeding six, what was shown by Valla
(2005).

It is interesting to discuss the influence of the degree of temporal coherence of the
backscattered light on the speckle pattern contrast (C).

The width of the Rayleigh spectrum (HW at 1/e) is given by 7 = /20 e, (T), where
Oray(T) is the standard deviation in Hz of the Rayleigh spectrum at the atmospheric
temperature 7' (see section 2.1.1).

For a Gaussian-shaped spectrum the coherence time 7., is given by 7eon = = (i.e., the

™
value at 1/e of the Fourier transform of the spectrum) and is approximately 0.3 ns.
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Figure C.2: Simulated instantaneous atmospheric speckle pattern at the reception plane for a Gaussian
intensity scattering source, 100 m from the telescope (obscuration marked by green lines).
With Gaussian beam waist (diameter) 2wy = 13 mm (beam quality factor M? = 4.3, i.e.,
2wi00 m = 19.8 mm) (a) and for the hypothetical case: 2wigp m = 1.98 mm (b). The mean
speckle grain size D, is determined by an autocorrelation of the simulated patterns (cf.
Fig. G.2) in appendix G.

The length in the atmosphere, which can be identified with a coherent wave train (co-
herence length d.) is given by d. = ¢7.,,/2. In case of molecules it is in the order of dg”"l ~
4.5 cm. In the case of aerosols the coherence time is determined by the spectral width of
the laser, linked to the pulse duration 7, = 7 ns. The according coherence length is thus
d?" ~ 1.5 m.

The coherence length has an influence on the number of speckle patterns M, which are
incoherently summed within the range gate of length Az, of the lidar: M = AZ—‘Z”. The
statistics of the sum of M incoherently added speckle patterns are obtained by (M — 1)
convolutions of the exponentially negative statistics, and are thus given by eq. C.5, and M
is Goodman’s diversity parameter. The speckle contrast C' of the total speckle pattern is
given by eq. C.3, i.e., by C = 1/v/M.

Simulated total speckle patterns produced by incoherent summation of M speckle pat-
terns are shown in Fig. C.3, whereby C' is determined from the simulated speckle patterns
by o (1) /{I;) with I, being the intensity and o(I}) its standard deviation at the k' point
of the simulation mesh (200 x 200 points) of a total speckle pattern.

A practical value of Az.sr is 5 m, which is set by the integration time of the detector,
i.e., in our case by the sampling rate of the analog-digital converter. In this case M, is 5
and M, is in the order of 111. The above simulation results show that for pure molecular
scattering the illumination at the location of the spider of the telescope would be quasi-
homogeneous, i.e., C'= 10%. This is not the case for scattering by aerosols (M < 5) with
a speckle contrast smaller than 45%. It should be noted here, that Rayleigh scattering at
UV wavelengths dominates Mie scattering even at low altitudes. As can be seen in section
2.1.1 (Fig. 2.1), the median value of the particle backscattering ratio R, is smaller than
1.5 above an altitude of 1500 m.

The atmospheric speckle are therefore considered to be averaged out in case of low aerosol
concentrations in the atmosphere and the illumination is quasi-homogeneous. As described
in appendix C.4 this is also a feature of the high diversity, i.e., of a high number of degrees
of freedom for the spatial averaging of noise, in Rayleigh (direct-detection) receiver systems
(Henderson et al., 2005). Atmospheric speckle thus represent an additional noise source
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Figure C.3: Incoherent summation of simulated atmospheric speckle patterns at the reception plane for
a Gaussian scattering source 100 m in front of the plane of reception (telescope) for different
values of Goodman’s diversity parameter M and according speckle contrasts C'.

(being modeled in section 4.1), especially at low altitudes (higher aerosol concentrations).

When the light received by the telescope is coupled into a multimode fiber another type
of “speckle” (so-called modal noise or fiber speckle) arises in the illumination exciting the
fiber. The total speckle noise signal-to-noise ratio SN R; is given by /M, - M¢, where
M, is the number of incoherently added atmospheric speckle patterns and My, is the
number of fiber speckle patterns (see section 3.5.4 for an experimental study). Due to
the multiplicative character of speckle noise, and ways of spatial and temporal averaging
(vibration of the fiber and the averaging of multiple pulses, increasing diversity, see section
3.5.4) in a fiber-coupled setup (see section 3.3.1), it is possible to significantly reduce the
influence of “speckle noise” during the measurement process (see section 5).

The turbulence-induced fluctuation and modulation of speckle (produced if the target is
larger than the correlation width of the irradiance) is one of the reasons for “scintillation”,
i.e., intensity fluctuation of the backscattered radiation (Andrews et al., 2001), and is not
treated here.
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C.2 Cramér-Rao lower bound of an ideal
multichannel spectral analyzer

The Cramér-Rao Lower Bound (CRLB) or Cramér-Rao Bound (CRB) in general is the
minimal variance of an estimation procedure for signal parameters. That is, it gives the
theoretically highest precision of the determination of a signal parameter from a data pool.
The CRB determination is equivalent to maximizing a Likelihood-function. A precise
description of Cramér-Rao bounds can be found for example in McDonough and Whalen
(1995).

The intension here is to recount the derivation of the CRB of an ideal spectral analyzer
with multiple channels (see Cézard et al. (2009a)) as a reference to the reader. The under-
lying assumption is that the signal is shot-noise limited. That is, the probability to obtain
o photoelectrons on a detector element k of a spectral analyzer with a total number of M
channels, obeys a Poisson statistic:

<Sk>gk€_<sk>

P(Sk = O'k) = O‘k|

, (C.12)
where Sy, is the random variable and (Sj) is its mean being equal to its variance.

As detailed by Cézard (2008), the wind speed wu, is one of the parameters 6;, which form
the parameter vector ] (other influencing parameters which influence the contrast and
shape of the fringe are the density p, the temperature 7', and the particle backscattering
ratio Rp. The maximum precision of an ideal spectral analyzer (ISA) of M channels, mea-
suring these parameters can be determined with a calculation of the Cramér-Rao bounds
of these parameters. The Cramér-Rao bounds are obtained from the diagonal elements of
the inverse Fisher information matrix of the measurement system:

co, = (F71)}/° (C.13)

(A

where the Fisher matrix is given by

@ In (A())

A v

(C.14)

e., it is the negative expectation value E[X] of the second order derivatives of the
log-likelihood function of the signal. The likelihood function A(f) is a measure of the
probability to obtain one realization of a photon distribution (o, 09...0%...05/) in case of
applied parameter vector 6. A(g) is a function of joint probabilities:

—

A(f) = P (51(*) = 01...5,(0) = op... S0 (0) = UM) (C.15)

If the M channels are statistically independent, that is if each channel is a different de-
tector element (without cross-talk), this likelihood function is a product of the individual
Poissonian probabilities:

§=ﬁ <Sk5: ) (C.16)



162 C. Theoretical background

The Fisher matrix is obtained in the following form by inserting eq. C.12 into eq. C.16 and
by calculating eq. C.14:

M1 d(Sy) d(S)
F"j:;<5k> d9;  do; (C.17)

Assuming that the spectral analyzer consists of a large number of channels M, with only
minor differences between neighboring channels, the integral form of the Fisher matrix can
be written in the form:

Fy;(0) =

) /+°° 1_dS(0)dsw.6) (C.18)

whereby S(v) is the density of photoelectrons per channel.

An ideal spectral analyzer is constituted of an infinite amount of channels, which sample
the spectrum with Dirac-type transmission functions. Under this condition the spectrum
of the incident lidar signal S(v) can be inserted into eq. C.18 to obtain €, by eq. C.13.
The spectrum S(v) is considered to be pure Rayleigh:

Nisa (w0’

S(l/) = W YR(T)

(C.19)

whereby Nysa = Knp+ is the total number of photoelectrons detected by the ideal
spectral analyzer with the overall photoreceiver efficiency 1, px = p/p is the local molecular
concentration p normalized to sea level concentration py, and K is a factor, giving the
number of received photons obtained at sea level. K7 includes all energetic factors (3, ng,
nr, Er, a, O(R), see lidar equation eq. 2.2). v.(u,) is the central frequency of the peak.

In this way the Cramér-Rao lower bound (CRLB) of an ideal spectral analyzer, i.e.,
the theoretically lowest possible standard deviation of the measured wind speed u,, €,, is
obtained as the first diagonal element of the inverse Fisher matrix (Gagné et al. (1974);
Rye and Hardesty (1993), see, e.g., Bruneau (2001)):

~y
€(ur)ISA N (C.20)

with v = /2kgT/m (in case of molecules, Knudsen regime) being the most probable
thermal velocity of the scatterers. m is the molecular mass given by myi,/Na. My is the
mean mass of dry air (per mol), and N, is Avogadro’s constant. Eq. C.20 is the lowest
theoretical bound for both coherent and direct receiver techniques ( Henderson et al., 2005).
As is apparent from eq. C.20, the performance increases proportional to /Njga, what is
characteristic for a photon noise limited measurement process. The magnitude of the
random thermal molecular velocity v, is on the order of 400 m/s, while for aerosols v is
on the order of 1 m/s. That is why, a Rayleigh receiver requires 10° times the number of
photons than required for a pure Mie receiver. For an absolute measurement error (standard
deviation) of the wind speed of 1 m/s, thus 80000 Rayleigh scattering photons (T = 273 K)
are needed in case of an ideal spectral analyzer (ISA), in which case €(,,)754 = 1 m/s.

r
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C.3 Cramér-Rao bounds of real Doppler wind lidar
receivers

FIMI and direct-detection techniques

A “real” physical (unbiased) spectral analyzer (like the fringe-imaging Michelson interfer-
ometer (FIMI)) mixes the photons in the spatial and in the frequency domain, including
losses, and therefore underperforms compared to the ISA. In case of the FIMI, the density
of the photoelectrons per channel S(z) is given by the convolution of the number density of
photoelectrons per channel for monochromatic light (related to the transmission function
I(z,v), eq. 3.1) and the Rayleigh spectrum I,,,(v). It is assumed that the illumination
function is rectangular, homogeneous, and that the detector channels are independent (no
cross-talk). S(z) is then written in terms of phase as S(¢):

- 1 Ntot
- 2mn 4

TOPDqgu

14+ V- e CPP) T o (S, + 0) (C.21)

5(¢)

with the number of imaged fringe periods n set to one. Ny, = Knp}, is the number of
signal photons on the detector, whereby K is the number of received photons. 7 are all
losses in the back-end receiver, except for the losses due to the polarizing beam splitter and
half of the light being reflected by the FWFIMI (factor of 1/4 in eq. C.21). The factor p is
defined as 1/Ap - \/8kp/m. S, = d¢/du, = 4mrOPDy/(cAL) is the fringe phase sensitivity.

€u, = (F11)7Y2 (ie., eq. C.13 and inserting eq. C.21 into eq. C.18 with 6; = u,.) for pure
a molecular backscattering signal is calculated (see Cézard (2008)):

1 1 ~0PDy N2y
wm a1 Vv 02

Cézard (2008) considered two Michelson interferometers sharing the signal, in this case
the following penalty factor k,, for one of the Michelson interferometers (1), considering
an instrumental contrast V', was obtained:

2
€(u, ) FIMI 1 d (OPD01>
o, = SWPIMT = 1— |1 V2exp|-8 C.23

cnisa  V2OPDy P [ d. (€.25)

=

Here d. = 2¢/(muy/Ty) is the coherence length of the signal. T is set to 273 K. The
minimum value of k,, , at a fixed optical path difference OPDy; = 2.8 cm, is 4.35. If
only one Michelson interferometer is used at normal incidence without a prior polarizing
beamsplitter, &, is reduced by a factor V2, or 2 at oblique incidence using two detectors
for both the transmitted and reflected light of the FIMI (see section 3.3.2).

Cézard (2008) also studied the dependence of k,. on the particle backscattering ratio
Ry, on absolute atmospheric temperature 7" and on the total number of solar background
photons By,. For this purpose eq. C.21 was modified, such that those parameters are
included:
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5(¢)

o 1 Btot Ntot
=5 ( 1 + 1 Ry[1 + W cos (Se - u, + gb)]) (C.24)

Byt is the number of solar background photons, and W = V - G is the total contrast
of the interference fringe with GG being an atmospheric contrast factor, and V' being the
instrumental contrast (see eq. 3.4). The same is done here for a single FIMI. Again the
CRB value (eq. C.13) is determined inserting eq. C.24 in the Fisher integral (eq. C.18).
F; turns out to be:

1
Fanrmvur = —153 (Biot(—1 +T) 4+ RyNyoy [-1 + T + GVY)]) (C.25)

whereby T is given by

2(Biot + RoNior)
T=4/—-1+ ) C.26
\/ Biot + RyNiot + RyGV Ny ( )

In eq. C.25 and eq. C.26, the atmospheric contrast factor G is defined as (see eq. 3.4):

uw?oPDEx3T
G=|1-—+5 " (C.27)
a Ry R, ' '

Fig. C.4(a) shows the global fringe contrast W = G -V as a function of the absolute
atmospheric temperature 7', and of the particle backscattering ratio R, assuming an in-
strumental contrast V' of 0.97. Fig. C.4(b) shows R, as a function of a (measured) global
fringe contrast W (T, Ry) for two different temperatures. This approach is used in sec-
tion A to estimate values of R, based on determined global fringe contrasts, referential
atmospheric temperatures, and known instrumental contrasts.

For completeness the more compact expressions of Fi; and of the CRB of a FIMI without
solar background (B, = 0 in eq. C.25) are given:

S.> Nt R
Fanyrrvr = %b <1 —V1- G2V2) (C.28)

1 1 4 1
€(u,)FIMI = = . ,
() VEwrmr  SeVEyV N (/1 — /1= G212

which simplify to the expressions for pure Rayleigh scattering (eq. C.22) if the particle
backscattering ratio Ry is set to one.

Then all parameters except for the one under study are fixed, and the resulting value
of CRB is compared to the value of CRB at the conditions of optimization (eq. C.22),
i.e., a normalized factor of performance (Pr = €(u,)F1M1/€(upopr jinea)Fmr) is Obtained. The
results of this sensitivity study are shown in Fig. 3.4(b) of section 3.3.2.

(C.29)
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Figure C.4: (a) Global fringe contrast W as a function of absolute temperature T and of the particle
backscattering ratio R for an instrumental contrast V' = 0.97. (b) Values of R, for different
global fringe contrasts W making assumptions on V' and on T

Comparing results of CRB calculations using eq. C.29 with end-to-end simulations of
sections 4.2 and 4.5 assuming a photomultiplier tube array (PMTA) as detector, in order
to get similar results the factor N. = 3 has to be inserted into eq. C.29:

1 1 4- N, 1
€(ur) FWFIMIcorr — = .
o VFauyrmur - SeVEy N Nt /1 — /T — G2V2

The origin of this factor N, = 3 remains unknown. The penalty factor of the FIMI
with respect to an ideal spectral analyzer for the measurement of wind speeds (K, )rrar)
is obtained by dividing eq. C.29 by eq. C.20 and is given by eq. 3.5 in section 3.3.2 for
Ry =1.

Similar penalty factors have been derived for other direct-detection DWL receivers. The
according values of x,, for different spectral analyzers are shown in table C.1.

(C.30)

Table C.1: Penalty factors of wind speed measurements for various direct-detection Doppler
wind lidar receiver concepts with respect to an ideal spectral analyzer (ISA)

Single normal-incidence FIMI
Single oblique-incidence FIMI
Single oblique-incidence FIMI (PM)

FWFIMI) 4.4
FWFIMI) 3.1
FWFIMI) 2.3

see section 3.3.2)
Herbst and Vrancken, 2016)
Herbst and Vrancken, 2016)

Technique (Interferometer) Abbreviation &,  Author
Dual-channel Fabry-Pérot (DFP) 2.4 (McKay, 1998)
Fringe-imaging Fabry-Pérot (FIFPI) 3.1 (McGill and Spinhirne, 1998)
Fringe-imaging Fizeau (FIFT) 2-4 (McKay, 2002)
Dual-channel Mach-Zehnder (DMZ) 1.65  (Bruneau, 2001)
Four-channel Mach-Zehnder (QMZ) 2.3 (Bruneau, 2001)
Fringe-imaging Mach-Zehnder (FIMZ) 2.3 (Bruneau, 2002)
Dual fringe-imaging Michelson (FIMI) 4.4 (Cézard, 2008)

( (

( (

( (

The penalty factor x,, of the FIMI technique may be reduced by illuminating the FW-
FIMI at oblique mean angles of incidence (i.e., 2°) and by using a hexagonal beamsplit-
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ter, allowing for two detector channels and an illumination with unpolarized light (Single
oblique-incidence FIMI (PM) in Tab. C.1, see Fig. 5.20).

Coherent technique

For coherent detection receivers, using the result of Van Trees (1971), the following CRB
for the velocity estimate variance (assuming a fixed-velocity zero-depth hard target, an
infinite coherence time, and a Gaussian pulse) can be derived (Henderson, 2013):

M2 0(r)? 1 1
> [ Z
var(u,)oNg > <2> L <C’NRn + C’NR,%) (C.31)

The total diversity M, is the combined number of independent pulses, range gates, fre-
quencies, detectors and polarizations. A is the wavelength and o (vs) is the single frequency
spectrum standard deviation width. Assuming a Gaussian spectral shape, o(vg) is re-
lated to the coherence time 7, by 7. = 1/(v/2m0(vs)). CNR, is the narrowband CNR,
given by 7, Ngc(t), where Nge is the number of photons accumulated within the coherent
integration time, and 7, is the coherent receiver efficiency. In the limit of high CNR,
values, var(u,)cng is twice the CRLB of an ideal spectral analyzer, which is explained
by (Henderson et al., 2005, p. 552) with the need to measure both in-phase and quadra-
ture components of a signal for signal phase determination. For CNR,, > 1 shot noise is
dominant and results in 1/CNR,, behavior. For CNR,, < 1 the coherent receiver noise is
dominant and results in 1/CN R? behavior, with one detected noise photon per coherent
integration time. k,, of a coherent detection receiver without speckle is thus two at op-
timized CNR,, (factor two in the numerator of eq. C.31). This limit is however typically
not reached due to random speckle noise, what is considered in the next section C.4.

C.4 Influence of speckle on performance

(Henderson et al., 2005, p. 558) considered the following approximate composite model
(sum variance model) for the radial velocity measurement precision of a coherent receiver,
combining the Cramér-Rao lower bound variance estimate without speckle var(u,)cnr (see
appendix C.3, eq. C.31) with the estimated variance due to speckle saturation var(u,)s.
(derived by Doviak and Zrnic (1984), and valid according to simulations (Henderson et al.,
2005)) if the diversity M, > 5 and if the measurement time is short compared to the signal
coherence time):

var(u,) ~ var(u.)ong + var(u,)sa

(AN 20(v)? R B WA 2 0(v)? (C.32)
S \2 M, \CNR, CNR2 2) 2M,

var(u,)sq 18 caused by random phase variations with time of the speckle-modulated
signal and limits performance at high C'NR,,, which is the narrowband carrier-to-noise
ratio. M, is the diversity, o(v,)? is the frequency variance of the incident signal.

For a coherent detection system the total effective number of noise counts N,4 is equal to
the total diversity M., and Nyg = M. CN R, is the total number of detected photons. The
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noise floor of one photon per diversity mode is ascribed to zero-point energy fluctuations
of the vacuum (Henderson, 2013). The diversity parameter M, is used as a measure of the
number of independent pulses, independent coherence times within a range gate, indepen-
dent range gates, independent polarizations, independent spatial samples, detectors, etc.,
i.e., everything which provides uncorrelated samples (Henderson, 2013).

Using this, Henderson et al. (2005) also found a general composite model valid for both
coherent and direct-detection receivers:

22 o | KNpa K 1

var(u,) ~ (§> o(vs) NZ, + N + |

where k > 2 for coherent receivers, and x > 2 for real direct-detection, is a constant,
which depends on the design and efficiency of the receiver. Henderson et al. (2005) proved
the validity of his model at high diversity against Monte Carlo simulations, which allow
predictions at low diversity (Frehlich and Yadlowsky, 1994). The first term in eq. C.33 are
all noise contributions except shot noise, which is the middle term. The last term models
the speckle fluctuations of the signal. Henderson (2013) defines three regimes for weak,
moderate and strong signal.

According to Henderson et al. (2005) the decoupling of diversity and noise in direct-
detection receivers represents the key fundamental difference between a direct-detection
receiver and a coherent receiver.

In a coherent receiver a single spatial mode is required for optical mixing with the local
oscillator field. That is why the diversity of a single pulse in a single range gate is 1. Diver-
sity can only be increased by independent pulses, range gates, frequencies, polarizations,
and detector pixels, which should be averaged incoherently. However, because N4 = M.,
i.e., one detected noise photon per diversity mode, every increase of the total diversity also
increases the noise. Coherent systems are optimized for CNR,, ~ 1 and it is ensured that
the number of averaged pulses or range gates is high enough (diversity is high enough) to
meet the velocity precision requirement (Henderson, 2013). When the range resolution is
fixed, the product of pulse energy and square root of the pulse repetition rate should also
be constant, which leads to high transmitter power requirements, if higher repetition rates
are needed.

For a direct-detection receiver N, 4, and M, are not coupled in this way, because noise
can be limited to less than one detected photon per diversity mode (Henderson, 2013). The
diversity can be maximized to improve performance. Large étendues possible with direct-
detection allow for large mode diversity, what becomes apparent in the fine speckle grain
size of atmospheric speckle patterns in the receiver plane (see Fig. C.2). Spatial averaging
within a range gate increases the diversity, as well (what becomes apparent by reduced
speckle contrasts in Fig. C.3). Additionally, multiple pulses allow temporal averaging (see
section 3.5.4). Guidance through large-core multi-mode fibers with small speckle grain
size increasing diversity further, and a low number of pixels allows spatial averaging (see
section 3.5.4). Limited-diversity, however, will result in performance saturation as in the
case of coherent detection.

As is shown in section 4.1 the atmospheric return in the AEROLI receiver may be
shot-noise limited, because M, = N, - My, - Myo1/aer - My is very large, even though we
are situated in the strong signal regime with Ng; > N,4. The only means to increase
performance further seems to be by optimizing the receiver efficiency or the transmitter
power.

(C.33)
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C.5 Plane wave propagation in fringe-imaging
interferometers

This chapter describes a plane wave propagation method for estimating fringe-shapes and
instrumental contrasts in fringe-imaging interferometers such as the Fabry-Pérot (FIFPI),
the Fizeau (FIFI), and the Michelson interferometer (FIMI). The major results of this
study are discussed in Fig. 3.1(c) of section 3.2.

Fringe-imaging Fabry-Pérot interferometer

A scheme of a FIFPI illuminated with a monochromatic, divergent, flat-top angular dis-
tribution, extended source, which is collimated by a lens with focal length f;, is shown in
Fig. C.5(a).

(a) Fabry-Pérot setup:  |ens R (b) Quasi-collimated extended source:

fiber n

120

source,
A=355nm f, S
flat-top
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g 02 17 0.8 _.F
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E 01 12 = 063 F
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Figure C.5: (a) Scheme of a fringe-imaging Fabry-Pérot interferometer. Fringes of equal inclination
(so-called Haidinger fringes) are formed at infinity when the FIFPI is illuminated with an
extended light source. The annular fringes are imaged onto a screen positioned at the focal
distance of a lens behind the the FPI (see, e.g., Hecht (2008)). (b) Scheme of a quasi-
collimated extended source represented by a multimode fiber core. (c¢) Absolute value of
angle of incidence (p) as a function of position = and y (left), concentric interference fringe
pattern (middle), and intensity distribution at the cross-section marked by the blue dashed
line (right).

The exemplary FIFPT is set with a length of the gap between the mirrors of h, = 6.5 mm.
The refractive index of this gap (n,) is set to 1. The reflectivity of the mirrors (R) is 0.7.
Concentric interference rings are formed on a screen in the focal plane of a second lens
with focal length fs.

The transmitted intensity distribution of this annular interference pattern has an Airy
shape (see, e.g., Hernandez (1986); Vaughan (1989)):

1
Ippr = 1
LT 4 Fsin? (0.5-6)

whereby I is the maximum intensity behind the FPI on the screen. F = 7v/R/(1—R) is

(C.34)
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the reflectivity finesse, and ¢ is the geometrical phase difference defined by 4mn,h, cos (p)/Ar,
with p being the angle of incidence, and A\j, being the wavelength of light.

The maximum angle of incidence (pq.) in case of quasi-collimated light exiting a mul-
timode fiber of core diameter d .. (see Fig. C.5(b)) is given by

\/§ : dcore
2 ), (C.35)

whereby f; is the effective focal length of the collimating lens, and the factor v/2 is
inserted in case of quadratic core shapes. Considering f; = fo = 20 mm and a quadratic
core of diameter d.,.e = 600 pm, and a numerical aperture (NA) of 0.22, pya, is about
21 mrad.

For an angular distribution of the light incident on the FIFPI and imaged on the screen
as depicted in Fig. C.5(c) (left), four complete rings and eight fringe orders are obtained
(see Fig. C.5(c) (right)) for these settings. The FIFPI thus acts like a filter with maximum
transmission at the angles p,, representing the pth order rings for a given wavelength Ar,
of the incident light:

Pmax = arctan (

m-A,=2-ng-hy-cos(pp) (p=0,1,2,...) (C.36)

For an angular distribution of [-21, 21] mrad, there is no significant reduction of the
contrast compared to smaller angular distributions.

Fringe-imaging Fizeau interferometer

Background information on the basics of multi-beam interference in Fizeau interferometers
can be found in Born and Wolf (1980). Following the formalism by Novak et al. (2011),
the angles o and [ are defined as the incident angles parallel and normal to the direction
of the inclination angle 6 between two mirrors of reflectivity R. A scheme of a Fizeau
interferometer is shown in Fig. C.6.

z

o)

Figure C.6: Scheme of Fizeau interferometer with incident angles « and 3 (partly taken from Novak et al.
(2011)).

The phase term 6, including the initial wave vector (within the mirrors) ko in terms of
a and f is given by:

oy = 2% [y cos (B) sin (2pf + «) + zsin ()] . (C.37)
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whereby p is the pth order of reflection. The wave vector after 2p reflections is
kop = (RgRyR_g Ry )Pk, (C.38)

whereby Ry is the rotational matrix for a rotation by 6, and R, is the matrix of reflection.
The transmitted amplitude of the electric field of the pth order reflected ray is

E, = EyTRPe ™%, (C.39)

The intensity along the wedge (at z = 0, see Fig. C.6) is then the absolute value squared
of the sum of all pth order reflection amplitudes, whereby the first p,,,, orders are given
by

ln (g 1—\/R1R2)

_ P VRR (C.40)

Pmax In ( ,—Rle)

Pmae orders should be evaluated to obtain a certain relative accuracy of { (Rogers, 1982):

P=Pmax 2

|Ei| - (1—R) - Z RP . ¢I0

p=1

[out = |Eout‘2 = (C41)

The resulting intensity profiles I, are converted to 2D images, which are shown in
Fig. C.7 for different flat-top angular distributions of a.
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Figure C.7: Results of the plane wave propagation simulation of a fringe-imaging Fizeau interferometer:
intensities, integrated fringe shapes and Airy fits for different flat-top angular distributions
(0, [-10,10] mrad, [—20,20] mrad, [—2,2] mrad) (a, b, ¢, d) and with a mean incident
tilt angle of 30 prad (e). Mirror inclination angle = 17.75 prad, mirror reflectivity R =
v Ri1Rs = 0.8, plate distance h = 15 mm, wavelength A = 354.84 nm, error factor ¢ = 0.001,
and size of detector is 10 mm.

The Fizeau parameters (i.e., inclination angle 6, reflectivity R, mirror separation distance
h, and illuminated aperture diameter d,,) are chosen in such a way that a close to ideal
Airy-shape (without secondary maxima) is obtained for collimated light.

Tab. C.2 lists the chosen values of the parameters of the Fizeau interferometer, and the
finesse I’ obtained from an Airy fit.
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Table C.2: Fizeau interferometer parameters.

Parameter 6 R h dy finesse F' (fit)
Value 17.75 prad 0.8 7.5mm 10 mm 13.6

Fig. C.7 contains Airy fits to the profiles and the respective residuals.

The finesse F' and contrast decrease as the light becomes more wide-angled. A tilt of
the angular distribution of [—2,2] mrad by 30 prad changes the fringe shape visibly (see
Fig. C.7, bottom). For angular distributions of [—10, 10] mrad no useful fringe is obtained.

Fringe-imaging Michelson interferometer

Plane wave propagation can be calculated in a similar way for the FIMI with the major
difference, that the FIMI is a two-beam interferometer. A scheme is provided in Fig. C.8.
Plane waves are propagated in the arms ¢ and 2. The wave vectors at each step, the
refractive indices of the regions, and the location where refraction occurs (orange circles),
are indicated. The formula for refraction in vector form (eq. m1 in Fig. C.8) is provided on
the right hand side, together with transformation matrices for reflection (eq. m2, eq. m3
in Fig. C.8) and rotation by an angle « (eq. m4 in Fig. C.8).

K, wm refraction in 3D:

y 0 | By = "t |, Rin Ko Ao (K B
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K :
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— e | e ()
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Figure C.8: Scheme of fringe-imaging Michelson interferometer with a plane wave incident at an angle «
and formulas for refraction, reflection, and rotation of the coordinate system in 3D. Indicated
in green is the plane where the propagation is started (due to symmetry considerations) and
where the intensity is calculated (yellow).

11 and 15 are defined here as the phase shifts induced by the propagation of the plane
wave in arm 1 of the interferometer. The wave is propagated by taking the scalar product
of the respective wave vector k with the coordinate vector (7 for arm 1 and & for arm 2).
The intensity of the interference pattern at the last plane of propagation is then given by

L= |E1 + E2|2 — |ilpritei2) 6J'(1514~F) + eI (pa1+ep22) | ej(E24~F‘) 27 (0.42)

whereby k14 and koy are obtained by calculating all vectors k (see Fig. C.8), which depend
on each other through refraction, reflection, and rotation operations.

The parameters of the FIMI and of the FWFIMI are chosen according to considerations
of section 3.4. Tab. C.3 lists the parameters during the plane wave propagation simulation.
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Table C.3: Michelson interferometer parameters.

Parameter 0 FSR dy dq ds
FIMI (no comp.) 17.75 prad 10.7 GHz 10 mm 10 mm 38 mm (ng = ny)
FWFIMI (comp.) 17.75 prad 10.7 GHz 10 mm 11.076 mm 16.360 mm

The resulting interference pattern (at the yellow marked locations in Fig. C.8, which is
not the plane of localization, see section 3.4.4) are shown in Fig. C.9(a, b, c) for different
flat-top angular distributions of a.
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Figure C.9: Results of plane wave propagation simulations in fringe-imaging Michelson interferometers
(FIMI: top and FWFIMI: bottom): intensities, integrated fringe shapes, and cosine fits for
different flat-top angular distributions (0, [—20, 20] mrad, and with a mean incident tilt angle
of 300 urad) (a, b, ¢). Mirror inclination angle 6 = 17.75 yurad, wavelength A;, = 354.84 nm,
FSR = 10.7 GHz, diopt = 11.076 mm, and daope = 16.360 mm (in case of FWFIMI). (d)
Non-flat-top distributions of « (left), cosine fits (middle), phase and instrumental contrast
(right) for different values of a in D(a) = (a/7)sin (7/(2a))/(1 + a*%).

The Michelson interferometer without field-widening compensation (FIMI) is impaired
by a severe reduction of the instrumental contrast V' for v = [—20,20] mrad. The field-
widened FWFIMI (with parameters similar to section 3.4.1 for the arm lengths d;, dy, and
their refractive indices ny, ng) is not affected (with V'~ 1). A change of the mean tilt angle
to 300 prad yields phase-shifted (by 130 mrad) cosine-shaped fringes (see Fig. C.9(c)). In
case of symmetric non-flat-top distributions of a of the form (a/m)sin (7/(2a))/(1 + o??)
with a < 100 (see Fig. C.9(d)) phase shifts of several hundred prad are obtained.

In the above procedure plane waves of infinite extend normal to single wave vectors are
used, and this method is thus not useful for estimating deviations of the mirrors from ideal
planarity. For this purpose a raytracing procedure is applied (see section D.2).

The next section describes a versatile analytical model, which can be used to estimate
the instrumental contrast V' of different fringe-imaging Michelson interferometers.
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C.6 Analytical model of interference in Michelson
interferometers

For a traditional sequential Michelson interferometer with inclined mirrors illuminated by
a wide-field source a geometrical model following Fortunato (1997) and Cézard (2008) is
presented here in order to visualize the advantage of a monolithic design in terms of field-
widening (see section 3.4.1). This model approach is compared to raytracing simulations
in appendix D.2. As we will see in the course of this section a monolithic design can make
use of a cubic beamsplitter, which for symmetry reasons achieves a higher efficiency of
compensation than a beamsplitter plate. This allows to illuminate the interferometer with
larger angular distributions (of pmax = 20 mrad) without a loss of contrast.

The (original) Michelson interferometer (Michelson, 1891) is a two-beam interferometer,
whereby the beamsplitter provides a division of amplitude, and in its simplest form, two
perpendicular plane mirrors allow recombination of a collimated beam of intensity I,. A
scheme of this simplest form is shown in Fig. C.10(a).

(a) MIRROR 1 (b) MIRROR 1
& A A A 8
OPD,/2 OPD,/2
— —
N S
d;
AXV{ AX,
d, N S
MIRROR 2 x| propagation MIRROR 2
v direction v
———1 | —
DETECTOR y oz DETECTOR

Figure C.10: (a) Scheme of a Michelson interferometer in simplest form. (b) Scheme of a Michelson
interferometer with inclined mirrors.

If the reflectivity of the beamsplitter (BS) is given by R and the transmission by T,
the intensities within the arms are given by Iy = Rly and I, = Ty with R+ T = 1.
Considering a phase difference of ¢ between the arms, the intensity at the detector can be
written in terms of the incident field Ej as:

I = WREy + VTEe®| = I - [1 + Vigs cos (6) (C.43)

whereby Vg = 2v/RT is the contrast factor of the beamsplitter. For a 50 /50 beamplitter
Vps is exactly 1. For a beamsplitter with 60/40 it is ~ 98%. A (lossless, thin) symmetric
BS introduces a phase difference ¢pg of +7/2, which is considered to be contained in ¢,
i.e., ¢ is 0 or m, the intensity is zero at the detector and equal to one at the location of
the incident light, e.g. (Hénault, 2015). ¢ is related to the fixed optical path difference
OPDy=2d=2(d; —ds) by ¢ =27/X- OPDy + 2 - pps. ¢dps is omitted in the following.

When the mirrors are inclined by an angle 6 with respect to each other as shown in
Fig. C.10(b), the phase becomes dependent on the location z (along an axis x perpendicular
to the rotation axis y of the inclination) on the detector:

¢ = 27T—”(OPD0 — 20x) (C.44)

Cc
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That is, those frequencies v, (of the collimated light) are transmitted, which correspond
to constructive interference, i.e., which fulfill the equation: (OBDy — 2¢x)v,,/c = m with
m =0,1,2,..., and a linear cosine-shaped fringe is obtained for monochromatic light (see
eq. 3.1). The spectral resolution R, = F'SR/Avy, is N -m =2-OPDy/\ =~ 160000.

As this fringe is imaged onto a detector with rectangular pixels of width Aa, every pixel
signal is an integrated subsection of the fringe, that is, the pixels become the channels of a
spectral analyzer and the signal S; per pixel i, assuming a rectangular shaped, homogeneous
illumination, is given by:

zi+Aa/2
S; = I(z,v)dz = FIoAa*[1+4V ;, cos (22£(OP Dy — 201;))). (C.45)
zi—Aa/2
whereby Vpg is assumed to be 1, and V,;, = sinc(1/P) is the instrumental contrast factor
due to finite number of pixels of the detector, with P = Ax,,/Aa being the number of
pixels of the detector with width z,. For P = 12, V,;, is approximately 99%, and for
P =4, V,;, is approximately 90%. The detector is neglected in the following.

The situation becomes more complicated when the incident (extended) light source has
an angular distribution, i.e., if its étendue (throughput) £ = [/ cos (¢))dAdQY [m?sr] is
greater than zero, whereby cos (10)dA is the projected area of the source with ¢ being its
tilt, and €2 is the solid angle into which it is radiating. In this case the instrumental contrast
V' of the linear fringe is reduced and becomes dependent on the longitudinal position of
the detector (localization), as is shown in the following.

A scheme of the geometrical model of a Michelson interferometer for wide-field (extended)
sources is shown in Fig. C.11.

I:)‘1

circular, homogeneous
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X
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d=0A-0B
s 7] A Y .
S c |
extended | —— U MB z
source S 2
T

Figure C.11: Geometrical, analytical model of a Michelson interferometer with inclined mirrors (based
on Fortunato (1997), using notations of Cézard (2008)).

At the beginning a collimated point source S; is assumed, where a lens is placed at
distance of its focal length f such that the angle illuminating the interferometer is given
by: p = R/f. The difference between the arm lengths defined by an (initially) infinitely
thin beam splitter at point O and the respective mirrors M; and M, at the points A and B
is denoted d = OA — OB . Mirror M1 is inclined by the angle § with respect to the optical
axis. For incident light (plane wave), which is traveling in direction «, the direction cosines
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(a, B,7) can be used to relate this direction to a Cartesian coordinate system (z,y, z):
U = il + By + Y.

The rotationally symmetric collimated light beam is described in terms of polar coordi-
nates (R, ) in the xy-plane. This beam is split by the beam splitter in two beams, which
are recombined at the exit of the interferometer (point P). The optical path length differ-
ence between these beams at point P can be expressed in terms of the two image points of
P along the respective optical pathways of the interferometer (P; and PJ in Fig. C.11):

—
A, =uP"P" = afzy —21) + By2 — 1) + (22 — 21) (C.46)

For simplification it can be considered that mirror M, is inclined only along one axis.
Therefore mirror M is considered to be rotated around the y-axis (only), and therefore
y1 = y2. The optical path length difference between the beams in terms of (z1,2;) and
(w9, 22) at point P can be expressed by taking account of the transversal distance x, of P
with respect to the optical axis and its longitudinal position €, = APy:

A, = a(20¢,) + v(2d — 20z,) (C.47)

In paraxial approximation, i.e., if the point source is at small distance R from the optical
axis, 7 is in good approximation v = 1 — («? + 3%)/2. Using the relations between polar
angular coordinates and Cartesian: p> = a® + % and a = psind, A, can be written as:

Ap(p,6) = A) 4+ AL(p,0) = (2d — 20x,) + [(26,0) psin (0) + (—d + Ox,) p?]. (C.48)

The first term Ag describes the fringes parallel to the y-axis, with a distance between
the fringes of Az; = A\/(26) along the x-axis. The term A} shows that the optical path
difference at point P is a function of the angular coordinates of the point source, as well.
This term will lead to the summation of a number of dephased fringe patterns in point P
for an extended point source with some étendue (see “extended source” in Fig C.11). As
a result the fringe contrast will be smaller than one.

The illumination received at point P is given by

& = L(p,0)dpdd[1 + cos (kA,(p,9))], (C.49)

with & = 27/\. L(p,d) is the angular illumination density in [W/m?/sr], which char-
acterizes the source after collimation. If the source is no point source, but extended, the
collimated beam incident on the interferometer has some étendue.

&= [[ 1600 dpis + e {eﬂ‘mg [ Ho.are 50 apas } S (Ca0)

The first term is the total illumination at point P without interference (£*).
A complex contrast factor Vp can be introduced:

1 kAL (p,6 - By
i //SL(p,é)e] (P0) dpds = Vel P (C.51)

Eq. C.50 can thus be expressed as

Vp =

& =& [1+ V,cos (kA) + ®,)] . (C.52)
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This shows that an extended source in comparison to a point source has two effects:
1. A change of the contrast of the fringe (V},) and 2. a phase shift of the fringe (®,).

In case of a homogenous disc source the total illumination at point P, in absence of
interference, can be expressed as

Pmax 2
é-tot — / </ Lopd5> dp — Loﬂ-pgnaz‘ <C53)
0 0

Here ppax is the half-angle of the quasi-collimated source, and L is defined by the total
power P, emitted by the source via conservation of energy relation Loﬂpilaxscol = P,
where S, is the surface of the collimated beam. Previous assumptions are applied to write
the complex contrast in a simplified form:

max 2
Vp = 1 /p p e IHd=0rr)p? (/ ejk?epapsm(‘”dé) dp (C.54)
T Pimax Jo 0
Within this expression C.54 a 0th order (1st kind) Bessel function of the form
L [ jesin()
Jo(z) = — T s C.55
) =5 [ e (©5)
can be found, which changes expression C.54 to
~ 2 Pmax ) 5
Vp = — / p e IRd=02R)P” T (9K, p)dp (C.56)
Pmax J0

This Bessel function Jy describes fringe localization (see section 3.4.4). Jy is maximum
when ep = 0, i.e., when Py = A (in Fig. C.11). It defines a plane close to the inclined mirror
M. This is the so-called localization plane where the contrast of the fringes is maximum.
The contrast reduction as a function of distance from the localization plane for the FWFIMI
is shown in section 3.4.4. Here V..(¢,) is given by |2 - J1(2k0€ppmaz)/ (2k0€ppmaz) |-

In the following, the fringe localization term Jy(2kfe,p) in eq. C.56 is neglected and the
expression for the complex contrast (eq. C.56) is reduced to:

7 2 [P ik(d—bap)p?
Vp = / pe Ikd=0e)e g, (C.57)
0

Proax
Eq. C.57 can be again simplified by neglecting the mirror inclination term 6z p, which

is in fact very small. The contrast Vs and the phase shift ® are thus homogenous in the
detection plane, and are given by:

Vi =

2
sinc (%) ’ (C.58)

d- p?
o= —k% (C.59)
The phase shift ® could provide a bias to the differential measurement, provided that the
angular distributions of the signal and the reference are different. As shown in Fig. C.12
a difference of pmax of 50 prad introduces a phase shift of about 64 - 10~ 7, which is
equivalent to a Doppler shift induced by a radial wind speed u, of about 60 m/s (assuming
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an F'SR of 10.69 GHz and a wavelength A\, of 354.84 nm). This equivalent w, is estimated
by eq. C.60 and is shown in Fig. C.12 (blue axis):

A A
u, = —-FSR- £, (C.60)
21 2

One can assume that this phase shift A® between reference and signal is constant during
a measurement. The maximum field angle of the signal entering the Michelson may however
be range-dependent, such that a range-dependent bias may be introduced.
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Figure C.12: Phase shift ® induced by the étendue of the light incident on a Michelson interferometer
for different maximum angular distribution angles pn.x. Blue axis: Bias of u,..

Fig. C.15 shows the contrast term V as a function of the maximum angular distribution
of the light incident on such an uncompensated Michelson interferometer.

Assuming an angular distribution [0, ppax] With ppayx = 1° (i.e., 17.5 mrad, approximately
as provided by quasi-collimated light behind a 600 pm round-core multimode fiber, i.e.,
15 mrad, see eq. C.35 without factor v/2), the contrast V' in the localization plane would be
zero. Eq. C.58 thus provides an explanation for the need of a field-widening compensation
(see section 3.4.1).

The principle of field-widening is shown at first with a simplified model of a MI with an
infinitely thin beamsplitter made of air. Then complexity is stepwise increased, considering
an extended beamsplitter plate as well as cubic beamsplitters made of glass and monolithic
interferometers (see section 3.4.1).

Fig. C.13 shows a scheme of a Michelson interferometer with an infinitely thin beam-
splitter and with two arms with lengths d; and ds and refractive indices n; and nq, whereby
the assumption is made that ny > n;.

In terms of the model presented at the beginning of this chapter the path difference at
point P, using paraxial approximation (to the 4th order), can be written as

1
A, = 2(d — 0,) = (d = 0,)pf — 7(d = 0, (C.61)

For compensation at least the 2nd order term should be made very small. This can be
achieved by inserting a glass plate of well-defined thickness e into the longer arm of the
interferometer. Such a glass plate with refractive index n. is shown in Fig. C.13(b). A
ray of light crossing the plate with an incident angle ¢ is refracted under an angle . The
glass plate has the effect of moving the apparent position of the source of the returning ray
closer to the origin of the ray (see blue lines in Fig. C.13(b)). The path length difference
between a ray crossing the space to and fro with and without a glass plate is given by

A. = 2e(n.cos (r) — cos (i)). (C.62)
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Figure C.13: (a) Michelson interferometer with an infinitely thin beamsplitter and with a compensation
plate of thickness e. (b) Compensation plate of thickness e. Blue lines mark the apparent
compensated light ray. Purple lines mark the ray without plate. The respective virtual
mirror plane is marked with a red dotted line (depiction inspired by Title (2013)).

The term cos (i) is actually the direction cosine v of the collimated beam in the model.
In paraxial approximation cos (i) is v ~ 1 — (p3)/2 — (p3)/8.

A, is expressed in terms of the incident angle py using Snell’s law (n.sin (1) = sin (7)):

ne—1 pind—1
A.=e|2n.—1)+ p? 4+ K0 e
(200 = 1) 3t 4 B2

The optical path difference at point P upon inserting A, in the longer arm of the inter-

ferometer, ignoring the inclination term 6z, in the 4th order term, turns out to be

(C.63)

_ 4 3 _
Ap:2(d—9xp+e(nc—1))+pg(enc 1—d+exp>+&<enc 1—d). (C.64)

. 4 n3

The 2nd order term can be made quasi zero by adjusting the position of the mirror such
that d = dop = €(ne — 1)/ne. The Oth order term of A, is AY = Ay = 2dp(1 + n). Thus
the optimum arm length difference d and optimum glass plate thickness e are:

AV Ay ne
Sl M Do

A variation of Ae,, < 1 mm has no great effect on the contrast and performance of
a compensated Michelson interferometer. It is however very sensitive with respect to the
optimal mirror position. The instrumental contrast factor V,, s as a function of Ad = dyp—d
and of pnax is given by the following expression:

(C.65)

dopt -

2
wa(d7 pmax) = 5

max

n

Pmax . 2 — é — netl
/ pe]k[p (dopt—d)+ % ((dopt ) tdopt =3 ) dp (C.66)
0

A further complication is met in reality if a beamsplitter plate is used, which is not
infinitely thin and shows some refractivity. As shown by Fortunato (1997) (and Cézard
(2008)) the optical path difference introduced by a beamsplitter plate with a thickness h
and with a refractive index ng is

As = V2h [(2n2 — 1)V? —1] + o

[1— (@0 = 1)) + g2 [1— (202 = 1)/,

(C.67)

Sl =
Sl =
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whereby a and 3 in eq. C.67 are the direction cosines.

As a consequence, the combined effect of a compensation plate and of a beamsplitter
plate complicates the expression of the total optical path difference (derived in Cézard
(2008) with neglected term Oxp):

A =2d+ 2e(n. — 1) + V2h [(2n2 — 1)V/2 — 1]

+a? (% [1— (202 —1)~%?] — (d - encn: 1)) (C.68)
+6? (% [1—(2n2 —1)71?] - (d - encn: 1>)

In eq. C.68 the terms of the direction cosines o and [ are different. That is, no optimal
values dop: and e,y can be found which would compensate both terms at the same time. A
compromise is to minimize the average of both terms, what however decreases the efficiency
of the field-widening compensation. Cézard (2008) derived an expression for the ideally
compensated instrumental contrast Vi, ¢_comp (see eq. C.58) in this case:

. ( Deomp - Prias
sme | ———— =
(=

(35 [@n2 = )72 = 202 = 1)) ) 2, (C.69)
A

wa —comp —

= |sinc

The advantage of a monolithic interferometer is that the orientation and position of the
interferometer mirrors and beamsplitter are stabilized against thermomechanical variations.
Furthermore, it is convenient to optically contact a symmetric cubic beamsplitter to the
arms. Due to its symmetry the field-widening compensation is not diminished (as in the
above considered case of an inherently unsymmetric beamsplitter plate, eq. C.69). Fig. C.14
shows schemes of a compensated sequential Michelson interferometer with a glass plate (a)
and of a field-widened monolithic FIMI with a cubic beamsplitter (b).

M 1 M 1 . M 1
(@) N (b) ' ]
Z A 4 p1
—— M2 di ™ /A M2
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Figure C.14: (a) Michelson interferometer with plate beamsplitter of thickness h and compensation plate
of thickness e. (b) Monolithic Michelson interferometer with ideal field-widening. The
respective virtual mirror plane of compensation is marked with red dotted lines. (depiction
inspired by Title (2013)).

In case of a monolithic Michelson interferometer with ideal field-widening (FWFIMI)
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with a symmetric cubic beamsplitter and arm lengths d; and ds, eq. C.66 changes to

wa(db dg, pmax) =

1 pmax+9t

(+pmax + Qt)z

whereby ), and ¥, are given by:

pe

gk [(/22—sin2 (Ot))-Qt+(p2—sin2(9t))2~‘llt] dp'

0 , (C.70)
+ 1 ’/ pejk [(p —sin2(6y))- Qt+(p2—sin2(9t)) \Ilt]d
(—Pmax + 04)? —Pmax—+0t 7
d do
0 =— C.71
t Vn? — sinz(et) V/n3 — sin?(6,) (©.71)
1 d d
U, = - - s — 2 (C.72)
4 (n? — sin®(6,))?

(n3 — sinQ(Ht))%

0, is the central incident angle (Cheng et al., 2015), which is unequal zero in case of an
oblique illumination configuration of the FWFIMI (see Fig. 3.6).

Fig. C.15 provides the instrumental contrasts of the uncompensated case (eq. C.58),
the compensated case assuming an ideal beamsplitter (eq. C.66, d = d,pt), the maximum
achievable contrast in case of a real beamsplitter plate of thickness h and refractive index

ns (eq. C.69), and the case of a better compensated monolithic Michelson interferometer
(FWFIMI) with an ideal, symmetric cubic beamsplitter (eq. C.70, eq. C.71, eq. C.72)
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Figure C.15: Instrumental contrast factor V,, as a function of the maximum incidence field angle (pmax)

for different degrees of compensation. The sequential FIMI is compensated with the values
used by Cézard (2008) (OPDy = 2d = 28 mm, eyp; = 16.8 mm, dope = 5.6 mm) and the

beamsplitter is either considered to be infinitely thin (gray) or with a thickness h of 10 mm,
and a refractive index ng of 1.48 (orange). For the monolithic FWFIMI with a symmetric

cubic beamsplitter ideal values of section 3.4.1 are inserted (cyan, solid)

: mean incident

angle 6, of 0°, purple (dashed): 2.5°. V,,; is lower in case of A;, = 532 nm (green, dashed
line) because of optimized field-widening for A;, = 355 nm

The ideal FWFIMI yields the best field-widening compensation and thus the highest

instrumental contrast of one at angles pyax ~ 1° (in Fig. C.15). This level of compensation
is needed for illumination with light from 600-pm-core fibers

As was shown by Title and Ramsey (1980), the compensation can be improved to higher
order terms, introducing glass blocks in both interferometer arms, what is however not

needed in our case.
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A comparison of the previously recounted analytic model with raytracing simulations is
provided in appendix D.2.
Appendix J describes a method using 355-532-nm illumination for estimating Ry.

C.7 Current amplifier model

This section explains the transimpedance amplifier model used in section 3.5.3 (see Fig. 3.26)
to calculate the optimum feedback capacitance and resistance. The model was developed
by Wirth (2017a) and the following description is based on Wirth (2017b).

Figure C.16: Transimpedance amplifier model based on an IDL routine by Martin Wirth ( Wirth, 2017a).

Here a current Iy = 1 nA is the input current from the photomultiplier tube. Ry = 1 G2
and C3 = 5 pF are the shunt resistance and the capacitance of the photomultiplier tube,
including the wiring (2.2 pF). R, is an input matching resistor, which is set to zero in the
following, because the offset voltage of the amplifier is not compensated. R3 = 10 M) and
Cy = 1.4 pF are the resistance and the capacitance of the operational amplifier (OPA 4820).
U_ and U, are the input voltages of the OPA. Uy 4 = 6 nV is the amplifier input equivalent
offset and noise voltage. A is the open loop differential gain of the OPA.

Here A is given by

A A 1- Z% —i- 2 fr C.73
(f)— O'W'e ) ( )

which describes the single pole fall-off, which for OPA 4820 starts at a relatively low
frequency fy = 12 kHz and which is followed by a 2nd pole near the transit frequency f; of
1 GHz. The overall propagation delay 7 is 15 ns, and Ay is 2500. Ry is a feedback resistor.
Cy is the feedback capacity. Ry is the load resistance. The output voltage Uy is given by
Uy=A (U —U_~4Upna) = —A-(U-—Una). According to Kirchoff’s first law the current
at the negative imput of the OPA is: Ip + I4 + I(Cy) + I(Cf) + I(Rf) = 0. From this
follows that Uy expressed as a function of resistances and capacitances ( Wirth, 2017b) is

ZFA ( UR UNA)
— . [D+[A___
7 )
A+Z—£

U p—
’ Ry Zp

(C.74)
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where G = —AZf ’Zf; is the transimpendance gain (units Q), Z; = (% + R%,)_l is the
+7p !

feedback impedance, and Z, = (% + % + R%c)’1 is the total input impedance.
! f

In the above circuit model, the following impedances 7, Z,, Z3, and Z4 can be defined,
using the complex impedance of a capacity Zc, = 1/(i - 2nfC,):
1

le(RiJrz’-zwaf) + Ro+1i-2nf - I (C.75)
f
1 -1
Loy = (— +1- 27rf(32) (C.76)
R
1 -1
Zy = (— +1- 27rf03) (C.78)
Rg

In our case the frequency transfer-function (see Fig. 3.26(a)) is given by the product of
the amplifier transimpendance gain function G(f) and an additional filter transfer function

g(f):

Zy
G(f) =]~ S ~9(H)]. (C.79)
(%(%1 + ZA2 + Z3iZ4) + Zil)
where g(f) = ﬁ is a low-pass filter with 7 = 75 nHz. R; and C can be tuned in order

to get optimal noise and bandwidth behavior with an optimally flat transimpedance gain
G. In this case a good starting value for Cy (Wirth, 2017b) is

Cr
= /e — C.80
Cf WRonfoy ( )

whereby Cf is the total input capacity. The optimized values in our case are Ry = 2.21 k2
and Cy = 47 nF. The 3 db bandwidth of the transimpedance stage is approximately given
by

Jo
3qp A\ Ag ———. C.81
f-3dB O % CiRr ( )

The pulse response function is obtained as the inverse Fourier transform of the complex
transimpendance t (see Fig. 3.26(b)).

Amplifier noise can be modeled by splitting the output voltage Uy (see eq. C.74) into a
part which is proportional to the current from the PMT (Ip) and the noise term Uyy. The

noise components of the noise term are caused by the voltage/current offset, by the noise
voltage and the noise current of the amplifier (Uy 4, 14), and by the feedback resistor noise

(Ur):

~ = U U
U0:U0D+U0N=G-ID+G-(IA—_R_LA)

.82
Re 7o (C.82)
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The interested reader finds background information on noise in amplifiers in (Graeme,
1995) (p. 87 ff.). According to Wirth (2017b) the spectral noise density ug of Uy can be used
to describe the random process of the amplifier output, because the noise sources (amplifier
noise and resistor thermal noise) are modeled as stationary Gaussian random processes in
the time domain. In the frequency domain the quantities are thus also described by a
Gaussian random process, and the fluctuations at different frequency bins are uncorrelated
( Wirth, 2017b).

The spectral noise density (see Fig. 3.26(c)) is then obtained by taking the ensemble
mean of the output variation:

= (807 = G- ({ary + U5TH0 120D

G- (s ke |
- A Ry | Zpl|?

where i 4 is the spectral noise current input density and w4 is the equivalent input voltage
noise density of the amplifier. The noise density of a resistor is given by u% =4-kg-T- R
(Nyquist formula), whereby kp = 1.308 - 10~%* J/K is Boltzmann’s constant.

An important property of the spectral noise density (shown in Fig. 3.26(c)) is that it
is not constant over frequency (no white noise). The reduced bandwidth of the amplifier
(due to increased feedback capacitance Cy) reduces the underlying quadratically increasing
noise term ( Wirth, 2017b).

C.8 Mean wavelength estimators

Finding the energetic centroid of a signal (mean wavelength), which is a measure of wind
velocity in case of DWL receivers, is done using mean wavelength estimators. Mean wave-
length estimators have been studied for Doppler Radar (Frehlich and Yadlowsky, 1994),
Doppler Sodar (Reitebuch, 1999), coherent detection DWL (Frehlich and Yadlowsky, 1994),
and for direct-detection DWL, such as the fringe-imaging Fizeau interferometer of the Mie
receiver of the ALADIN instrument of ADM Aeolus (Paffrath, 2006), and a fringe-imaging
Michelson concept (Cézard et al., 2009a).

A similar treatment and test of mean wavelength estimators (MWE) in case of the
AEROLI receiver (FWFIMI) is described in section 4.

This section is dedicated to providing background information on the mean wavelength
estimators used in section 4. In the following, descriptions provided by Paffrath (2006)
and by Cézard et al. (2009a) are made use of.

Centroid method (CM)

The centroid method (CM) is a commonly used algorithm for the determination of the
center of gravity. For the analysis of spectral lines it can be written in the form (Gagné
et al., 1974):

i=k+m
AT
i=k @
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Where A, is the resulting wavelength, m is the number of pixels, A; is the wavelength
at the center of pixel 7, and I; is the intensity at pixel ¢. The wind speed is then calculated
using u, = cA\,,/(2\1), whereby c¢ is the speed of light, and A/ is the wavelength of the
laser.

Gaussian correlation algorithm (GCA)

The Gaussian correlation algorithm (GCA) is described by Paffrath (2006). It is assumed
that the signal on the detector has a Gaussian line shape (which is not the case for both
the FIFT and the FIMI). The signal I and a suitable Gaussian function W (\) maximum
position are compared by calculating the pixel index, where their cross-correlation function
C' has its maximum, i.e., where its first derivative C’ is equal to zero.

The Gaussian function W is defined in the form

_ 41n(2)-A2
- §1n(2) e ANwnum (C.85)
V21 - AXNpw

with Apwgar being the full width half maximum of the Gaussian. The correlation
function of the signal /; and the Gaussian function W(\;) at pixel i is:

W)

1=tmaz

Cho)= Y I Wi —X) (C.86)

where 7,,4, 1S the maximum index used during the calculation and Ay is the center
wavelength. The maximum is found by setting the first derivative to zero:

C'Mo)= Y L-W(Ai—X)=0 (C.87)
i=1
The derivative is calculated and the equation is rearranged to yield A\g. In an iterative
algorithm the value of )\ is stepwise increased, setting it equal to ), increasing n in every
step. The iterative algorithm takes the form:

STEmer [ - W (N — A
ST I WA — )

(C.88)

)\n—l-l -

Downhill Simplex algorithm method (DSA)

The downhill simplex algorithm (DSA) was developed by Nelder and Mead (1965). A
compact overview is provided in Press et al. (1992). The algorithm works by determining
the minimum (or maximum) of a function, which depends on more than one independent
variable, using simple geometrical bodies (simplex). The simplex is multidimensional (e.g.,
a tetrahedron) and as the method progresses the minimum gets enclosed by the simplex,
which is transformed from step to step. The simplest simplex body with n 4+ 1 corners
within an n-dimensional geometry is a triangle (n = 2). The corners are analyzed at every
step and the “worst” corner is replaced. An initial simplex has to be chosen, which is
than stepwise transformed by reflection, expansion, contraction, and multiple contraction.
Compared to other algorithms, the DSA requires only function evaluations (no derivatives),
and convergence is more likely, however longer processing times are possible.
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In this work, the open-source python toolbox “scipy” with the implementation of the
Nelder-Mead algorithm “optimize.fmin” (Jones et al., 2001) is used. The python package
“multiprocessing” is applied to run several optimization tasks on multiple CPU cores in
parallel.

A cosine-shaped fit function is defined with the parameter vector p components py
(amplitude), py (global fringe contrast), pas (phase shift), and pp (background):

f(@) =pa- (L+pw - cos(z + pag)) + ps, (C.89)

where x covers a range of [—nm, +n7]. n is the number of imaged fringe periods. f(x) is
a continuous function with thousands of points. The simulated fringe data has a resolution
given by the number of illuminated pixels N,;; = 12 of the linear detector. That is why
the fit function f(z) has to be stepwise integrated (downsampled). The downsampled
version f,(z) is fit to the data y by minimization of the sum of the quadratic deviations
> o1y — fo(7, x))? over all pixels k.

The DSA can also be parallelized at the parameter level (e.g., Lee and Wiswall (2007))
and python toolboxes exist for massive parallelization using graphic cards (see, e.g., the
“Multi-threaded Optimization Toolbox (MOT)” by Robbert Harms).

Maximum likelihood estimator (MLE)

This approach is the method of choice of Cézard et al. (2009a), because it is asymptotically
unbiased and because it reaches the minimal standard deviation (CRB, see section C.3).
Paffrath (2006) describes the MLE method for a FIFI-based receiver. Here the description
is adjusted to the fringe-imaging Michelson interferometer (FIMI).

Suppose that Nyz.(i) are the observed number of detected photoelectrons at the FIMI-
based receiver at pixel index ¢, and <Nl(§)> is the theoretical, mean intensity distribution
for the parameter vector § = (ur, p*, T, Rp). The maximum likelihood estimator (MLE)
method then tries to find that vector 6,,,,, which maximizes the global probability to
obtain the observed data (Ny;.(7)). This probability is called likelihood function A of the
signal. With statistical independence of the pixels, A takes the form

tmazx

A(0) = H p(Ni(6)) = Nasie(i), (C.90)

whereby p is a probability density function.
According to Cézard et al. (2009a), the supposed mean number of photoelectrons per

—

pixel i, (N;(0)), for a fringe-imaging Michelson, is given by

=

(NI(@)) = Aip- Ry {1 + W(T, Ry) cos (j—iur + @ﬂ 4B, (C.91)

where A;, B;, Ry, W(T, Ry,) are parameters for the signal amplitude, the solar back-
ground, the particle backscattering ratio, and the global fringe contrast. W has a new
contribution due to pixel-wise integration (see V,,;;) and is given by Vsinc(1/P)G(OPDy),
where V' is the instrumental contrast, P is the number of pixels, and G is the atmospheric
contrast factor given by eq. C.27. The parameter of primary interest is the radial wind
speed u,., which could of course also be written in terms of Doppler-shifted wavelength.
o = 21 /AL (OPDy — 20z;) is the fringe phase on pixel i at zero air speed, whereby 6 is
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the angle of inclination of the mirrors, and x; is the pixel position on the linear detector.
The fringe phase sensitivity S, = d¢/du, is given by 4tOPDq/(cAL).

Under optimal (shot-noise limited) measurement conditions, the propability to observe
Nyic(i) signal photons obeys a Poisson statistic:

—(Ni)
Ngic(7)!

Applying logarithmic calculus on eq. C.90 the log-likelihood function Ay, (6) is obtained,
which can be maximized more easily:

A (6) = (ﬁp ) iaf In(p (C.93)

Inserting eq. C.92 into eq. C.93 the log-likelihood functlon becomes:

P (N; = Nagie(i)) = (N Vel (C.92)

tmazx tmazx

Aun(0) = Z Nurili) (V) = >~ In(Nareli)) = D (Ni(8) (C.94)

The second term contains only measured intensities and is thus constant (C'). The third
term is the total signal intensity n,. Thus, eq. C.94 is written as
i

i

3

I
<)

The final expression of Aln(g) is obtained by inserting eq. C.91 into eq. C.95, for which
no analytical solution exists, but which can be solved using iterative calculus, for example
the Newton method:

Oir = 0; — H; ' (0) - grady(6;), (C.96)

where Hy is the Hessian matrix, and grady is the gradient function of Ay, (6).

Gauss-Newton method (GNM)

Alternatively, the Gauss-Newton method (GNM), which is for example described in Nocedal
and Wright (1999), could be used to minimize the sum of the quadratic deviations between
the fit model (eq. C.89) and the data, which should be faster than the DSA method. In
comparison to the Newton method the GNM does not require the calculation of the Hessian,
only the Jacobian.

Within this work only the CM method, the GCA method, and the DSA method are
tested. The MLE method or the GNM method could be used for a faster online determi-
nation of wind speeds.



C.8 Mean wavelength estimators 187

Systematic biases of the mean wavelength estimators in case of a FIMI

This section recounts results on systematic biases of the CM method, of the GCA method,
and of the DSA method in addition to section 4.1.

Fig. C.17 shows systematic biases of a FIMI for different contrasts V' and V4 of the sim-
ulated laser reference fringe and the simulated atmospheric signal fringe, and for different
number of cosine fringe periods n.
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Figure C.17: Systematic bias simulation for a fringe-imaging Michelson interferometer with ideally
cosine-shaped fringe for different contrasts V' and Vj;4, and number of fringe periods n
without noise, using the mean wavelength estimators CM, GCA, and DSA.

The slope of the bias e is dependent on the choice of V', V;,, and on the number of fringe
periods n in case of CM and GCA. The DSA method results indicate no slope bias for the
same settings.

The same simulations are repeated adding noise of a specific SNR onto the simulated
fringe distributions (V' = 0.85, Vj;, = 0.66, n = 1). This is done by adding signals of a
respective normal distribution to every channel of the 12 pixel fringe distribution. Then
the CM, GCA, and DSA method are used to determine the respective fringe shift. This
is repeated 50 times in a row, with different noise realizations, respectively. The resulting
errors e between the simulated and determined wind speeds are shown in Fig. C.18 as a
function of wind speed. The respective mean value € and standard deviation o(e) of the
50 trials are shown on the right side.
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Figure C.18: Systematic bias simulation with added noise of different SNR on the cosine-shaped reference
and signal fringe distributions (V' = 0.85, Vg = 0.66, n = 1), whereby the results of 50
trials are shown on the left side. The error e between the determined and simulated wind
speeds are shown as a function of the wind speed (one trial is highlighted). On the right
side the respective mean error and standard deviation of the error e are shown.

The resulting mean value of o(e) in case of the DSA method is shown in Fig. 4.2(b) as
a function of the SNR.

Dependence on the number of illuminated pixels

The dependence of o(e) of end-to-end simulations of horizontal wind speed measurements
on the number of illuminated pixels N is shown in Fig. C.19(a) (green rhombs). Therein
one fringe period (n = 1) on those illuminated pixels is assumed. Two hundred simulation
runs are performed for each Np;;¢-setting, whereby the DSA method is applied. The end-
to-end simulations includes the pitch loss factor (Fj.ss) of the PMTA depending on Npize
(see eq. F.2, Fig. C.19(b)). o(e) increases as Ny decreases. CRB calculations using
eq. C.30 with V' = V,;;, = sinc(1/Npize) yield slightly different results for a range of Npze
of 3 to 30 and for the same total signal (black line in Fig. C.19).
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Figure C.19: Dependence of the standard deviation of the difference e between simulated and determined
wind speeds (o(e)) on the number of illuminated pixels Np;ze;. Comparison of CRB calcula-
tions using V' = V,;, in eq. C.30 of appendix C.3 (black line) and end-to-end simulations at
the same range, altitude, and atmospheric parameters. (b) Pixel factor Fj,ss as a function
of the number of pixels Npize;.

Systematic biases for deformed fringe shapes

The influence of the real fringe shape deviating from an ideal cosine shape can be simulated
using a modified fringe model with two additional parameters Cu and Sk, where C'u is the
kurtosis and Sk is the skewness of the fringe:

f(¢)=A-(14+V -cos(¢+ arcsin (Cu - sin (Sk — ¢)))) (C.97)

The parameters C'u and Sk are varied between [-0.3, 0.3] and [-2.0, 2.0]. The instrumental
contrasts V' and V;, are set to 0.95.

Fig. C.20(a) shows an exemplary fringe shape (Cu =-0.3, Sk = -2). The same procedure
as described in section 4.1 is used to simulate the instrument function without detection
noise. Fringe shifts according to wind speeds in the range [—10,10] m/s are simulated,
and the wind speed is determined from the relative shift of the reference and signal fringes
with the GCA method using a FWHM of 3 pm for the Gaussian, the DSA method using
an ideal cosine fit model (pc, = 0, psy = 0 in eq. C.97), and the centroid method. The
resulting systematic errors e are shown exemplarily for Cu = -0.3, Sk = -2 in Fig. C.20(b).

An overview of wind speed dependent biases for the GCA, DSA and CM method in a
parameter field of skewness (Sk) and kurtosis (Cu) is provided in Fig. C.21.

Fig. C.22(a) shows the mean of the bias (of lines shown in Fig. C.21) color encoded for
the DSA method. The respective slope of the bias is shown in Fig. C.22(b).

These plots provide an idea of the change of the fringe shape as the parameters C'u and
Sk are varied. Apparently, kurtosis alone, will introduce no mean bias in case of both DSA
and GCA. In model eq. 5.2 a variation of the skewness (Sk) does not change the fringe
shape if the kurtosis C'u is equal to 0. Moreover, there is a symmetry, such that Cu < 0
and Sk > 0 gives the same result in terms of mean error as Cu > 0 and Sk < 0. The
velocity independent bias (mean error) in case of the DSA method is smaller than for the
GCA method. The velocity dependent bias (slope) is symmetric with respect to parameter
Sk, such that lowest and highest velocity dependence is reached for a high absolute value
of parameter C'u (in case of GCA). In case of DSA small values of C'u only introduce a
small velocity dependent bias independent of parameter Sk (see Fig. C.22(b)). This is
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Figure C.20: (a) Exemplary ideal cosine and skewed fringe (Cu = -0.3, Sk = -2). (b) Systematic bias
of determined wind speed in simulation (Cu = -0.3, Sk = -2) using GCA, DSA, and CM
method.

because the model of the form of eq. 5.2 allows skewness only if C'u is unequal 0.
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Figure C.21: Overview of wind speed dependent biases due to deformed fringe shapes with skewness (Sk)
and kurtosis (Cu) for Gaussian correlation algorithm (GCA), Downhill-Simplex (DSA) fit
with fitparameters fixed to pgr = 0 and pc,, = 0, and centroid method (CM).

The results of Fig. C.22 may be considered in terms of typical kurtosis and skewness
values obtained during the field-test measurements (see Fig. A.11) in appendix A. Typical
experimental values of C'u and Sk are [-0.05, -0.02, 0.4] and [-1, 0.75, 3]. The mean error
(in Fig. C.22(a)) for these ranges of Cu and Sk is in the order of up to £0.3 m/s (1 m/s
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Figure C.22: Mean error (a) and slope of the bias (b) due to deformed fringe shapes with skewness (Sk)
and kurtosis (Cu) for GCA. The mean error is a measure of the velocity independent bias.
The slope is a measure of the velocity dependent bias.

in case of Sk = 2 and Cu = 0.3) and the slope of the error (in Fig. C.22(b)) is up to
+0.01. Above results show, that for a deformed fringe shape, which exhibits skewness and
kurtosis, the best choice, in terms of bias reduction, is a Downhill-Simplex fit method with
a fit model that allows for a variation of the fit parameters pc, and pgy.

In this case the bias obtained (independent of the skewness and kurtosis of the actual
fringe shape) would be the one shown in Fig. C.21 for Cu = 0 and Sk = 0.

Influence of speckle

In this subsection further results of end-to-end simulations involving simulated speckle
noise are shown. The results of Fig. C.23 are discussed in section 4.6 and show that for
a scaled lidar system with a LoS update rate of 100 Hz, atmospheric speckle noise alone
(green symbols) does not increase the measurement uncertainty (o(e)) in case of Ry = 480
compared to the case without speckle noise (black circles).

R, = 8.5 (UDec), h = 10 m, R; = 480, r1,s = 100 Hz, PAE = 3 :10~* Wm?

1.4F T T T L atm. signal SNR,, = 700
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Figure C.23: Influence of speckle on o(e) for a scaled lidar system with an LoS update rate of 100 Hz
(WALES/DELICAT transmitter). The simulated speckle noise distributions are created
with the model of section 4.1 assuming Ry = 480, R, = 8.5 (upper decile, h = 10 m).

In the case that speckle noise of the laser reference is involved (blue squares in Fig. C.23)
o(e) is visibly increased and the dependence on the range R is reduced. This effect of
the laser reference speckle noise may be mitigated by temporal averaging over 100 laser
reference pulses (ME-Ref, yellow triangles in Fig. C.23).
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D Raytracing models and
simulations

D.1 Receiver front-end

This section describes a raytracing model of the front-end part of the AEROLI receiver.
Fig. D.1 shows a 3D view of the receiver front-end modeled in ZEMAX and the corre-
sponding Lens Data Editor.

field B 7]
points al / \ /{“—7{ }
-
18 M1 il
2 ¢
3 laser beam H J
W(R) R I 1 ‘}
I R ————
il Al
o _ _ _ Surf Type Radius | Thickness Glass Diameter Conic | Comment
yR) QO[T OBJ STANDARD| _ Infinity 90000 164.8224 0| R (varied in macro)
1 STANDARD Infinity 0 150.008 0
y z 2 STANDARD Infinity 20 150.008 0 entry aperture
3 STANDARD Infinity 0 150.0078 0 spider
X beam direction 4 STANDARD Infinity 0 38 0 central obscuration
5 STANDARD Infinity 577 150.0078 0
| STO STANDARD -1500 -577 MIRROR| 150 -1 primary mirror M1
L3—sih 7 STANDARD| Infinity 0 MIRROR | 59.4 0 | secondary mirror M2
8 STANDARD Infinity 179.001 34.85291 0 dist. M2 - focus (90 m)
9 STANDARD Infinity 57 10 0 position a
10 STANDARD Infinity 5.95 SILICA | 254 0 SPX017 (lens)
11 STANDARD -28.834 0 25.4 0
12 STANDARD Infinity 50 50 0
13 STANDARD Infinity 0 50 0
14 STANDARD Infinity 0 50 0
15 STANDARD Infinity 130 50 0 position b
. 16 STANDARD Infinity 0 9.240822 0
cH— A& 17 STANDARD 15.128 9.91 SILICA | 254 0 SPX014 (lens)
18 STANDARD Infinity 24 25.4 0
c — 19 STANDARD Infinity 0 0 0
fiber 20 STANDARD Infinity 0 0.0 0 position ¢
IMA STANDARD Infinity 0 0.6 0 quadratic-core fiber

Figure D.1: Sequential raytracing model of the receiver front-end. Multiple field points are defined in
front of the telescope. Schematically drawn fiber with symbolized focal spot. Right: Lens
Data Editor (Lens unit: mm).

Mirror M1 is used to send the laser beam into the atmosphere. If mirror M1 is unstable
with respect to rotation around the x-axis the laser beam can be misaligned by an angle §
and the laser spot at distance R is shifted by a distance y(R). Lens L3 is used to quasi-
collimate the light received by the Newton telescope. A field diaphragm can be inserted at
position a to limit the FOV of the telescope. In a free-beam setup an interferometer could
be installed at position b. In a fiber-coupled setup the lens Cl1 is used to couple the light
into a multimode fiber at position c.

The overlap function O(R) = A.ss/A, describes losses of the light collection efficiency
due to imperfect coincidence between the telescope’s FOV and the laser beam or due
to obstacles inside the telescope, where A, is the telescope area and A.;; the effective
telescope area. The total-overlap distance R, is reached when O(R,,;,) = 1. For R,
= 40 m, the respective necessary field-of-view (FOV) is obtained from the equations of
Stelmaszezyk et al. (2005) for the overlap function without obstruction by the secondary
telescope mirror. A FOV (full angle) of 4 mrad is thus required.
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Fig. D.2 shows calculated GC form factors with marked range R of full overlap for a
receiver field-of-view (RFOV) of 4 mrad (a) and for 0.8 mrad (b).
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Figure D.2: Simple model of the overlap factor using the equations of Stelmaszczyk et al. (2005). A
transmitter FOV of 150 prad is assumed and eq. D.1 is used. The receiver and transmitter
field of views are shown as black dotted line and purple line for a RFOV of 4 mrad (a) and
0.8 mrad (b). The calculated GC form factor is marked in blue.

The RFOV is limited by the diameter of the field diaphragm (ds) in the focus of the
telescope (position a), i.e., RFOV = d,/f;, where f; is the focal length of the telescope
primary mirror for an infinitely distant light source. The light beam direction angular
distribution with maximum angle p in front of the primary mirror is magnified due to the
angular magnification + of the telescope. v = d;/d, = f;/f. = tan(p )/ tan(p). Where f, is
the focal length of the collimating (ocular) lens and d. is the diameter of the “collimated”
beam behind the collimating lens. p and p’ are the angles before the primary mirror and
after the collimating lens. In our example f; is 750 mm, f. is 63 mm, d. is 11.4 mm and
thus v is 12.

If the fiber would be positioned at the focus of the primary mirror (position a), the
necessary core diameter would be 3 mm. However, applying the lenses L3 and Cl1 changes
the f-number of the beam, and thereby allows to use fibers with a smaller core diameter,
which are positioned at position ¢ (see Fig. D.1).

The angular distribution at the interferometer is a consequence of the shift of the focal
spot position of the telescope as a function of range (R). Because the distance between
the collimating lens and the focal spot is fixed, as is f., ideal collimation is only possible
for exactly one value of R. The collimating lens (CL) is fixed such, for example, that light
coming from R = 90 m is collimated, because light shall be collected from close distance.
In this case the distance between the secondary mirror and the focal spot is 179 mm. To
model this, three point sources (1, 2, 3) are defined at distance R in front of the telescope,
which are located in the middle and at the edges of the laser illumination area with radius
w(R).

The telescope tubus opening is defined as the entrance pupil. The marginal rays of each
point source are traced and the direction cosines are determined at a surface b behind the
collimating lens. All raytracing simulations are carried out with the software ZEMAX. The
points a, b, and ¢ mark the positions of the focus of the telescope, the location of the FIMI
(free-beam setup), and the location of the entrance of the scrambling fiber (fiber-coupled
setup), respectively.

The telescope and the front-end receiver are modeled to resemble to the optical com-
ponents used in the AEROLI receiver (see section 3.5.3). A model is used to define the
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locations of the point sources. The model assumes a Gaussian beam. The point sources
are defined at the edges and middle of the waist at location R:

vr___ % RZ%P)i (D.1)

whereby wy = DL/2 = 6.5 mm is the initial waist (radius) of the laser beam, and zp =
mwp/Ar is the Rayleigh length. The DELICAT transmitter laser beam has a divergence, or
transmitter FOV (TFOV) of 150 prad and a beam quality M? = 4.3. Another approximate
model is used to account for realistic laser beams, which may be tilted by an angle o
with respect to the telescope axis. The location of the central point source is given by
Ye = Yo = DTL + tan(d - R), whereby DTL is the lateral distance between laser and
telescope. The point sources (y1,ys, Y, y5) on the edge of the beam are calculated by:

(% + tan (@) -cos (0) - R)

Y1 =Yec — COS(5)
o (B + tan (ZE2Y) - cos (6) - R)
Ys = Ye COS(5)
DL TFOV (B-2)
y427+tan( )-cos(é)-R
Ys = —% — tan (TFOV> ~cos(d)- R

The receiver FOV (RFOV) is determined by the fiber core diameter. A GC form factor
including ~86% obstruction by the secondary mirror of the telescope is obtained, by trac-
ing the rays from the five point sources (yi, Y2, Y3, Y, y5) through the setup for different
distances R, evaluating the number of rays traced through surface c, using a macro written
in the Zemax Programming Language (ZPL).

Fig. D.3 shows the resultant geometric compression (GC) form factors as function of
distance (R) for a Gaussian beam (eq. D.1) and for the approximation model (eq. D.2) (a),
for different core diameters and shapes (b), and for different positions of lens L3 (c).

The selected solution used in the AEROLI receiver is a 600 pm circular-core fiber, which
is used to guide the received light to the 3:1 splitter, and then to the quadratic-core
scrambling fiber. The GC form factor determination in the above model does not take
into account limitations of the maximum angle of incidence on the fiber, which has a
numerical aperture (NA) of 0.22. The marginal ray angles at position ¢ are smaller than
+12.71° only starting from a distance of R = 70 m, what is shown in Fig. D.4(a) and
(b). This means that the estimated overlap functions can only be trusted starting from
R =70 m. Fig. D.4(c) shows the ray angles which are obtained after the collimating lens
L3 at the initial position of d,_;3 = 57 mm, which can amount to £1° for a distance of
R = 50 m. This angular distribution is slightly different to the one shown in Fig. 3.1(b),
due to different lenses being used in the model (see Fig. D.1).

One way to mitigate this issue is to shift lens L3 by 3 mm in positive z-direction, which
reduces the angles at position ¢ for short ranges R, as can be seen in Fig. D.5(c), at the
cost of overlap at large ranges (see Fig. D.3(c), green line). Another way is to increase the
RFOV, using a fiber core diameter of 800 pm.

The same front-end raytracing model can be used to estimate the influence of laser beam
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tilt by an angle §. Fig. D.6(a) shows the influence of the laser beam tilt angle ¢ on the
shift of position of the focus of the signal light beam at position c. Fig. D.6(b) shows the
according influence on the chief ray angle (for sources 1, 2, and 3 in Fig. D.1).

— 200 um (q)

— 600 um (q)

400 pm (@) --- 600 um (r)

1.0

(@) GB, 600 um (r) ()
— approx., M> = 4.3, 600 um (r) —
1'0_I':"I"'I"'I"'I"‘I'
o.8f [ 0.8}
s | s f
© 0.61 [ % 0.6
i L[ u L
E [ E |
S o0.4f | L 0.4
Q [ : 1 Q I
(O] [ 1 ] (O]
0.2F | ] 0.2
% —I ‘: PRI T S S TN TN T (SN SO U TS S A | ‘- 00-
- 200 400 600 800 1000

distance / m

A PR BRI B B B
200 400 600 800 1000
distance / m

0.8F

GC form factor

L1
0.0 0

0.6f
0.4F

0.2F

600 ym (r), d, 13 = 57 -3 mm
600 um (r), d, 3 =57 mm
600 ym (r), d,— 13 = 57 + 1 mm

- 600 um (r), d, 3 =57 +2 mm
- 600 um (r), d,_13 =57 + 3 mm

i 1 1 1 1]
200 400 600 800 1000
distance / m

Figure D.3: Estimated overlap factor (geometric compression form factor) using the raytracing model
shown in Fig. D.1. (a) Comparison between Gaussian and approximate model. (b) GC form
factor for different core diameter and shapes (quadratic: q, circular: r). (¢) GC form factor
for a 600 pm circular-core fiber with different distances d,_r3.
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Figure D.4: Marginal and chief ray angles as a function of range R using the raytracing model shown in
Fig. D.1. (a) Ray angles at position ¢. (b) Zoomed view of ray angles at position ¢. (¢) Ray
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Figure D.6: (a) Shift of position of the light rays from sources 1, 2, and 3 as a function of the laser beam
tilt angle ¢ as obtained from the front-end receiver raytracing model (see Fig. D.1). (b) Chief
ray angles of light rays from these sources as a function of angle J.

The position of the focus and the chief ray angle are proportional to the tilt angle and
are dependent on the location of the sources (1, 2, 3 in Fig. D.1). A tilt angle of 50 prad
causes a shift of the focus by 10 pm (see Fig. D.6(a)). The chief ray angles for this tilt
angle of 50 prad are shifted by -0.1° (see Fig. D.6(b)).

Above results of Fig. D.6 are used in section 4.3 to estimate the systematic bias on the
determined wind speed for a fluctuation of the laser beam tilt angle 4.

D.2 Monolithic fringe-imaging Michelson
interferometer

Layouts of the sequential and non-sequential raytracing models (in ZEMAX) of the mono-
lithic, field-widened, fringe-imaging Michelson interferometer (FWFIMI) are provided in
Fig. D.7(a, b).

(a) Sequential 3D layout: (b) Non-sequential layout:
grid net sag surface —»

Config 1

Config 2

coherent
irradiance

detector

Figure D.7: Layouts of sequential (a) and non-sequential (b) raytracing models of the monolithic, field-
widened, fringe-imaging Michelson interferometer (FWFIMI).

The “Sequential Lens Data Editor” (sequential model) and the “Non-sequential Com-
ponent Editor” (non-sequential model) data are shown in Fig. D.8.



198 D. Raytracing models and simulations

Sequential Lens Data Editor (Prescription Data, Config 1): Config 2:
Surf Type Radius | Thi I Glass Di Tilt About X C. Thi Glass Tilt About X Comment
OBJ STANDARD Infinity 300 I 0 0 location of source 300 0 ocation of source
1 STANDARD Infinity 0 30 0 0 30
STO STANDARD Infinity 15 HOMOSILJ 150 0 surface stop & beamsplitter 15 HOMOSILJ 0 surface stop & beamsplitter
3 COORDBRK = 0 = 45 coordinate break 0 45 coordinate break
4 STANDARD Infinity 0 MIRROR 42.42 0 beamsplitter 0 HOMOSILJ 0 beamsplitter
5 COORDBRK - 0 - 45 coordinate break 0 -45 coordinate break
6 STANDARD Infinity -15 HOMOSILJ 30 0 i 15 HOMOSILJ 0 beamsplitter
7 STANDARD | Infinity [ -11.076 0 0 length air arm (1) 0 0
8 STANDARD Infinity 0 HOMOSILJ 30 0 16.360 HOMOSILJ 0 length glass arm (2)
9 STANDARD Infinity 0 30 0 0 0
10 STANDARD Infinity 0 30 0 0 0
11 _COORDBRK - 0 - -1.000E-003 inclination of air arm mirror 0 0 coordinate break
12 STANDARD Infinity 0 MIRROR 30 0 air arm mirror 0 MIRROR 0 glass arm mirror
13 COORDBRK - 0 - +1.000E-003 inclination of air arm mirror 0 0 coordinate break
14 STANDARD Infinity 0 30 0 -16.360 HOMOSILJ 0 length glass arm (2)
15 STANDARD Infinity 11.076 30 0 length air arm (1) 0 0
16 STANDARD Infinity 15 HOMOSILJ 30 0 beamsplitter -15 HOMOSILJ 0 beamsplitter
17 _COORDBRK = 0 = -45 coordinate break 0 45 coordinate break
18 STANDARD Infinity 0 HOMOSILJ 42.42 0 beamsplitter 0 MIRROR 0 beamsplitter
19 COORDBRK - 0 - 45 coordinate break 0 45 coordinate break
20 STANDARD Infinity 15 HOMOSILJ 30 0 beamsplitter 15 HOMOSILJ 0 beamsplitter
21 STANDARD Infinity -41.079 30 0 distance: FWFIMI to detector -41.079 0 distance: FWFIMI to detector
IMA STANDARD Infinity - 30 0 detector - 0 detector
Non-sequential component editor:
Object Type [o X Position | Y Position | Z Position | Tilt About X | Tilt AboutY | Material Layout Rays Analysis Rays | Power | Cone Angle
1 Source Point Source 0.000 0.000 0.000 0.000 0.000 - 200 1000000 1.0000 12.71
Radial Aperture Thi
2 Even Asphere Lens A12-20FPX x2 | 0.000 0.000 35.9548 0.000 0.000 C79-80 12.5000 8.0000
Max. Aperture Interpolate Radius
i i I i 195.000 . 1.0943E-003 ! -
4 Grid Sag Surface net surface sag| 0.000 26.075 195.000 90.000 1.0943E-003 | MIRROR - 1
Scale Is Volume?
5 Polygon Object Prism45.POB 0.000 0.000 180.000 0.000 0.000 HOMOSILJ 15.0000 1
6 Polygon Object Prism45.POB 0.000 0.000 210.000 180.000 0.000 HOMOSILJ 15.0000 1
X1/Y1 Half Width| Z Length
7 Rectangular Volume glass arm (2) 0.000 0.000 210.000 0.000 0.000 HOMOSILJ 9.5000 16.363
X1/Y1 Half Width X, Y Pixels
8 Detector Rectangle detector 0.000 -173.822 195.000 90.000 0.000 ABSORB 5.0000 | 100, 100

Figure D.8: Sequential and non-sequential raytracing models of the FWFIMI. Top: Sequential Lens
Data Editor (Prescription Data). “Config 17 and “Config 2” are defined with the Multi-
Configuration Editor (see Fig. D.9(a)). Elements marked by green rectangles may be varied
using ZPL macros during the simulations. Bottom: Non-sequential component editor data
(exported from ZEMAX). The grid sag surface (see Fig. 3.13(b)) is imported to model the
realistic fringe shape.

In case of the sequential model, coordinate breaks are used to define the beamsplitter
and the mirror inclination. Fig. D.9(a) shows the multi-configuration editor settings, which
are applied to define two configurations: “Config 1”7 and “Config 2”. These settings are
needed to model both arms of the interferometer (see Fig D.7).

The non-sequential model is applied in section 3.4.3 and section 3.5.2 to estimate the
influence of wavefront errors on the deformation of the quasi-linear interference fringe. A
deviation from planarity being a radial curvature (see Fig. 3.10) is obtained by adjusting the
property “Radius” of “surface 3” in Fig. D.8. In another simulation the net sag deviation
of the two mirrors from planarity, as obtained by measurements with scanned collimated
laser beams carried out by LightMachinery Inc (see Fig. 3.13(b)), is inserted as grid sag
surface data, and the coherent irradiance, for collimated light incident on the Michelson
interferometer, is evaluated at the location of the detector. For this purpose “surface 4”
in the Non-sequential component editor of Fig. D.8 is inserted and “surface 3” (planar
mirror) is ignored. The resulting coherent irradiance on the detector is shown in Fig. 3.14
in section 3.5.2.

The sequential raytracing model can be used for interference fringe simulations using
plane waves as inspired by Harlander (2015). The sequential model is applied in section
3.4.4 in combination with a Zemax Programming Language (ZPL) macro for a simulation
of fringe localization. The model can be used to estimate the instrumental contrast as a
function of the incident angular distribution, as well. For these purposes the thicknesses
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of “surface 21”7 and “surface OBJ” (in Fig. D.8) are varied, respectively.
A description of these simulations and of the modeling of interference using plane waves
is provided in the following.

Plane wave calculation of interference fringes

A 7ZPL macro is used to vary the maximum angular distribution of the rays incident on
the Michelson interferometer or to vary the distance of the detector (see section 3.4.4).

Within the macro the calculation is performed at first for configuration 1 and then for
configuration 2 (see Fig. D.9(a)).

(a) Mulit-Configuration Editor: (b) Interference contrast simulation (c) Variation of the angular distribution:
using plane waves:
— raytracing, 0° ideal FWFIMI, 0°
1
Active : 1/2 Config 1 Config 2 / FIMI Lot (x,7,2) = 1.0 . T T T ]
GLSS 4 MIRROR HOMOSILJ . —| Z 1,G6y,2) ! 1
THIC 6 -15.000 15.000 R " - 0.8F 4
THIC 7 11,076 0.000 ﬁ%% y = Imax =1 | ]
THC 8 0.000 16.360 J max + hin 2 0.6L ! ]
PRAM _ 5/3 45.000 -45.000 T o ol e ]
PRAM 17/3 | -45.000 45.000 — | oyra Soal.! \ , ]
PRAM 13/3_| 1.000E-003 0.000 X o1 = Pou Yo ¥ QZor TP . ]
PRAM 11/3 | -1.000E-003 0.000 L(x,y,2) = (1 + cos(¢y — ¢2))/2 ! ]
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Figure D.9: (a) Multi-Configuration Editor for a sequential raytracing model of the monolithic, fringe-
imaging Michelson interferometer (FWFIMI). (b) Scheme of the procedure for simulating a
linear fringe for varying angular distributions. (c¢) Results obtained from the model with a
mean angel of incidence of 0° using a ZPL macro to vary the distribution and to calculate the
Michelson contrast (blue dotted). The results are compared to the analytical model results
for an ideal FWFIMI (see Fig. C.15, ideal FWFIMI, 0°) (green).

For every angular distribution an array of rays is traced and the traversed optical path
length (OPD) is determined. The phase ¢; of a plane wave from arm 1 (configuration 1)
is evaluated at the position x, y, z of a detection grid for every ray:

o1 = k: (7= 701) = ka1(x — x01) + k1 (y — yor) + ka1 (2 — 201) + OPD;. (D.3)

whereby lgl = iky1 + jk,1 + gky is the wave vector of the exit ray hitting the detector
from arm 1, with k,; = (27/AL)l, ky = (20/Ap)m, and k,; = (2m/Ap)n. [, m,n are the
direction cosines of a ray returned from ZEMAX. 741 = izo1 + jyo1 + qzo1 is the vector to
the x,y, z positions of the exit ray from arm 1 and 7 = iz + jy + qz is the vector giving
the coordinates at the detector. OPDs, ¢o, Eg, and Tpp are similarly defined for arm 2
(configuration 2). In the next step, the interference pattern at the detection grid locations
(x,y, 2z) is determined for every ray:

I(z,y,2z) = (1 +cos(¢1 — ¢2)) /2. (D.4)

The interference patterns I,,(z,y, z) of the n different rays are then superimposed inco-
herently in the plane of the detection grid defined by (z,y, z) to yield the total interference
pattern I, (z,y,z) for a certain angular distribution. The detection grid is positioned in
the plane of localization by defining a negative distance (z < 0) for the last surface in the
lens editor. The Michelson contrast V' = (Inaz — Imin) / (Imaz + Imin) is determined for every
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angular distribution. The resultant contrast curve as a function of the varied maximum
angular distribution of the rays is shown in Fig. D.9(c) for n = 10 rays in x-direction, i.e.,
along the direction of optical path length variation caused by the inclination of the mirrors
of the interferometer. Here optimum design values of the field-widening compensation of
section 3.4.1 are used. The resultant instrumental contrast curve for a mean incident angle
of 0° is compared to the result of the analytical model of section C.6 (see also Fig. C.15).

It can be seen that there are some deviations between the above raytracing model results
and the results obtained with the analytical model of section C.6. However, there is good
accordance in the important angular distribution range (pmax ~ 1°).

Multiple reflections with AR-coatings on the beamsplitter surfaces

The non-sequential raytracing model (shown in Fig. D.7(b) and in Fig. D.8 bottom) is
applied here to estimate the influence of multiple reflections on the instrumental contrast
as described in section 3.4.3.

The coating reflectivity Rag of objects 5 and 6 (see Fig. D.8, i.e., surfaces A, B, C, D
of the FWFIMI in Fig. 3.6) is varied and non-sequential coherent raytracing is performed.
The detector is defined with 300 x 300 pixels and a diameter of 5 mm. The arm lengths,
refractive indices and mirror inclination angle of the FWFIMI are set to the specified values
(see appendix E). The relative intensity setting is adjusted to 1- 1077 to allow for multiple
reflections, and 4 - 10° rays are traced for each R4p setting. The fringe shape and contrast
depend on the illumination conditions. Therefore, simulations are run with a collimated
beam of diameter larger than 5 mm from a point source, and with divergent light from the
same point source by shifting the lens by 2 mm - towards the source.

The simulated interference patterns recorded on the detector for these two different
illumination conditions and for varying values of R4 are shown in Fig. D.10.

Non-sequential raytracing with varying R,; of the beamsplitter of the FWFIMI
(obtained fringe patterns)

Rar = 0.1% 0.2% 0.5% 1% 2% 4%

Figure D.10: (a) Fringe patterns obtained by non-sequential raytracing with illuminations from a colli-
mated point source and a divergent point source on the FWFIMI for different reflectivities
RapR of the surfaces of the beamsplitter.

Fig. D.11 provides fringe profiles (summation along y) and Michelson contrasts of the
patterns shown in Fig. D.10 for a collimated point source. Respective profiles and Michelson
contrasts for divergent light (maximum angles: £12.2 mrad) are shown in Fig. D.12.
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As discussed in section 3.4.3 the Michelson contrast decreases as Ragr increases. More
severe are the changes of the integrated fringe shapes in both cases for high values of R4g.

Fringes summed along y: collimated point source illumination on the FWFIMI
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Figure D.11: (a) Fringes shapes obtained by non-sequential raytracing with illumination from a colli-
mated point source on the FWFIMI for different reflectivities Rar of the surfaces of the
beamsplitter. These fringe shapes are obtained by summation along the y-direction in
the fringe patterns of Fig. D.10. The profiles are shifted with respect to each other as
indicated by the black horizontal lines, which mark the respective levels of zero intensity.
(b) Michelson contrasts of the fringe profiles in (a).

Fringes summed along y: divergent point source illumination on the FWFIMI
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Figure D.12: (a) Fringes shapes obtained by non-sequential raytracing with illumination from a diver-
gent point source on the FWFIMI for different reflectivities Rag of the surfaces of the
beamsplitter. A divergent light source is obtained by shifting the collimating lens 2 mm
towards the point source. (b) Michelson contrasts of the fringe profiles in (a).

The next section is dedicated to raytracing simulations of the integration of the FWFIMI
into the receiver back-end.
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D.3 Receiver back-end

Normal incidence configuration

This section provides background on the sequential raytracing model of the back-end part
of the receiver shown in Fig. 3.22 (section 3.5.3).

Fig. D.13 shows a detailed scheme of a sequential raytracing model of the back-end part
of the AEROLI receiver for the case of the near-field of a quadratic-core multimode fiber
(d = 600 pm, NA = 0.22, no focal ratio degradation) being imaged on the FWFIMI and
on a linear detector array under normal mean incidence angle. Fig. D.13 contains a view
of the lens data editor and of the field data settings, which are necessary to model the
illumination with the near-field of a fiber.

. 4 /: Z I
fiber lens W PBSC

Sequential Lens Data Editor:

LSurf Type Radius Thickness Glass Diameter Conic | Tilt About X,Y | Comment b k

OBJ| STANDARD _| Infinity 19.15 0.8485 0 dist. fiber to lens iconvex

STO| STANDARD | Infinity 4 C79-80 12.5 0 lens as Surface Stop lens

2 | EVENASPH | -9.849 50.77 12.5 -0.569 A12-20FPX

3 | STANDARD | Infinity 0 8.930436 0 L =
4| STANDARD [ Infinity 254 F_SILICA 12.7 0 PBSC cylindrical lens (L

5 | STANDARD | Infinity 6.35 9.236797 0 \

6 | STANDARD | Infinity 0 9.349854 0 ;

7 | STANDARD | Infinity 0.5 9.349854 0 detector

8 | STANDARD | Infinity 230 9.358756 0

9 | STANDARD | Infinity 4 F SILICA | 13.45624 0 window (W1)

10 | STANDARD | Infinity 15.4 13.57155 0 dist. W1 to FWFIMI

11_|COORDBRK - 0 - - 0.0,-1.0 tilt of window W1 ; .

12 | STANDARD | Infinity 0 14.2301 0 F'eld. Data'

13 N Type: Object Helgh(, -
36 | FWFIMI (Config 1 & 2) Ao i, Foraa e S

37 | STANDARD | Infinity 15.4 30 0 dist. FWFIMI to W2 Near-field illum.: 8.241

gg 888232';& - 8 - - Use| X-, Y-Field | Weight | VDX | VDY

- - - 1 0,0 1 0.000 0.000

40 | STANDARD | Infinity 4 F SILICA | 18.28654 0 window (W2) > 003 p 0000 00753
41 | STANDARD | Infinity 28.921 18.40292 0 dist. W2 to lens 3 0503 ] 0000 s0.0753
42 | COORDBRK - 0 - - 0.0, 1.0 tilt of window W2 T Toa0 00753 | 0000
43 | COORDBRK - 0 . . 3, ! !

44 | STANDARD | 45.09 565 F_SILICA 254 0 biconvex lens Lb4096 | |- -2:3:0 ! -0.0753 | 0.000
45 | STANDARD | -45.09 | 44.87453 254 0 dist. lens to focus 6 1-03,-03 1 -0.0758 | -0.0753
46 | STANDARD | -500 23 0 0 dist. focus to lens 7_[*03,-03 1 +0.0753 | -0.0753
47 | TOROIDAL 1.5 3.14 F_SILICA 10 0 lens LJ4794-UV 8 |-03,+03 1 -0.0753 | +0.0753
48 | TOROIDAL Infinity 28 10 0 dist. lens to PMTA 9 [+03,+03 1 [+0.0753 | +0.0753
IMA | STANDARD | Infinity 14.10021 0 PMTA (12 pixels)

Figure D.13: Sequential raytracing model of the back-end part of the AEROLI receiver in case of illu-
mination with the near-field of a 600-pm-quadratic-core multimode fiber with a numerical
aperture of 0.22 (see field data), neglecting focal ratio degradation at normal mean angle
of incidence. Top: Layout, Left: Sequential Lens Data Editor (simplified: the FWFIMI
sequential raytracing model is omitted here (green), see Fig. D.8), Right: Field data.

Surfaces 13 to 36 in Fig. D.13 (green) contain the lens data of the FWFIMI shown in
Fig. D.8, which is omitted here for the sake of brevity.

Nine point sources in the center, in the corners, and on the edges of the quadratic-core
of the fiber are defined (see Fig. D.13, right). The surface stop is set to the position of the
collimating lens. The aperture entrance pupil diameter is adjusted to 8.241 mm in order
to obtain maximum angles of the light cones of 12.71° (NA: 0.22). The values of VDX,
VDY are optimized (to 0.0753 mm, using a ZPL macro) such that the rays of the eight
point sources are parallel to the rays of the central point source.

A far-field illumination configuration (shown in Fig. 3.22) can be obtained by shifting
fiber, lens, and PBSC closer to the FWFIMI. The PBSC is substituted by a block of glass
for convenience. The distance between fiber and lens would be reduced from 19 mm to
18 mm in order to obtain quasi-collimation for imaging the far-field onto the FWFIMI. In
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this case the aperture entrance pupil diameter should be slightly adjusted to 7.977 mm in
order to obtain again a numerical aperture of the light source (fiber) of 0.22. All optics
before the PBSC are shifted to a distance of 97 mm (instead of 230 mm, “Surf 8” in
Fig. D.13) before the interferometer container. The maximum marginal angle (pq.) in
this case is approximately 21 mrad (compare with eq. C.35).

Aberrations of the back-end receiver

For a study of the aberrations of the above receiver, the FWFIMI model is replaced by a
block of glass. The modified raytracing setup is shown in Fig. D.14(a). The cylindrical len
“LJ4794-UV” (Lc) in Fig. D.14(b) is omitted. The Seidel coefficients obtained in this case
are shown in Fig. D.14(b).

(a) Sequential Lens Data editor

Surf Type Radius | Thickness Glass Diameter Conic Comment
OBJ | STANDARD Infinity 17.97742 0.8485281 0 dist. fiber to lens
STO| STANDARD Infinity 4 C79-80 12.5 0 surface stop, lens
2 EVENASPH -9.849 50.77 12.5 -0.569 A12-20FPX
3 STANDARD Infinity 0 10.22334 0
4 STANDARD Infinity 254 E SILICA 12.7 0 PBSC
5 STANDARD Infinity 6.35 10.94299 0
6 STANDARD Infinity 0 11.20858 0
7 STANDARD Infinity 0.5 11.20858 0 14x7 aperture
8 STANDARD Infinity 97.2 11.2295 0
9 STANDARD Infinity 4 F SILICA | 15.30014 0 window W1
10 STANDARD Infinity 15.4 15.48052 0
1 STANDARD Infinity 72 F SILICA | 16.51941 0 FWEFIMI as block
12 STANDARD Infinity 15.4 21.15616 0
13 STANDARD Infinity 4 F_SILICA | 22.64526 0 window W2
4 STANDARD Infinity 28.921 22.83388 0
5] STANDARD 45.09 5.65 F_SILICA 254 0 lens LB4096
16 STANDARD -45.09 44.87453 254 0
17 STANDARD -500 23 0 0
18 TOROIDAL 11.5 3.14 F_SILICA 10 0 LJ4794-UV (omitted)
19 TOROIDAL Infinity 28 10 0
IMA STANDARD Infinity - 20 0 PMTA (12 pixels)
FWFIMI as o ) ]
(b) L, PBSC \y, Gassblock . (c) Grid distortion (near-field)
fiber - Enlargement Factor: 1.0
[ I 1o v detector sar5 CORNER POINTS: Reference : Chief Ray
Seidel coefficient : Ideal Diff. Ideal  Diff.
0.025F - 1 X: -4746374 0.525154 X: -4.746374 0.525154
. F Y: -2.791496 -0.054071 Y: 2791496 0.054071
0.000f-—--m = m - T e 4.217 4
F X:  4.746374 -0.525154 X: 4746374 -0.525154
—0.025F 1 Y -2.791496 -0.054071 Y: 2791496  0.054071
: SN T T T N T T T T N T T Y Y N T T TR N B T T 7
w1 Bl
0.000 = =R = ER 1
i I |
—0.025f TR TR TR NN TR NN SR AN NN SN SN SN S SN N S S W S| 0.000 4 }‘ f‘ ‘} ‘}
1 = =
10T 10 oS pupupupesuyupapupupuypupupupuy N ] 2109 4 [ ] ANA
o SIDE | | | | \
=0.025¢ |, , v 0w | PONTS:  igeal Diff. M 474"1973‘1 2Dif7f.27
0.025F aziy | 0 gty sy oz
0.000 == === == === e 1 X: -4.746374 -0.257279 X:0.000000 0.000000
F Y:  0.000000 -0.000000 Y: 2791496 -0.044686
=0.025F |, |\ v v 00w g -6.326 H A
1 2 3 45 6 7 8 9 10111213141516 17 1819 z -6.326 -4.217 -2.109 0.000 2.109 4.217 6.326
Surface X-Image coordinates (mm)

Figure D.14: (a) Modification of the sequential raytracing model for the aberration study (far-field con-
figuration). (b) Layout of the raytracing model and Seidel diagram with Seidel coefficients
in mm. The cylindrical lens (Lc) is omitted in the analysis due to rotational asymmetry.
(c) Grid distortion in case of near-field illumination (see Fig. D.13).

Spherical aberration of the rays at the aspheric lens L1 and at the biconvex lens L2 is
caused by the numerical aperture of 0.22 of the fiber. Further occurring aberrations are
coma, astigmatism, and distortion, related to the extended source represented by the core
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of the multimode fiber (point sources 2 to 9). The grid distortion of the near-field configu-
ration (see Fig. D.13) is shown in Fig. D.14(c). The distortion D, = z(Diff)/z(Ideal) - 100
in x-direction depends on the location of the field points (e.g., on the sides or corners of
the grid). The linear fringe at the localization plane is thus deformed due to distortion by
lenses L2 and Lc.

Aberrations are uncritical if they solely modify the near-field illumination function, i.e.,
the image of the core of the multimode fiber. In this case the illumination function correc-
tion routine described in section 3.5.6 is sufficient to obtain a quasi-cosine fringe shape.

Tilted configuration with two detectors

This subsection provides a sequential raytracing model of the back-end part of the AEROLI
receiver for the (far-field) illumination of the FWFIMI with a tilted mean incident angle
of 2°, which allows to detect the back-reflected light and the according linear fringe.

As was described in section 3.4.1, the FWFIMI is field-widening compensated for a mean
incident angle of 2.5°, as well, what makes such a setup realizable. An additional quadratic
aperture is inserted behind the PBSC, and additional mirrors and lenses could be used to
image the second interference fringe on the same 32 channel PMTA or on another physically
separated array.

The raytracing layout of a possible tilted configuration in the sequential mode of ZEMAX
is shown in Fig. D.15.

mirror

fiber

PBSC \&
quagtratic \\ transmitted i
aperture \\ channels il
(config. 1 & 2) [l
Pl
reflected
channels \\\\
(config. 3 & 4)
\

\*:‘M\
i | A

L. 1

detector

Figure D.15: Sequential raytracing model of the back-end part of the AEROLI receiver for a mean tilt
angle of 2.5°. The backreflected ray path is modeled with two additional configurations in
the multi-configuration editor. Far-field of the fiber illuminates the FWFIMI.

The layout consists of four different configurations, i.e., transmission and reflection for
the air arm and the glass arm, respectively. The four different configurations are defined
with the Multi-Configuration Editor of ZEMAX. The Multi-Configuration Editor and Lens
Data Editor settings are not shown here for the sake of brevity.
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D.4 Design of a two-lens optical scrambler

This section provides a raytracing model of a proposed two-lens optical scrambler for the
exchange of the near- and far-fields of two fibers to be used in the AEROLI receiver.
This principle was first thought of by Hunter and Ramsey (1992). It is used for example
by Halverson et al. (2015) or Bruneau et al. (2015) to increase the near-field and far-
field scrambling of their fibers for the purposes of exoplanet detection and for wind speed
measurements, respectively. These free-beam optical scramblers can also work with one
single lens of very short focal length (e.g., ball lenses fixed between both fibers), e.g., Avila
(2012). Many prototypes on double-scramblers exist, for example the one by Awvila and
Singh (2008); Barnes and MacQueen (2010), which more or less also minimize losses due
to focal-ratio degradation (FRD).

FRD describes a degradation of the incident f-ratio along the fiber to faster output f-
numbers (more spread out in angle), with the main cause being microscopic fiber bends,
high stresses at the fiber termination, and polishing errors (Bispo dos Santos et al., 2014).

Fig. D.16 shows the layout of the designed two-lens scrambler and the corresponding lens
data editor (Zemax). The optimal distances were obtained by using a ZPL macro. The
design does not take into account the focal ratio degradation of the 600-pm-core multimode
fibers, because their FRD and its dependence on the coupling f-number (f/# > 2.2) have
not been measured systematically in this work.

d=12.3 mm + 175 mm | o
e 127 L =100 mm

fiber 1 P A o I fiber 2
lens lens
sources 2-lens optical scrambler entry port . 97.7 % exit port

Sequential Lens Data Editor:

Surf Type Radius | Thickness | Glass Diameter Conic Comment
OBJ STANDARD Infinity 12.3 0.6 0 source 1st fiber
1 STANDARD Infinity 1.9 6.062462 0 distance s
STO | STANDARD Infinity 4 C79-80 6.906257 0 aspheric lens
3 EVENASPH -7.387 12.32026 12.5 -0.75 A12-15FPX, d
4 STANDARD Infinity 175 6.664038 0 dist. d
5 EVENASPH 7.387 4 C79-80 12.5 -0.75 A12-15FPX
6 STANDARD Infinity 1.9 7.264935 0
7 STANDARD Infinity 12.3 6.366896 0 dist. lens to fiber
8 NONSEQCO Infinity 0 0.6 0 entry port fiber
9 STANDARD Infinity 1 4 0 exit port fiber
10 STANDARD Infinity 10 40 0
11 STANDARD Infinity 1 6.400486 0
IMA | STANDARD Infinity - 10 0

Figure D.16: Raytracing model of a two-lens (double) scrambler designed for UV wavelengths and with
minimal losses due to vignetting. Exchange of the near- and far-field of two fibers.

Five point sources are defined at the location of the core of the first fiber. Field angles
are set such, that the opening cone angle is 12.71° equivalent to a numerical aperture of
0.22, neglecting focal ratio degradation. Within the macro the distances s and d are varied
sequentially in loops in order to obtain the optimal distances of the lenses with minimum
losses (~97%) due to vignetting and with parallel angles of inclination of the individual
sources at the second fiber. The determined optimum values are shown in Fig. D.16,
assuming fibers with a numerical aperture of 0.22. “Fiber 2” is modeled with a Non-
Sequential Component (see entry port and exit port). The lenses A12-15FPX (Asphericon,
Germany) are anti-reflection coated for ultraviolet wavelength of 355 nm (R < 0.2%).
Nevertheless, there are additional losses due to Fresnel reflection losses at the uncoated
fiber surfaces (4—8%). Halverson et al. (2015) summarized the efficiencies of multiple
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fiber double-scrambler systems, whereby the efficiency of recently designed systems varies
between 70% and 87%.

The here designed two-lens optical scrambler is constructed using a commercial cage
system and its optical scrambling gains are measured in appendix H.
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E Specifications and test sheets of
the Michelson interferometer

Michelson interferometer for fringe-imaging

A/B - Cubic beam splitter:

Specifications of a monolithic, field-widened and temperature-compensated

Pos. | Requirement | Value | Comment/tolerance

Material:

1. Substrate Synthetic silica glass Heraeus Homosil
101 (see annex for
details)

Form:

— 2 Composed of right-angle See drawing DLR-
Triangular prisms IPA.LI-LBO-
DDD.01.01

2.1 Edge lengths (ds) 30 mm (£ 100 pm), at 22 °C
distance A1 to B3 and A3 to | (optical path length difference center thickness
B1, respectively dsy, d3y, d3; < 10 ym)

2.2 Wedge angle
Between B1 and A2: 45° (= 50 pRad)
Between A2 and A1: 45° (£ 25 pRad) *!
Between A3 and B2: 45° (£ 25 pRad) *!
Between B2 and B3: 45° (£ 25 pRad) *!

S In y-direction 0° See 3.5 Parallelism

Surfaces / Coatings:

3.1 Coating-

AR-coating Surfaces: A1, A3, B1 (T=99.9 %)
R(354-356 nm, 532 nm, Angle of incidence
AOI:-3t03°) < 0.1 % (AQI) relative to
(1ISO 9211-2) optical axis in air,
Beamsplitter-Coating Surfaces: A2, B2 (beamsplitter prisms
R(355 nm, 532 nm)=50% + 2% | A and B are optically
for s-polarized light at 45° + 2° contacted), dual
coating
3.2 Coating-
Damage threshold CW: 35 W/cm?

3.3 Contour accuracy per Surfaces: A1, A3, B1, B3 < W20 (19 mm clear
surface / surface irregularity | 3/0.1(0.1/-) aperture) *?
(flatness) h=633nm (ISO 10110)

3.4 Wavefront deformation 3/- RMSi < 5 nm (ISO 10110) < W20 P-V surface

3.5 Parallelism / Wedge
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Vermerk/Mitteilung

# Deutsches Zentrum
DLR fiir Luft- und Raumfahrt

x-direction: Surfaces: A2 to A3, B2 to B3 (£ 25 pRad with
4/0.086" (1SO 10110) respect to wedge
angle) *'
y-direction: Surfaces: A2 to A3, B2 to B3 (+ 25 pRad with
4/0.086" (ISO 10110) respect to wedge
angle) *!

3.6 Surface error Surfaces: A1, A3, B1, B3 Scratch-Dig 5/1

5/1 x 0.01 (MIL-O-13830A)
C 1x0.005 Coating

L 1x0.001 Scratches

EOQ.5 Edge chips

(ISO 10110)

D - Glass arm:

Pos. | Requirement | Value | Comment/tolerance

Material:

1« Substrate Synthetic silica glass Heraeus Homosil
101 (see annex for
details)

Form:

24 Edge length (d1)
distance D1 to D2

16.360 mm

(£ 10 um), at 22 °C
center thickness

2.2 Wedge angle
Between D1 and D2
(in x- and y-direction)

0° (can be adjusted for fine-tuning
of the net wedge angle and net

surface deformation) *2

(+ 25 pRad) *!
See 3.5 Parallelism

Surfaces / Coatings:

3.1 Coating- Surface: D2
HR-mirror coating R > 99.8% at 354.84 nm, 532 nm
AR coating Surface D1 not coated
32 Coating-
Damage threshold CW: 35 W/cm?
3.4 Contour accuracy per Surfaces: D1, D2 < W20 (19 mm clear
surface 3/0.1(0.1/-) aperture) *?
h=633 nm(ISO 10110) D1 is optically
contacted to B3
35 Wavefront deformation 3/- RMSi < 5 nm < W20 P-V surface

3.6 Parallelism / Wedge

x-direction Surfaces: D1 to D2 (+ 25 pRad wedge
4/0.086" (ISO 10110) angle) *'
y-direction: Surfaces: A2 to A3, B2 to B3 (+ 25 pRad with
4/0.086" (ISO 10110) respect to wedge
angle) *'
3.7 Surface errors Surfaces: D1, D2 Scratch-Dig 5/1

5/1 x 0.01
C 1x0.005
L 1x0.001
EOQ.5

(IS0 10110)

(MIL-O-13830A)
Coating
Scratches

Edge chips

Seite 2
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Vermerk/Mitteilung

C - Air arm mirror plate:

Deutsches Zentrum

i DLR fiir Luft- und Raumfahrt

Pos. | Requirement | Value | Comment/tolerance

Material:

1. Substrate Synthetic silica glass Heraeus Homosil
101 (see annex for
details)

Form:

2.1 Thickness to be specified by manufacturer No requirement
center thickness

2.2 Wedge angle 07 See 3.5 Parallelism

2.3 Clear aperture (surface C1): | 19 mm (+ 0.5 mm)

Surfaces / Coatings:

3.1 Coating- Surface: C1

HR — mirror coating R > 99.8% at 354.84 nm, 532 nm

3.2 Coating-

Damage threshold CW: 35 W/cm?
34 Contour accuracy per Surface: C1 < W20 (19 mm clear
surface 3/0.1(0.1/-) aperture) *?
h =633 nm (ISO 10110)

3.5 Wavefront deformation 3/- RMSi < 5 nm < W20 P-V surface

3.6 Parallelism / Wedge To be specified by manufacturer No requirement
center thickness

37 Surface errors Surface: C1 Scratch-Dig 5/1

5/1 x 0.01 (MIL-O-13830A)
C 1x0.005 Coating

L 1x0.001 Scratches

EQ.5 Edge chips

(IS0 10110)

E - Spacers :

Pos. | Requirement | Value | Comment/tolerance

Material:

141 Substrate Calcium fluoride (CaF;), Corning, Inc. or

Synthetic silica glass Helma (see annex
(Composite CTE of for details)
15.5-10° 1/K) *3 (£5-107 1/K)
1.2 Glue: UV hardened epoxy Norland 61, Norland
(CTE < 300:10% 1/K) Products Inc. or
similar

1.3 Glue layers thickness Each layer < 40 uym Typical: 20 um

Form:

2.1 Edge Length (d,) 11.076 mm (£ 10 um), at 22 °C

Between A3 and C1 Center thickness
optimized for 2° tilt

22 Wedge angle 17.8 pyRad *! (£ 1 pRad) *

Between A3 and C1 = net wedge angle of the device *'
(around y-axis) To be determined by the

Seite 3
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Vermerk/Mitteilung

# Deutsches Zentrum
DLR fiir Luft- und Raumfahrt

manufacturer
2.3 Spacer struts cross-section & | To be determined by the Rectangular cross
dimensions manufacturer section
2.4 Spacing To be determined by the Spacing between
manufacturer the struts
2.5 Clear aperture 19 mm

Net values for wedge angle and surface figure:

*1 A net value of the wedge angle (between C1 and D2) of 90° + 17.8 pRad with = 1 pRad
tolerance is required. This may either be achieved by conforming to individual specifications A/B —
3.6,
The tolerance for the net parallelism perpendicular to the wedge angle (between C1 and D2, y-
direction in sketch) is 0° +- 1 pRad.

*2 A net contour accuracy for the four surface combinations (paths r*r, t*t, r*t, t*r) of W20 at
633 nm over 19 mm clear aperture is required. This may either be achieved by conforming to
individual specifications A/B — 3.4, D — 3.4 and C — 3.4; Or by compensating on surface D2.

The net contour accuracy of W20 means, that the bending and distortion (h) of the interference
fringe, divided by the fringe width (s) of the observed fringe pattern of the interferometer at

633 nm, is equal to or smaller than 1/20. The linear interference fringe is to be oriented in the y-z
plane in parallel to the y-axis (see drawing), by adjusting the net wedge angle around the x- and
y-axis.

*3 A reduced coefficient of linear thermal expansion (CTE) of 15.5-10° 1/K + 5-107 1/K is
achieved by composite spacers (CaF. and synthetic silica glass glued together). The reduced
thermal expansion ensures a temperature tuning rate at 40 °C (const. density), which is as close
as possible to 0 and smaller than 700 MHz/K. The dimensions of the different materials of the
composite spacer, in order to achieve the tuned CTE, are determined by the manufacturer.

D-3.6 and E - 2.2; Or by compensating on surface D2.

Air arm
mirror C
/@D Spacers
E N -} -
/ _h.
m=}
Beam splitter Glass arm D
-part A
A3
N\ /]

{ e

,,‘:: . ‘
\ Beam splitter -part B

Figure: Appellation of parts and optical surfaces. Aimed fringe pattern in y-z-plane.

Seite 4
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General / Conditions of use:

Deutsches Zentrum

i DLR fiir Luft- und Raumfahrt

Pos. Requirement Value Comment/tolerance
1+ Direction of use: 0°or 2° + 22 mrad Angle with respect
(arm lengths are optimized for 2°) | to beamsplitter
entrance surface
normal in air (z-axis,
see drawing)
2L Working wavelength 354.84 nm
3. Power density CW: 35 W/cm?
4. [lflumination 10 = 15 mm beam diameter, Entrance surface:
central, 10 mm beam diameter of Al
illumination gives 1 FSR
5: Clear aperture 19 mm
6. General goals: lllumination at 354.84 nm produces
one linear fringe with contrast of
almost 1
Temp. tuning rate at 40 °C: | < 700 MHz / K *3 Achieved by
(const. density) composite spacers
Optical path length *3
difference (OPD) at 22 °C; 26.149 mm
OPD variation over 20 K
range: <2 %
Free spectral range (FSR): 10.7 GHz Dispersion
corrected by arm
Control measurements: lengths
Net angle of inclination of 17.8 + 1 pRad *! Control
the mirrors: measurements
required at
Net surface irregularity: <h/20, h =633 nm over 19 mm Reference
clear aperture *? wavelength of
633 nm
7. Temperature range 10 - 50 °C (storage)
40 °C (aimed operation temp.)
8. Pressure 0 - 1200 hPa

Description:

1.

I

Beam splitter A/B, fused silica, optically contacted, dielectric coating,

s-polarized, nominal 50% + 2% reflectivity at incident angles + 2° with respect to
beamsplitter entrance surface normal.

Glass arm D optically contacted to beam splitter cube.

Air arm C spaced with calcium fluoride composite spacers E, cemented in place

with UV cure epoxy. Tilt adjusted to approximately 17.8 pRad. *'

Input/exit surfaces A1, A3, B1 are AR coated.

Dielectric HR mirrors on mirror faces. All coatings are dual coatings for 355 nm and 532 nm.
Aimed properties are verified in control measurements at specified wavelength at room
temperature.

Glass arm mirror surface D2 is available for fine-tuning of the net wedge angle and of the
wavefront deformation properties (net curvature), if an unexpected fringe shape is obtained
during the control measurements.

Seite 5
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LightMachinery
Work order: 81396
Product Part Number: OP-7728

Description: Michelson interferometer, field widened, 355, temperature compensated
Date: 2016 June 20

Test Report

Serial number; 1

[ID | requirement | Measured value | specification | notes
Cubic Beam splitter wo 81392
1 substrate Heraeus Homosil Heragus Homosil 101
101
2 Composed of right- OK
angle triangular
prisms
21 | Edge lengths (d3) 30.0 mm caliper
distance A1 to B3 and
A3 to B1
2.1.1 | Path matching Less than 200 nm Less than 10 pym path The beam splitter was inspected
path difference difference within cube under illumination from a tungsten
filament. The zero order
interference fringe was observed
between the faces facing the air
arm and the glass arm before final
assembly.
2.2 Wedge angle OK
Between B1 and A2 45°
Between AZ and A1 45°
Between A3 and B2 45°
Between B2 and B3 45°
In y-direction 0°
3.1.1 AR coatings on A1, 0.1% R at 355 nm <0.1%R at 355 nm, =0.2% R 350-360 nm, measurad
A3, B1 =1.5% Rat532 nm | normal incidence £3° at normal incidence. Shift
calculated at less than 1.5 nm
over £5° input angle range.
Coating curves attached.
Calculated off axis performance
also included.
3.1.2 | Beam splitter coating | 48% T at 355 nm Measured at 45° in contact with
52% T at 532 nm fused silica, s-polarization only
3.2 Coating damage =35W/em? continuous Mot tested, e-beam evaporated
threshold | coating, by similarity
3.3 Contour accuracy on | 0.057, 0.066, 0.033, | 3/0.1—0.050 waves at Interference from other faces
A1, A3, B1,B3 0.050 waves at 633 | 633 nm increases surface measurements,
actual values are better. Zygo
interferometer traces attached.
3.4 Wavefront 57.76,38 51nm |5nmRMS Interference from other faces
deformation RMS increases surface measurements,
actual values are better. From
| Zygo measurement
Glass arm, WO 813095 #2
1 material Heraeus Homaosil 101
21 Arm length 16.363 mm 16.360 mm At room temperature. Heidenain
Certo length gauge
2.2 | Wedge angle OK o°
3.1 HR coating on D2 99.9% R at 355 nm, =99.8%R 345-365 nm, coating
97%R at 532 nm curve attached
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LightMachinery

Test Report

3.2 Coating damage
threshold

=35W/em?® continuous

Mot tested, e-beam evaporated
coating, by similarity

3.4 | Surface accuracy of

0.028, 0.050 waves

3/0.1 at 633 nm—

Before optical contacting. Zygo

511 x0.01
C 1x0.005
L 1x0.001
EQ5

D1 and D2 at 633 nm equivalent to 0.05 waves measurements attached,
3.5 Wavefront Not measured
deformation
3.6 Parallelism <0.2" D1toD2=<35" HeMe laser inspection
a7 Surface quality OK D1, D2 (150 10110) Wisual inspection

Air arm mirror wo 81394 #2

final correction

1 Material Heraeus Homosil Heraeus Homosil 101
101
21 Thickness 8.0 mm caliper
2.2  |Wedge 0" 0"
2.3 Clear aperture 18 mm dia 189 mm dia Flat to 0.022 wave (at 633 nm)
before final correction, Zygo
: measurement
3.1 Coating on C1 99.8%R at 355 nm 99.8% R 340-360 nm
95%R at 532
3.2 | Coating damage >35W/em? continuous | Not tested, e-beam evaporated
threshold | coating, by similarity
3.4 Contour surface Flat to 0.022 wave Zygo measurement
accuracy C1 {at 633 nm) before

3.5 I Wavefront

0.044 wave (at 633

Zygo measurement

5M x0.01
C 1x0.005
L 1x0.001
E0.5

defarmation nm) before final
correction
3.6 Parallelism <10 pm wedge
3.7 | Surface quality OK D1, D2 (IS0 10110) Wisual inspection

Spacers wo 81393

1.1 | Materials

Caleium fluoride,

Helma Lithotec IR grade

Calculated CTE of approximately
15.6 ppm/°C

fused silica Corning HPFS 7980

1.2 Glue Norland 61 Norland 81 or similar

1.3 Glue layer thickness | <5 um <40 pm for each layer

2.1 | Spacer thickness 9.004 mm of CaF2 Heidenhain Certo gauge

2.2 Wedge angle 12 prad Wedge less than design,
comacted in surface of air arm
mirror. £yao measurement

2.3 Spacer thickness 11.075 mm 11.076 mm Measured at approximately 23°C.
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E. Specifications and test sheets of the Michelson interferometer

LightMachinery

Test Report

|24 Post configuration 20 posts Pitch of cuts between posts is 5.0
mm, posts either square 4.5 mm x
4.5 mm (comers), or rectangular
4.0 mm x 4.5 mm.

| 2.5 Clear aperture 21 mm square

Instrument performance

1 Direction of use 0-2° tilt phase uniformity over field of view
not significantly affected by tilt
over this range of input anales.

2 Working wavelength | 355 nm Mo significant change in coating
performance over 5 nm

3 Power density

4 Illumination 10-15 mm beam

diameter

5 Clear aperture 19 mm 19 mm diameter

6.1 Optical path 26.165 mm at 22°C, Calculation

difference 26.166 mm at 40°C

6.2 | Free spectral range 10.68 GHz At 355 nm, calculated

6.3 MNet wedge 19.1 prad 17.8 £1 prad Measurements 6.3, 6.4.1, 6.4.2,
6.4.3 all based on a grid of
intensity measurements
performed at normal incidence
with six different wavelengths
near 355 nm. The local phase
was calculated for each point, and
the net wave front calculated from
the phase measurements. The
phase at each point is compared
te nearest neighbours to resolve
phase variations greater than 2.
Data file “Interferomeler with New
FJP mirror 31 May 2016 xlsx”
sent separately

6.4.1 | Net surface 13 nm PV, 2.8 nm

irregularity over 10 RMS
mm diameter
6.4.2 | Net surface 15 nm PV, 3.0 nm
irregularity over 15 RMS
mm diameter
6.4.3 | Net surface 39 nm PV, 4.3 nm 31.5 nm PV 26.5 nm PV with removal of two
irregularity over 19 RMS data points al the edge of the
mm diameter clear aperture; 4.0 nm RMS with
R the removal of these two points
6.5 | Temperature tuning | 477 MHz"C At constant pressure, by
rate calculation

T Temperature range 10-50°C Strength of cement will be the
limiting factor outside this range.
Even within this range, very rapid
temperature changes may
damage the calcium fluoride
spacers. dT/dt of 10°Cihr has
been tested without issue for this
construction method. Higher
temperature tuning rates have not
been evaluated.

8 Pressure 0-1200 hPa Changing pressure will cause the

interferometer to tune, but will not
affect the mechanical
performance of the interferometer
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F Equipment

Ulta-violet light emitting diode

A UV-LED “EOLD-355-525" (Epigap Optronic GmbH, Germany) is used in section 3.5.2
in an attempt to determine the illumination function of reference light on the PMTA. It
has a peak wavelength of 353 to 360 nm (EPIGAP, 2011).

Continuous wave laser

The cw-laser “Cobolt™ Zouk 0355-05-01-0010-50" provided by Cobolt AB, Sweden runs
at a wavelength of 355 nm (CoboltAB, 2016).

DELICAT telescope

The telescope used in the front-end part of the AEROLI receiver is a Newtonian telescope
with a focal length of the primary mirror of 750 mm (out of a “Celestron OmniXLT150”, 6”
- F/5 telescope with a diameter of 150 mm). This primary mirror with reflective Al-coating
is not optimized for UV light with a reflectivity of ~85% at a wavelength of 355 nm. The
secondary mirror provides an obstruction of a diameter of 38 mm, and is optimized for
the UV. The opening aperture of the telescope is 140 mm wide, such that, taking into
account also the obstruction by the spider, the total obstruction ratio is 12% ( Vrancken
et al., 2016).

Fibers of the receiver

This section lists the fiber components used in the AEROLI receiver (see Fig. 3.20), for
characterizations of fiber speckle (section 3.5.4), and of the (near-field) scrambling gain
(see section 3.5.5).

The 3:1 custom-built end face coupler (MM-Koppler 1x3, Laser Components) consists
of three parallel oriented, laterally colliding 600-pm-core fibers, aligned with respect to a
fourth “combiner”-fiber (600 pm). The (theoretical) splitting ratio (94:3:3) of the three
input ports / fibers is determined by the overlap of the areas of the cores of the three fibers
with the “combiner”-fiber. The arrangement can be used in both ways as a coupler or as
a splitter. Due to manufacturing tolerances the actual measured transmission ratio (60:2:2
if used as coupler) deviates from the specified theoretical ratio.

Tab. F.1 and Tab. F.2 list all the fiber components of the AEROLI receiver and their
properties.

Table F.1: Fiber components used in the AEROLI receiver (see Fig. 3.20)

Component Name Manufacturer
fiber S1 FG600AEA Thorlabs

3:1 coupler MM-Koppler 1x3 Laser Components
Scrambling fiber SQ WF 600x600/990/1400N (Optran WF) CeramOptec (CO)
Delay fiber (R1) FG105ACA-CUSTOM Thorlabs

Delay fiber (R2) FG400AEA-CUSTOM-MUC Thorlabs
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Table F.2: Fiber properties of components used in the AEROLI receiver (see Fig. 3.20)

Component Core NA length connector attenuation ()
fiber S1 600 pm (circular)  0.22 3 m FC/PC 60 dB/km
3:1 coupler 600 pm (circular) 022 1m FC/PC 40%
Scrambling fiber 600 pm (quadratic) 0.22 10m  FC/PC 60 dB/km
(
(

Delay fiber (R1) 105 pm (circular) 0.22 150 m FC/PC 60 dB/km
Delay fiber (R2) 400 pm (circular) 022 20m FC/PC 60 dB/km

The transmission after losses due to internal absorption can be calculated by
T; = 10—amt[dB/m}L/lO7 (F.1)

whereby L is the length of the fiber.

Fibers in speckle noise and scrambling measurements

Tab. F.3 lists all the fibers tested in sections 3.5.4 and 3.5.5. All the tested fibers exhibit
a numerical aperture (NA) of 0.22 and are equipped with FC/PC connectors.

Table F.3: Fibers tested in speckle noise and optical scrambling measurements.

Fiber Name core diam. shape length

A SQ WF 600x600/990/1400N (CO) 600 pm quadratic, sharp edges 10 m
B SQ WF 600x600/990/1400N (CO) 600 pm quadratic, round edges 2 m

C UM22-600 (Thorlabs) 600 pm circular 2m

C2 FVP600660710 (Polymicro) 600 pm circular Im

C3 M133L02 (Thorlabs) 200 pm circular 2m

D OCT-WF95/178/207P (CO) 90 pm octagonal 3 m
Cameras

Two 2D-area cameras are used in this work. For imaging of the fringe and for scrambling
gain measurements (section 3.5.5) a CMOS camera (C1, “<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>