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Abstract—The combination of SCan-On-REceive with continu-
ous variation of the pulse repetition interval during transmission
(staggered operation) is a viable option for the acquisition of high-
resolution synthetic aperture radar (SAR) data over wide areas.
Since the acquired data are not uniformly sampled and contain
gaps within the synthetic aperture mainly due to the interruption
of reception during transmission (i.e., due to blockage), proper
reconstruction strategies must be considered in order to minimize
artifacts. Conventionally, large oversampling rates are required to
ensure low ambiguity levels, but this is not always feasible due to
data-rate constrains. This article presents a detailed analysis of
the blockage recovery in the low-oversampling case. Moreover, we
propose a data adaptive strategy to optimally perform this step,
ensuring the best performance for point-like targets and avoid-
ing degradation for distributed scatters. This paper also presents
simulation results that show the impact of staggered data for
interferometric applications.

Index Terms—Blockage, low-oversampling, staggered SAR,
spectral estimation.

I. INTRODUCTION

IN THE past decade, increasing focus has been given to
the development of new synthetic aperture radar (SAR)

concepts capable of delivering both high resolution and wide
coverage [1]–[5]. In order to overcome the fundamental limi-
tation imposed by the direct relation between swath width and
azimuth resolution, the solutions usually consider multiple ele-
vation beams in combination with SCan-On-REceive (SCORE)
or the acquisition by multiple subapertures in the along-track
direction [2], [4], [6]–[11].

The authors in [5] demonstrated the staggered SAR concept,
which together with SCORE allows for the coverage of a con-
tinuous wide swath with high resolution. To achieve that, the
pulse repetition interval (PRI) is continuously varied during
the acquisition causing the blockage—i.e., the instants during
transmission when the radar cannot receive the backscattered
echoes—to move along the swath.
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Several schemes can be used to control the variation of the
PRI, e.g., pseudorandom variation, slow linear variation or fast
linear variation. In [5], it was shown that optimum perfor-
mance in terms of azimuth-ambiguity-to-signal-ratio (AASR)
is achieved by combining a few fast linearly varying PRI se-
quences (e.g., 7). Such scheme is usually able to distribute
the blockage along the swath in a way that no consecutive
samples are missed in azimuth. If enough oversampling is avail-
able, the missing data can be interpolated and a performance
similar to the constant pulse repetition frequency (PRF) case
can be achieved. Moreover, in this case, the staggered opera-
tion has the further advantage of leading to smeared azimuth
ambiguities.

Given the periodicity of the nonuniform pattern, an alternative
for the processing of the staggered data is the use multichannel
reconstruction approaches [1], [12]. However, such methods
are impacted by noise scaling and by the back-folding of the
nonlimited spectrum, especially for long PRI sequences [13].
In order to efficiently perform the SAR focusing, the staggered
data can be interpolated to a uniform grid allowing for the use
of conventional frequency-domain SAR processing techniques.
This resampling can be performed, e.g., with the best linear unbi-
ased estimator (BLU), as suggested in [5], or with a nonuniform
cardinal sine (sinc) kernel, as described in [14]. Alternatively,
the data can be focused directly from the nonuniform grid, e.g.,
considering the nonuniform discrete Fourier transform [15],
or employing time domain back-projection. In all cases, the
presence of the blockage potentially degrades the quality of
the focused data, especially if acquiring with a low average
oversampling ratio.

Staggered SAR is currently the baseline acquisition mode
of the Tandem-L concept [16]. Tandem-L’s goal is to acquire
single/dual-polarimetric data over a 350 km ground-swath and
fully polarimetric data over a 175 km ground-swath, with an
azimuth resolution of around 7.5 m. Optimum oversampling
factors are calculated considering the ambiguity level require-
ments and the designed PRI sequence, and amount to 2.3 and
1.9 for the dual-pol and quad-pol modes. Although an experi-
mental quad-pol mode with 350 km swath is desirable, due to
range ambiguity constraints its mean PRF on transmit has to be
limited to 1200 Hz per channel. This corresponds to an oversam-
pling ratio of only 1.1, in which case the standard processing
solution based on BLU resampling suggested in [5] cannot
be used.

Another mission which can benefit from the staggered op-
eration mode is the NASA-ISRO SAR (NISAR) mission [17].
NISAR aims to acquire data over a 240 km wide swath with 6 m
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TABLE I
PARAMETERS OF TANDEM-L AND NISAR EXPERIMENTAL SCENARIOS

azimuth resolution. As described in [18], if employing a constant
PRF for transmission, the gaps amount to 10% of the dual-pol
swath (ascending-only or descending-only) and can be mitigated
if a coarser range resolution is acceptable. If continuous swath
coverage in each individual pass is required, the staggered mode
can be used [19]. In order to fulfill the ambiguity requirements,
the staggered operation would require a mean PRF on transmit
of around 2400 Hz, which is much higher than the current
maximum value of 1650 Hz imposed by limited downlink capac-
ity. Nevertheless, for some applications the degradation of the
ambiguity level caused by acquiring with a reduced PRF may be
acceptable.

Both aforementioned staggered NISAR and experimental
Tandem-L modes employ low average oversampling ratios
(see parameters summary in Table I). Hence, in both cases
the focused SAR image might contain nonnegligible arti-
facts, specially for areas presenting high contrast and contain-
ing strong point-like targets. A first solution for the imag-
ing of low-oversampled staggered data was proposed in [20].
The method consists in two steps: first, the recovery of
the blockage using an spectral estimator (SE) for nonuni-
formly sampled data [21], [22]; and second, the resampling
of the data to the uniform grid by minimizing the ambi-
guity energy in a multichannel reconstruction scheme [23].
While the approach is able to considerably reduce the arti-
facts of strong targets, it is suboptimal in the sense that it
does not consider the target characteristics during the data
recovery.

In [24], we first suggested a few modifications to the ap-
proach in [20], which intended to improve the reconstruction of
point-like targets while avoiding the degradation of distributed
scatterers (DSs). In this article, the suggested approach for the
processing of low-oversampled staggered data is discussed in
depth, with the aid of an extensive analysis of the blockage
recovery in Section II. Section III includes a detailed description
of the complete approach, including the outline of optional
steps and a discussion of when they should be used. Finally, in
Section IV, we validate the proposed methodology with simu-
lated staggered SAR data and provide first examples of the im-
pact of the staggered operation for interferometric applications.
Conclusion is drawn in Section V.

II. BLOCKAGE RECOVERY

Standard PRI design for staggered SAR acquisitions ensures
that consecutive azimuth samples are not lost in either the raw
or range-compressed data domains, depending on the adopted
processing approach [25]. However, even when employing such
optimum design strategy, if the mean effective PRF on transmit
is close to the Doppler bandwidth, the signal can be locally
under-sampled. In this case, the blockage will introduce large
gaps in the signal (in terms of the signal bandwidth), and the
recovery of this missing data becomes a major challenge to the
handling of the staggered data.

The main contribution of [20] to the processing of low-
oversampling SAR data is precisely the dedicated treatment
given to the blockage. Instead of directly interpolating the
available data into a uniform grid as conventionally done in the
high PRF case [25], the authors handle the reconstruction in two
steps: first, the missing data of the blockage is recovered still in
the nonuniform grid; and second, the full vector is resampled to
the uniform grid. Hence, if the recovery of the missing data is
successful, the resampling is performed on a properly sampled
data vector.

If a time domain back-projection approach is employed for
the SAR focusing, the resampling to the uniform grid can be
avoided. However, the prior recovery of the blockage may still
be required depending on the local sampling characteristics
(i.e., its average oversampling and deviation to the uniform
grid [26], [27]). In the remaining of this section, we address the
significance of this recovery for the resulting azimuth side-lobe
level (see Section II-A). Moreover, we show the performance
of the iterative adaptive approach for missing data (MIAA) and
BLU for the blockage recovery considering different simulation
scenarios (in Section II-B).

A. On the Necessity of the Blockage Interpolation

The necessity of the blockage interpolation can be evaluated
by considering a simplified case where samples from a uniformly
sampled signal are periodically missed. If the blockage is neither
recovered nor accounted for, the back-projection integral for a
single scatter can be approximated as

sB[n] =

+LSA/2∑

−LSA/2

(src[m]− src[m]Π[m;TB])haz[m− n]

= sNB[n]− src[n]Π[n;TB] ∗ haz[n] (1)

where LSA is the size of the synthetic aperture, src is the range-
compressed pulse, sB is the focused signal, sNB is the focused
signal considering the complete dataset case (i.e., no blockage),
and haz is the azimuth match filter and Π[·;TB] is an impulse
train which assumes one every TB samples (i.e., at blockage
locations) and zero everywhere else. The range variable has been
omitted for simplicity, and we assume that the signal can be
interpolated with an arbitrary accuracy in range.

Alternatively, the back-projection integral can be performed
over the available samples only, i.e., considering the new
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nonuniformly sampled grid described by the time instants

t[n] = nΔt+ g[n] = nΔt+

⎛

⎜⎝

⌊
N−1
TB

⌋
∑

i=0

iχ[iTB ,(i+1)TB)

⎞

⎟⎠ [n]

(2)
where g gives the deviation of the nonuniform grid from a
uniform one with constant sampling equal to Δt, and has a
staircase shape for the case of missing samples from a uniform
grid. The staircase shape is represented by the summation
on the right-hand side of (2), where i is an integer given by
�n/TB� and χA is the indicator function of the interval A. The
compressed signal is then approximated by

sNU[n] =
1

Δt

+LSA/2∑

−LSA/2

src,avl[m]haz,avl[m− n]δ[m] (3)

where the subscript avl indicates that only the available samples
are considered, and δ[·] accounts for the variability of the time
increments. For example, for the sampling pattern described by
(2), the time increments can be approximated as

δ[n] = t[n+ 1]− t[n] = Δt+Π[n;TB − 1]. (4)

Notice that (1) can be converted to (3) by considering additional
tapering of the samples around the blockage.

If the blockage is interpolated, the focused signal is given by

sI[n] =

+LSA/2∑

−LSA/2

src,i[m]haz[m− n]

= sNB[n] + ψ[n]Π[n;TB] ∗ haz[n] (5)

where src,i is the pulse after blockage interpolation, and ψ is the
interpolation error.

Assuming sNB as reference, the error in the focused signals
above can be described in the discrete-time-Fourier-transform
(DTFT) domain as

σ2
B =

∫ Baz/2

−Baz/2

∣∣SNB

(
ejΩ

) ∗Π (
ejΩ

)∣∣2 ∣∣Haz

(
ejΩ

)∣∣2 dΩ

(6)

σ2
NU =

∫ Baz/2

−Baz/2

∣∣SNB

(
ejΩ

) ∗Δ (
ejΩ

)∣∣2 ∣∣Haz

(
ejΩ

)∣∣2 dΩ

(7)

and

σ2
I =

∫ Baz/2

−Baz/2

∣∣Ψ
(
ejΩ

) ∗Π (
ejΩ

)∣∣2 ∣∣Haz

(
ejΩ

)∣∣2 dΩ (8)

respectively, where Baz is the Doppler bandwidth, the capital
letters indicate the DTFT, and the fact that the DTFT of an
impulse train is a frequency domain impulse train has been used.
Equation (7) can also be used to describe the error in the stag-
gered SAR case, i.e., when the complete input is nonuniform.
The error depends on the characteristics of the blockage (and
nonuniformity of the grid), on the signal and, eventually, on the
interpolator. However, from (6) and (8), we can conclude that

Fig. 1. Mean AASR obtained after back-projecting from the nonuniform grid.
Five cases are shown: considering only the valid samples for the back-projection
(equivalent to (3), in black), recovering the blockage with a nearest-neighbor
interpolator (in red), recovering the blockage with BLU (in green), recovering the
blockage with a SE (in blue), and when no blockage is present (in turquoise). The
curves show the behavior of the AASR for increasing mean PRF on transmitter.

whenever the spectral power of the interpolation error is small
in comparison to the one of the signal, the recovery improves
the performance. Conversely, if the recovery fails and the error
power is of the order of the signal, then recovery step should not
be performed.

Fig. 1 shows simulation results considering an ideal point
target and a staggered SAR acquisition with the parameters
described in the third column of Table I (staggered NISAR ex-
ample). The plot shows the mean azimuth-ambiguity-to-signal-
ratio (AASR) over the swath obtained after back-projecting
from the non-uniform grid. The AASR is computed here as
the difference between the staggered SAR integrated-side-lobe-
ratio (ISLR) and the ISLR of a constant PRI SAR system
with a PRF equal to the mean staggered PRF on transmit,
same values for the other system and processing parameters,
and an azimuth antenna pattern equal to zero outside the in-
terval [−PRFmean,PRFmean] [28]. Five recovery strategies
are shown: considering only the valid samples for the back-
projection (equivalent to (3), solid black), recovering the block-
age with a nearest-neighbor interpolator (solid red), recovering
the blockage with BLU (solid green), recovering the blockage
with a SE (solid blue), and when no blockage is present (i.e., the
reference, solid turquoise). Notice that regardless of the PRF, the
spectral estimator (in this case, MIAA [22]) and BLU provide
better results than when no recovery is applied. Moreover, MIAA
ensures a performance which is very close to the nonblockage
case. On the other hand, nearest-neighbor interpolation brings
almost no improvement when compared to the case when only
the available data are considered, i.e., in this case the spectral
power of the error approaches the one of the signal.

The use of back-projection directly from the nonuniform grid
(i.e., without resampling) can potentially diminish the propaga-
tion of interpolation errors and noise scaling. However, this is
not necessarily the case for the modes examined in this article,
since the reconstruction of the low-oversampled staggered signal
from its nonuniform samples is not ideal [26], [27]. For the
simulation shown in Fig. 2 the parameters in the third column
of Table I were also considered, and the goal was to compare



244 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 13, 2020

Fig. 2. Plots in the first and second column show zooms of the IRF obtained when recovering with the SE and back-projecting from the nonuniform grid (solid
black), and considering an additional resampling step (solid red). The plots in the third and fourth columns show the variation of the ISLR over the swath when
using MIAA and BLU, respectively. The top row corresponds to a PRF of 1650 Hz, whereas the bottom one corresponds to a relaxed case with mean PRF of
2000 Hz.

the focusing when back-projecting directly from the nonuniform
grid and when performing an additional resampling step before
the integration. The plots on the first and second columns show
zooms of the impulse response function (IRF) obtained when
recovering with the SE and back-projecting from the nonuniform
grid (in black), and considering an additional resampling step
(in red). The plots in the third and fourth columns show the
variation of the AASR over the swath when using MIAA and
BLU, respectively. The top row corresponds to a mean PRF
on transmit of 1650 Hz, whereas the bottom one corresponds
to a relaxed case with a mean PRF of 2000 Hz. Note that in
both PRF scenarios, the resampling to the uniform grid leads to
artifacts related to the propagation of blockage recovery errors.
Those are recognizable as periodic spurious lobes in the second
IRF zooms (second column). Moreover, in the results obtained
after the resampling, the side-lobe energy concentrates near the
main one, while it is spread when back-projecting from the
nonuniform grid. The resulting integrated side lobe energy using
both processing strategies is similar. In fact, for the 1650 Hz and
MIAA recovery case, there is actually a slight degradation of
the ISLR when back-projecting from the nonuniform grid due
to a small increase of the overall side-lobe energy caused by
the nonuniformity (see second column) [26]. The same is not
true when recovering the data with BLU, since in this case the
recovery errors are considerably larger and their propagation
during the resampling dominates.

Finally, we make a note on the discrete implementation of the
back-projection integral. The discrete back-projection integral
for the complete staggered signal can also be described by (3)
and (4). In (4), we considered the left-Riemann approximation
(up to a multiplicative constant). However, the discretization
(or equivalently, the tapering of the staggered signal), can be
done in different ways [29], [30]. The use of a scheme that
averages time increments, e.g., the Trapezoidal rule, will po-
tentially decrease artifacts caused by the strong nonuniformity
of the elaborated staggered sampling pattern used here. This

Fig. 3. Zooms of the obtained IRF response using back-projection from the
nonuniform grid considering the left-Riemann sum and Trapezoidal rule.

can be observed in the IRF responses shown in Fig. 3, also
corresponding to the parameters in third column of Table I.
However, here an ideal case with no-blockage was considered
to avoid propagation of the recovery errors. Both results were
focused by back-projecting the signal from the nonuniform grid.
The curves in black consider the left-Riemann sum, while the
ones in red correspond to the trapezoidal rule.

B. Performance of Super-Resolution SEs

The reconstruction of signals from nonuniform samples has
been extensively studied by the signal processing commu-
nity [26], [31]–[33]. For example, Yao and Thomas showed that
perfect reconstruction of band-limited signals is possible using
Lagrange interpolation functions if the nonuniform sampling
instants do not deviate from the uniform grid by more than a
quarter of the signal bandwidth [32]. In the case of staggered
SAR acquisitions, not only is the spectrum nonlimited, but also
the deviation from the uniform grid can be much larger than the
3 dB observation time. For example, for the experimental 350 km
swath/quad-pol mode of the Tandem-L concept described in
the second column of Table I, the deviation is around 2.6
times larger than the Yao and Thomas condition, whereas for
a staggered NISAR acquisition such as the one described in the
third column of Table I, it is about 2.7 times (for a segment size
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given by the correlation length [5]). Hence, more sophisticated
reconstruction approaches are required.

The use of parametric and nonparametric SE for the recovery
of interrupted SAR data has been demonstrated in [34], [35].
SEs have been also suggested for the recovery of the blockage
in staggered SAR acquisitions in [20]. More specifically, the
authors employed the nonuniform iterative adaptive approach
for missing data (MIAA) for their recovery step [21], [22].

In the aforementioned studies, the SE are applied to all
missing data, i.e., no distinction concerning the characteris-
tics of the imaged target is made. However, such algorithms
are derived for line spectra and, hence, are specially suitable
for the reconstruction of raw data from point targets. In fact,
experiments with TerraSAR-X data in [36] showed that the
performance of different SEs is not satisfactory when recovering
gapped data from distributed scatters. Note that in that case, the
data were missing in a uniform grid due to the synchronization
link between the TerraSAR-X and TanDEM-X satellites [37].
In the context of staggered SAR, the performance of the data
recovery is further impaired by the strong nonuniformity of the
sampling. In fact, the distribution of the nonuniform samples
and the choice of the spectral grid used for the reconstruction are
known to impact the performance of the spectral estimation [21],
[26], [27].

In order to recover the blockage of a staggered SAR dataset in
an optimum way, it is necessary to understand the behavior of the
recovery methods. This is the main goal of the remaining of this
section. For that, we include a brief recap of the super-resolution
SE of choice and provide analysis of the performance of the
blockage recovery with respect to different aspects (e.g., the
type of data being recovered; the available signal-to-clutter
ratio (SCR), the sequence design and the chosen spectral grid).
All the analysis results presented in the following were ob-
tained through one-dimensional (1-D) simulations considering
the experimental quad-pol/ 350 km swath mode of the Tandem-
L concept, unless otherwise specified (see second column of
Table I).

1) MIAA for Data Recovery: Methods for data recovery
based on super resolution spectral estimation generally model
data segments as composed of available (yg) and missing (ym)
contributions [22], [35], [38]. A first estimation of the spectrum
is made from the available samples, and the recovery of the
missing ones is obtained from this estimate and a certain fitting
criteria (e.g., least-squares or maximum-likelihood). An updated
estimation of the spectrum is performed using the now complete
data segment and the data-recovery/spectrum-estimation proce-
dure is possibly repeated until convergence.

Like in [20], MIAA (specifically MIAA-t [22]) is the spectral
estimation of choice in this article. This is motivated by its
simplicity, direct applicability to the nonuniform sampling case,
and its good performance for the recovery of point-like targets,
which are the main source of artifacts in the low-oversampled
staggered SAR case (see remaining of this section for its per-
formance and limitations). In the following, a brief recap of
MIAA is provided to aid in the discussion presented in this
section. Please refer to [22] for a detailed description of the
algorithm.

The complete data segment y is modeled as

yNx1 = Aα =

⎡

⎢⎣
ejω0t0 ejωK−1t0

...
. . .

...
ejω0tN−1 ejωK−1tN−1

⎤

⎥⎦ (9)

where ANxK is the steering matrix, α is the spectrum, and ωk

are the frequency instants, usually assumed uniformly sampled
(i.e., ωk = kΔω), and {tn}N−1

0 are the time instants.
In each iteration i, the MIAA spectrum is estimated as

α̂ [ωk]i =
aHg [ωk] R̂g

−1

i−1yg

aHg [ωk] R̂g
−1

i−1ag [ωk]
(10)

where

ag [ωk] =
[
ejωktg,0 · · · ejωktg,G−1

]
(11)

with {tg}G−1
0 being the subset of the time vector segment

containing only the available instants. The computation of the
spectrum in (10) requires the covariance matrix estimated from
the data in the previous iteration, with

R̂gi =

{∑K−1
k=0 |α̂ [ωk]|2 agaHg , i �= 0

IG, i = 0
(12)

where I is the identity matrix. Once the estimation of the
spectrum has converged (e.g., once

∑
(|α̂[ωk]i − α̂[ωk]i−1|2) <

1e− 5), the missing samples are inverted as

ŷm =
K−1∑

k=0

|α̂ [ωk]|2 aHg [ωk] R̂g
−1

i−1ygam [ωk] (13)

where

am [ωk] =
[
ejωktm,0 · · · ejωktm,M−1

]
(14)

with {tm}M−1
0 being the subset of the time vector segment

containing missing data instants.
2) Impact of the Type of Target: Fig. 4 shows the performance

of the blockage reconstruction in terms of the mean oversam-
pling factor for two different type of targets. At the top right, the
normalized root mean square error (NRMSE) for an ideal point
target after data recovery, resampling and azimuth compression
is shown. The NRMSE for simulated distributed scatters appears
at the bottom left, and the corresponding coherence degradation
is shown at the bottom right.

Different oversampling cases were simulated by varying the
mean PRF on transmitter and considering a fixed set of pa-
rameters, namely, chirp duration, azimuth bandwidth, swath,
and range position. In all cases, we adopted the optimum PRI
sequence design described in [5], ensuring that no consecutive
azimuth samples are missing in the raw-data domain. For the
parameters considered (see second column of Table I), the
maximum oversampling ratio that allows for this condition to
be met was around 2.1. Two missing samples patterns were
considered: one corresponding to the actual blockage in the raw
data domain, and the other corresponding to the extended block-
age in the range-compressed domain (i.e., imposing full range
resolution [25]). The obtained data loss percentage for both cases
is shown in Fig. 4, at the top left. The adopted reconstruction
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Fig. 4. Performance of the blockage recovery as a function of the oversam-
pling for different recovery methods and processing approaches. (Top left)
The percentage of missing samples in the echo. Top right: the NRMSE after
reconstruction, resampling and compression for an ideal point target. Bottom
left): the NRMSE for distributed scatters. Bottom right: the corresponding
coherence between reconstructed data and data with no blockage.

strategy follows the one in [36], where small segments around
each missing event (one or more missing samples) are treated
separately.

Note that even for oversampling factors of 1.1, the SE yields
good results for point targets, regardless of the blockage per-
centage. On the other hand, the increased amount of missing
data in the range compressed case considerably decreases the
quality of the BLU reconstruction for the oversampling ratios
considered. As the oversampling increases, the reconstruction
error with BLU approaches the one with the SE. In fact, for
oversampling ratios larger than 1.9 (e.g., as is the case of the
standard Tandem-L modes), the use of MIAA does not improve
the overall performance in comparison to applying BLU in the
raw data domain.

In the case of pure distributed scatters, the reconstruction
considering the raw domain blockage is better than the one con-
sidering the range-compressed blockage, regardless the recovery
method. This is because the auto-correlation of the distributed
scatters decays faster in comparison to the one of point-targets,
and the recovery is more impacted by the overall increased
amount of missing samples (and possibly adjacent blockage)
in the range-compressed domain. The coherence degradation
caused by applying MIAA to raw data is small in compar-
ison with the one using BLU, specially for larger oversam-
pling ratios. On the other hand, the performance degradation
caused by applying MIAA to range-compressed data in com-
parison to the one of applying BLU in the raw data is signif-
icant. For example, for an oversampling ratio of around 1.09
(i.e., experimental Tandem-L case), the coherence goes from
around 0.97 using BLU in the raw data domain to 0.9 us-
ing MIAA in the range-compressed domain. The performance
of all strategies improves with increasing oversampling rates,
but at a lower rate for distributed scatters when compared to
point-targets.

Fig. 5. Left: Decorrelation factor due to staggered operation for varying along-
track baseline. Right: estimated coherence from simulated distributed scatters
for varying SNR and an along-track baseline of 10 m.

A lower bound for the coherence degradation over distributed
scatters can be obtained considering the case where the blockage
samples are set to zero. In this case, the azimuth-dependent
coherence modulation can be approximated as

γstag [n] =

∑+LSA/2
−LSA/2 (ΠmGm

) (ΠsGs
)

√∑+LSA/2
−LSA/2 (ΠmGm

)2
∑+LSA/2

−LSA/2 (ΠsGs
)2

(15)

where the terms G∗ include the antenna pattern and the nonuni-
form (and processing) tapering, and the azimuth dependencies
in the right-hand side were omitted for the sake of compactness.
This approximation is only meaningful if the signal power is
larger than the noise one, and is derived for circular Gaussian
processes, i.e., it does not include artifacts (and consequent
degradation of the estimated coherence) induced by point tar-
gets. In the Tandem-L case, the slave is assumed to be con-
tinuously acquired, i.e., it has no blockage and the coherence
degradation is independent of the along-track baseline. In the
staggered NISAR case, the degradation depends on the relative
distribution of the missing samples in master and slave datasets.
If the missing samples are perfectly overlapped, no coherence
degradation over distributed targets is observed, although a
nonnegligible phase bias might be present depending on the
amount of blockage within the synthetic aperture [36]. On the
other hand, along-track baselines in the order of a few meters
are enough to cause the blockage patterns of master and slave
to be entirely nonoverlapping, resulting in maximum coherence
loss.

The expected coherence modulation as a function of the
along-track baseline for the staggered NISAR case is shown
in the left of Fig. 5. On the right, the obtained coherence values
for different levels of signal-to-noise ratio (SNR) and different
interpolation methods are shown for an along track baseline of
10 m. When using MIAA, the obtained coherences are very close
to the bounds, i.e., the recovery does not improve the data quality.
Note that the actual decorrelation depends on the spectral power
of the interpolation error, and is itself a function of the SNR,
since a lower SNR results in larger errors.

3) Impact of SCR: The point-target simulation results in
Fig. 4 consider the reconstruction of a pure point-target, i.e.,
no noise nor clutter are present. In this case, the reconstruc-
tion in the raw-data domain has better performance than in
the range-compressed domain, where the amount of missing
data due to blockage is larger. However, in real images, strong
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Fig. 6. NRMSE after reconstruction, resampling, and compression for a point
target under noise. (Left) Performance for increasing amount of randomly missed
samples and SCR. (Right) Performance for the Tandem-L experimental scenario
(see Table I) for varying mean PRF on transmitter and a reference SNR value of
15 dB.

targets appear superimposed to noise and clutter. In this case, the
signal-to-clutter gain obtained through range compression can
benefit the reconstruction of point-targets. This can be observed
in the simulation results presented in Fig. 6, where the NRMSE
after reconstruction, resampling and compression for a point
target under noise is shown. The figure on the left shows the
performance as a function of the SNR and amount of missing
samples. For this particular simulation, the data were randomly
missed, i.e., the optimum PRI sequence design of [5] was not
employed, since the goal was to evaluate the effect of different
amount of missing data for a given acquisition scenario. An
oversampling ratio of 1.09 was considered. Note that a combi-
nation of higher SNR and higher amount of missing samples
can yield better performance than lower missing samples rate
and lower SCR (e.g., see the two red crosses on the left plot
of Fig. 6). The plot on the right shows a simulation consider-
ing the Tandem-L experimental quad-pol/350 km swath mode,
allowing for a variable mean PRF on transmit and considering
the expected compression gain in the range-compressed domain.
The performance as a function of the oversampling factor con-
sidering the reconstruction in the raw-data domain is given by
the solid black curve, whereas the one in the range-compressed
domain appears in solid red. Regardless of the oversampling rate,
the recovery in the range-compressed domain provides better
results. For DSs no gain is obtained with the range-compression,
and the increasing amount of missing data will degrade the
reconstruction in this domain (see Figs. 4 and 5)

4) Range-Compressed Versus Raw Data Design: The results
in the previous section show that the recovery of point targets
using high-resolution SEs profits from increased SCR, even
if consecutive missing samples occur. In principle, the PRI
sequence design could also be constrained to ensure that no
consecutive azimuth samples are missed at range-compressed
level [5]. However, such design leads to a faster variation of
the PRI subsequences and a larger maximum PRI, which might
cause performance degradation despite the thinner gaps. In fact,
the simulation results in Fig. 7 show that the range-compressed
design does not generally improve the reconstruction. The sim-
ulation considered the experimental Tandem-L case, allowing
for a varying mean PRF on transmit. The presented curves
correspond to two PRI sequence designs: in black, ensuring no
consecutive azimuth loss in the raw data domain, and in red

Fig. 7. (Top left) PRI sequences for 10 % oversampling factor. (Top right)
The percentage of missing samples. (Bottom left) NRMSE for an ideal point
reconstructed in the range-compressed domain with MIAA. (Bottom right)
NRMSE for a distributed scatter reconstructed in the raw data domain with
BLU. In all plots, the curve in black corresponds to design for no consecutive
loss in the raw data domain, while the curve in red corresponds to the design for
no consecutive loss in the range-compressed domain.

ensuring no consecutive azimuth loss in the range-compressed
domain. The plot on the top left shows the designed PRI se-
quence (for an oversampling of around 10%); the plot on the top
right shows the percentage of missing samples; the plot on the
bottom left shows the NRMSE for an ideal point reconstructed
in the range-compressed domain with MIAA, and the plot on
the bottom right shows the NRMSE for a distributed scatter
reconstructed in the raw data domain with BLU. Not only there
is no considerable performance gain for point-targets, but also
there is a decrease in quality over distributed scatters for several
of the considered oversampling factors.

5) Spectral Grid Characterization: In the case of nonuni-
form sampling, the time vector in (9) is given by

tn = (n+ rn)Δt (16)

where Δt is an approximated constant sampling (e.g., the av-
erage sampling of the segment, Tm) and rn gives the deviation
of the sampling instants from the uniform grid. Note that the
estimation described in II-B1 makes no assumption regarding
time or frequency grids, i.e., it can be directly applied for the
recovery of staggered missing data. However, due to the strong
nonuniformity of the sampling, the choice of the frequency grid
can have a nonnegligible impact on the data recovery.

In [20], the authors define the spectral frequencies as

ωk = 2πk
Ωmax

K
, k = 0,K − 1 (17)

where K is the total number of spectral samples and the maxi-
mum nonambiguous frequency, Ωmax, is approximated as the
inverse of the mean sampling of the segment, i.e., Ωmax =
PRFmean. This definition characterizes a spectral support of
S+
mean ⊆= [0,PRFmean). No discussion on the segment size

and spectral sampling (or, conversely K) is provided in that
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study, except that K is larger than the number of samples in the
segment.

The focusing of complex SAR data acquired at equidis-
tant time intervals considers a spectral support of S± ⊆
[−PRF/2,PRF/2), where the PRF is greater than the 3 dB
Doppler bandwidth, Baz (we assume here a zero Doppler cen-
troid). In the case of a complete data-set with uniform sampling,
the data is usually transformed to the spectral domain using a
fast Fourier transform (FFT) with a grid defined by (17) and
Ωmax = PRF. In this case, due to the periodicity of the FFT,
the obtained spectrum is equivalent to the desired one up to
a linear phase term, which is easily accounted for by shifting
the azimuth frequency vector during compression. On the other
hand, in order to properly model the staggered SAR signal with
(9), the negative frequencies have to be explicitly considered.
This can be seen by evaluating the elements of the steering matrix
A assuming Δt = 1/Ωmax in (16), i.e.,

A
[
ωk±K/2, tn

]
= ej

2π
K k(n+rn)e±jπ(n+rn). (18)

For the uniform sampling case there are no residuals (rn = 0),
and A(ωk+K/2, tn) = A(ωk−K/2, tn), i.e., (9) can be used to
describe the desired positive and negative Doppler frequencies
(up to a shift). However, this statement is not true for 0 < |rn| <
1. Hence, in order to properly invert the missing samples, the
spectral grid should be defined by

ωk = 2π

(
k − K

2

)
Ωmax

K
, k = 0,K − 1 (19)

which with Ωmax = PRFmean, yields the desired support
S±
mean ⊆ [−PRFmean/2,PRFmean/2).
As suggested in [21], the spectral sampling can be chosen as

a fraction of the resolution of the periodogram, i.e.,

Δω =
1

(tn − t1) p
(20)

with p typically between 5 and 10, and the total number of
spectral samples selected as [21]

K = �PRFmean/Δω� (21)

where �� is the floor operator.
Note that the spectral support does not have to be limited to

PRFmean. In fact, it is known that in the case of nonuniform
sampling, the maximum nonambiguous frequency which can
be recovered can be even larger than PRFmax [39]. In [21],
the authors suggest the use of the spectral window in order
to compute the maximum allowed frequency. In the case of
staggered SAR, the window can be calculated considering the
valid samples as

W [ωk] =

∣∣∣∣∣∣

Ng−1∑

n=0

ejωktg,n

∣∣∣∣∣∣
(22)

and chosen according to the first frequency larger than zero for
which W (2πΩwin) ≈ 1, i.e., S±

win ⊆ [−Ωwin/2,Ωwin/2).
Fig. 8 shows the obtained of the NRMSE for a point target

after recovery and focusing using different spectral supports for
MIAA. The curve in black corresponds to the result obtained

Fig. 8. NRMSE for a point target after reconstruction and focusing considering
different spectral grid choices, with and without regularization: The curve in
black corresponds to the result obtained with S+

mean, the curve in red shows the
result obtained with S±

mean and the curve in green shows the result with S±
win.

with S+
mean, the curve in red shows the result obtained with

S±
mean and the curve in green shows the result with S±

win. The
plots were separated in two for visualization purposes. In all
cases, the number of spectral samples was given by (21) and
(20) with p = 5. The blockage for the reconstruction in the
range-compressed domain was considered, i.e., double gaps
might occur. The quality degradation when using the positive
support is evident for all oversampling ratios. It is possible
to see that the positive/negative spectral support gives better
results. Moreover, as the oversampling increases, the result
using (17) degrades. This is due to an increase of the span
between maximum and minimum PRIs within the sequence and
the consequent worse modeling of the data using (17) and (9).
The use of the spectral window, and consequent slightly wider
support is only marginally beneficial and only for the case with
very low oversampling, where the average PRF is very close to
processed Doppler bandwidth.

6) Model Regularization: Depending on the nonuniformity
pattern and missing data location, the covariance matrix es-
timated from the available samples can become rank defi-
cient [40], [41]. In fact, this is often the case in the staggered
SAR scenario due to the strong variation of the sampling in the
segment.

As a regularization alternative, we suggest to directly use
the scheme proposed in [41] for IAA, but now considering the
missing samples scenario, i.e.,

R̂ =
∑

m∈ξ
|α̂|2 agaHg +

∑

m∈[1,K]\ξ
|α̂|2 I (23)

where I is the identity matrix and ξ represents the subset of
[1,K] containing the Ng largest values of the spectral power.
As discussed in [41], the justification for (23) is that from a
segment with Ng valid samples we can reliably estimate Ng

spectral components.
The blue curve in Fig. 8 shows the obtained NRMSE when

considering the regularization. For the very low oversampling
scenario, the regularization brings a small improvement and
mitigates sampling-related asymmetry in the recovered IRF.

7) Choice of Segment Size: Large kernels can be helpful for
the data recovery with conventional algorithms due to noise
suppression. However, in the recovery or staggered data with
super-resolution SEs, this is not necessarily the case. This is due
to the fact that large residuals in (16) often result in pathological
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Fig. 9. NRMSE for a point target after reconstruction and focusing considering
different segment sizes. The plot on the left corresponds to the raw-data blockage
pattern, while the one on the right corresponds to the range-compressed one. The
vertical line in red indicates the size obtained with the heuristic described in this
section.

samplings, leading to ill-condition covariance matrices. As dis-
cussed in the previous section, regularization approaches can be
used to prevent quality degradation due to this effect. However,
the use of smaller segments can also aid in the inversion. Small
segments are also preferred from a computational cost perspec-
tive, since algorithms such as MIAA are very demanding due to
the operations with large matrices.

Neglecting noise, an heuristic to select the segment size for
the data recovery is to evaluate the maximum deviation of the
actual sampling to its best uniform sampling approximation.
For example, a good segment size would be the largest size for
which the maximum deviation to this uniform grid is smaller
than half of the uniform sampling step. Fig. 9 shows NRMSE
for a point target after reconstruction and focusing considering
different segment sizes. The recovery was performed consid-
ering the regularization described in the previous section. The
plot on the left corresponds to the raw-data blockage pattern,
while the one on the right corresponds to the range-compressed
one. The vertical lines in red indicate the sizes obtained with
the heuristic described above. In both cases, there is a good
agreement between the obtained sizes and minimum NRMSE.

III. MODIFIED TWO-STEP RECONSTRUCTION FOR

LOW-OVERSAMPLED STAGGERED SAR DATA

From the performance analysis presented in the previous
section, it is clear that the reconstruction of point-targets and
DSs have conflicting characteristics: while the former gener-
ally benefits from the range-compression, the latter has better
performance if carried out in the raw-data domain. Moreover,
super-resolution SEs have a positive impact for point-like tar-
gets only, although its performance degradation over distributed
scatters can be acceptable considering the recovery at raw data
domain, depending on performance requirements and system
characteristics (e.g., oversampling rate and chirp duration).

In order to accommodate these somewhat conflicting require-
ments, we propose a modified strategy for the handling of
low-oversampled staggered data. As in [20], blockage recov-
ery and resampling to the uniform grid (when necessary) are
performed in independent steps. However, our strategy contains
the following particularities.

1) The recovery of the blockage is performed twice: first, at
raw data level and then at range-compressed level. While
the second recovery step employs a high-resolution SE

Fig. 10. Block diagram preprocessing strategy for low-oversampled staggered
SAR data.

and focus on the recovery of point-like targets, the first
one is performed with BLU.

2) A validity test is performed in order to accept or not
the result of the SE in order to avoid degradation over
distributed scatters.

3) The spectral-estimation based recovery is applied over
small segments rather than over the complete synthetic
aperture.

Our proposed approach for the handling of low-oversampled
staggered data is summarized in the block diagram shown in
Fig. 10. In the following, the processing steps are discussed.

8) Blockage Recovery at Raw-Data Level: As discussed in
II-A, even if considering a back-projection kernel for the focus-
ing, the recovery of the missing data from the blocked instants
is required for the low-oversampling staggered SAR scenario.
Accordingly, the first step of the proposed approach is the
recovery of all the blockage at raw-data level. As indicated in
Fig. 10, the result of this first recovery is later used to aid in the
validation of the high-resolution spectral-estimation. We suggest
the use of the BLU interpolator for this step, since it has optimum
performance for distributed scatters and can be implemented
efficiently considering the periodicity of the PRI variation [5].
Moreover, it is known to have a better performance in terms of
noise scaling when compared to multichannel strategies, as the
one used in [20].

9) Extension of Blockage Matrix: Since the reconstruction of
strong targets is performed in the rage-compressed domain, the
missing data matrix (binary matrix indicating the positions of
the blockage) has to be dilated in range in order to account for
partially available echoes, which are treated here as invalid, i.e.,

MblockRC
=Mblockraw

⊕ S (24)

where Mblockraw
and MblockRC

are the missing data matrices
in the raw-data and range-compressed domains, respectively,
and assume 1 for missing data and 0 otherwise. S is the 1-D
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Fig. 11. (Top) Spectrum estimated with MIAA at its first iteration (in black), and upon convergence (in red). (Bottom) The BIC criteria as a function of spectral
components. From left to right: Pure point-target, Point target plus noise (SNR=12 dB), Point target plus noise (SNR=3 dB) and clutter.

structuring element given by

S =
[
1 · · · 1 ]

1×Nchirp
(25)

where Nchirp is the chirp length in samples. As discussed in
Section II-B, although the recovery step is performed on
the range-compressed data, the PRI sequence is still de-
signed considering the reconstruction in the raw-data domain,
i.e., MblockRC

might indicate consecutive missing samples in
azimuth.

10) Blockage Recovery at Range-Compressed-Data Level:
After the range compression and the retrieval of the extended
blockage mask, the second recovery step is performed by means
of a high resolution SE (in this study, MIAA). As mentioned in
II-B, we perform the estimation for each range bin separately,
and the 1-D signal is dived into small segments whose size
are determined using the heuristic described in Section II-B7
(typically between 12-20 samples). The computation of the spec-
trum follows on the grid defined by (19)–(21), with p = 5. The
estimation of the covariance matrix within MIAA is performed
with (23) in order to minimize the reconstruction error over
point-like targets and avoid asymmetries in recovered IRFs.

Note that the block-diagram includes the optional use of a
“Bright scatterers mask” (dashed box). The main purpose of
this mask is to diminish the overall computational burden by
avoiding the second recovery step over segments with very
low back-scatter. Note that, for these kind of targets, the result
based on spectral estimation techniques is likely to be invalid.
Assuming that bright targets do not dominate the scene content,
this mask can be created by applying a simple outlier detector
in the amplitude after range-compression. The mask is then
dilated in both range and azimuth directions in order to diminish
miss-detection and to “close” dark areas corresponding to the
data poorly interpolated with BLU.

11) Validity Test: From the characteristics of the spectrum
estimated in the previous step, we can attempt to distinguish
valid from invalid recoveries. This can be accomplished, e.g.,

by using the Bayesian information criterion (BIC). The BIC
rule is defined as [21]

BIC[M ] =

N ln

⎛

⎝
N∑

n=1

∣∣∣∣∣y [tn]−
M∑

k=1

α̂ordered [ωk] e
jωk,orderedtn

∣∣∣∣∣

2
⎞

⎠+ 4M lnN

(26)

where the first term is a least-square data fitting term, which
gives the error of the data if reconstructed by the M largest
estimated spectral components, and the second term penalizes
the complexity of the estimated spectrum. If BIC(0) is the
minimum BIC, the data consist of white noise and the estimation
using MIAA is considered invalid. Fig. 11 shows an example of
the estimated spectrum of a certain segment containing missing
data. The plots correspond to simulated data considering the
Tandem-L experimental quad-pol mode. The plots on the top
row show the spectrum estimated with MIAA in its first iteration
(in black), and upon convergence (in red). The plots at the bottom
show the BIC criteria as a function of valid spectral components.
Four cases are considered, from left to right: Pure point-target,
Point target plus noise (SNR=12 dB), Point target plus noise
(SNR=3 dB) and clutter. Note that for the last two cases, the
BIC criteria deems the estimation with MIAA invalid. In fact,
although BIC is able to correctly detect valid recoveries from
strong point targets, the criteria suffers with misdetection of
segments containing weaker point targets specially toward the
end of the synthetic aperture. Hence, we propose a validation
cross-check step employing the initial recovery at raw data level.

Specifically, we consider the recovery based on spectral es-
timation techniques of a segment to be invalid if the following
conditions are met

argmin
M

BIC[M] = 0 (27)
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Fig. 12. (Top) Amplitude, (middle) difference in dB between recovered data and non-blocked reference, and (bottom) coherence with respect to reference. The
following blockage interpolation methods were used, from left to right: BLU, MIAA in the raw-data domain (equivalent to the blockage recovery in [20]), MIAA
in the range-compressed domain, and the proposed approach.

and

1

N − 1

N∑

n=1

|yRAWest [tn]− ȳRAWest|2

≥ 1

N − 1

N∑

n=1

|yRCest [tn]− ȳRCest|2 (28)

i.e., if the estimated spectrum is considered too complex and the
resulting segment is less smooth than the one filled with data
originating from the raw-data domain recovery.

As a final remark, note that, as is the case in [20], the quality of
the recovered data using the strategy proposed here is bounded
to that of staggered data acquired with no blockage, i.e., artifacts
related to the nonlimitation of the azimuth spectrum and to the
nonuniformity or eventual under-sampling of the nonblocked
sampling pattern will still be present.

IV. RESULTS WITH SIMULATED STAGGERED SAR DATA

In this section, we present results obtained with synthetic
data from the DLR-HR end-to-end simulator [42], [43]. The
simulator used an input L-band reflectivity map retrieved from
an ALOS-2 acquisition over Mexico City, and was used to
generate data emulating both the Tandem-L experimental mode

(parameters in the second column of Table I) and the NISAR
staggered scenario (parameters in the third column of Table I).

A. NISAR Staggered Scenario

Fig. 12 shows the results obtained for the NISAR staggered
scenario using different blockage recovery strategies. The re-
covery methods were, from left to right: BLU, MIAA in the
raw-data domain (equivalent to the blockage recovery proposed
in [20]), MIAA in the range-compressed domain, and the pro-
posed hybrid approach. The plots on the top row show the
normalized amplitude images, the plots in the middle show
the difference in dB between the recovered images and the
reference (i.e., the staggered SAR image with no blockage),
and the images in the bottom row show the coherence between
the recovered images and the nonblocked reference. In this
simulation, three additional point-targets with a SCR above
50 dB were introduced at near-, middle-, and far-range, and they
are clearly visible in the images, where the reconstruction occurs
at raw-data level (see red lines along azimuth in the difference
plots in the first and second columns). When recovering with
MIAA in the range-compressed domain (third column), the
artefacts of strong targets are suppressed at the expense of overall
coherence reduction. Finally, the proposed two-steps recovery
is able to suppress the strongest artefacts, while maintaining
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TABLE II
COMPUTATION TIME OF THE RECOVERY METHODS USED FOR THE

RESULTS SHOWN IN FIG. 12

the decorrelation to the same level obtained with BLU. The
computation times of the four methods used for the data recovery
of the results shown in Fig. 12 are given in Table II. The
computations were performed on an Intel(R) Xeon(R) CPU
X7560 @ 2.27 GHz machine with 32 CPUs and 398 GB of
RAM. Each method was limited to 12 parallel threads, and the
complete data matrix had 11 k × 11 k samples. In this particular
example, although the amount of missing samples is larger in
the rage-compressed domain (around 15% of the data amount,
against 8% in the raw-data domain), the computation time of
the third and fourth approaches are smaller than the one of the
second approach. This is because MIAA tends to converge faster
for targets with increased SCR, i.e., it is potentially faster in the
range-compressed domain. Finally, note that the implementation
of MIAA was not optimized and the computation time of the
hybrid approach can be reduced by using a mask to detect strong
targets, as mentioned in Section III-10.

In order to evaluate the impact on interferometry, the DLR-HR
end-to-end simulator was used to generate a stack with 20
images and along-track baselines uniformly distributed in the
interval between ±110 m. A series of 50 almost aligned strong
point-targets were included in the image (signal-to-clutter ratio
larger than 50 dB). The distribution of the targets and their power
in this rare scenario can severely impact the staggered SAR
performance. Two areas of linear deformation were simulated,
as well as atmospheric disturbances. Examples of the residual
interferometric phases (i.e., without the topographic phase, the
deformation and the atmospheric phase screen) are shown in
Fig. 13. The results with BLU are shown on the top row, and the
results with the proposed approach on the bottom row. Strong
artifacts associated with the point-targets are clearly recognized,
and their behavior varies according to the baseline. The artifacts
are mainly reduced using the spectral estimation approach,
although residual noise is still visible. Fig. 14 shows the obtained
residual phase histograms when using BLU (solid black) and the
proposed approach (solid red). The histograms were computed
considering the central third of the image, i.e., only the area most
affect by the artefacts, and show a residual standard deviation of
around 10◦ when using the proposed approach.

Persistent scatterers (PSs) were detected at full resolution
considering an amplitude dispersion threshold of 0.2. The PSs
were then processed and the mean differential deformation
velocity was estimated. Arcs with a model coherence greater
than 0.85 were considered valid and, after integration, a verifi-
cation was performed to detect inconsistencies in the integrated
mean deformation velocity. The estimated mean velocities are
shown in Fig. 15 (BLU on the left, MIAA in the middle). The
difference between the mean velocity maps appears on the right

Fig. 13. Residual interferometric phases for along-track baselines of (left)
10 m, (middle) 50 m and (right) 110 m. Results with (top row) BLU and (bottom
row) with the proposed approach.

(for the common points). It is possible to see that despite the
strong targets, the mean deformation velocity is mainly well
estimated in both cases. This is because most side-lobes do not
overlap in the different slaves and the effects cancel in average.
Nevertheless, the BLU map contains a few residual biases (see
red ovals). The larger the baseline diversity, the less likely such
biases will be. In both estimations, it is possible to see that
(residual) artifacts reduced the number of valid points detected
in the middle stripe where the strong-point targets dominate.
This effect will be reduced if temporal coherence instead of
amplitude dispersion (and DSs instead of PSs) are used. Finally,
note that both maps contain residual noise mainly due to the
staggered operation. To quantify the noise, a stack without
any deformation or atmosphere was simulated. The resulting
standard deviation of the estimated mean deformation velocity
was around 0.045 cm/month for BLU and 0.048 cm/month for
the spectral estimation approach. For the same configuration,
the standard deviation obtained using a reference stack formed
by images with a constant PRF was around 0.02 cm/month.

B. Tandem-L Experimental Quad-Pol Scenario

The bandwidth of the transmitted signal in the Tandem-L
quad-pol experimental scenario is larger than the NISAR one,
which results in the strong artefacts being more smeared after
range-cell migration correction [44]. Nevertheless, SEs can still
improve the recovery of point-like targets as suggested by the
performance analysis in Section II-B.

Unlike NISAR, Tandem-L is envisioned as a single-pass
bistatic interferometer, and the decorrelation caused by the
low-oversampled staggered operation will be more visible in
the single-pass interferograms. A cross-platform approach to
recover the blockage in the Tandem-L quad-pol experimental
scenario—similar to what we proposed in [36] for the retrieval
of the missing caused by the synchronization link in TanDEM-X
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Fig. 14. Phase histograms over a region of interest containing the strongest artefacts at the center of the scene. The plot in the left corresponds to the 10 m baseline
case, in the middle to the 50 m baseline case, and on the right to the 110 m baseline case. The curves in black show the results using BLU, whereas the one in red
show the results with the proposed approach.

Fig. 15. Estimated mean deformation velocity with (left) BLU and (middle)
the proposed approach. The difference map for common PSs appears on the
right over the reflectivity image obtained with BLU.

data—could be an option to maximize the bistatic coherence
while minimizing phase noise and/or artefacts. Since the current
plan for Tandem-L is to have continuous acquisition by the slave
system (i.e., the slave image would have no missing data), the
bistatic data could be always used to interpolate the monostatic
one, regardless of the along-track baseline (naturally, with vary-
ing performance according to the spectral overlap). The cross-
platform interpolation requires the compensation of the response
of one system with respect to the other, e.g., compensation for
different system gains or antenna patterns, among others. How-
ever, the effects of the lack of precise calibration information
and of changes in the back-scatter of semitransparent media due
to the different geometries have to be further investigated.

A suboptimal approach which can decrease the decorrelation
caused by the staggered operation is to match the processing
filters. Specifically, blockage can be forced on the originally
nonblocked coregistered bistatic slave at the same positions
where the blockage of the monostatic master is expected to be.
This will degrade the quality of the bistatic image, but can
reduce coherence loss. An example considering such strategy is

Fig. 16. (Top) Bistatic slave amplitude and (bottom) single-pass interfero-
metric coherence, for an along-track baseline of 100 m and zero accross-track
baseline. For the results on the left column, the proposed approach was employed
to correct the blockage of the master and the slave has no blockage. For the
results on the right column, the master blockage was forced on the slave and the
proposed approach was applied to both images.

shown in Fig. 16. The figures on the top show the bistatic slave
amplitudes, and the ones on the bottom show the single-pass
interferometric coherences. An along-track baseline of 100 m
and zero across-track baseline were considered. For the results
on the left column, the proposed approach was employed to cor-
rect the blockage of the master while the slave has no blockage.
For the results on the right column, the master blockage was
forced on the slave raw data and the proposed approach was ap-
plied to both acquisitions. Although such approach can improve
the performance of coherence based applications, it can also lead
to phase biases depending on the blockage distribution within
the synthetic aperture and on the quality of the interpolation.
Moreover, it is clearly not indicated for amplitude-based appli-
cations, due to the inherent decreased quality loss of the slave
image. As stated earlier, better performance can be potentially
obtained if we interpolate the master blockage using information
from the bistatic slave. This is the topic of a follow-on research
work.
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V. CONCLUSION

In this article, we proposed an alternative strategy for the
handling of low-oversampled staggered SAR data. The approach
relies on the recovery of the blockage data using spectral-
estimation techniques applied to data in the range-compressed
domain, and on the discrimination between valid and invalid
recovery results based on the characteristics of the estimated
spectra. We validated the methodology with simulations con-
sidering the experimental Tandem-L fully polarimetric 350 km
swath mode, and an eventual staggered NISAR scenario with
chirp duration of 47 μs and swath of 240 km. The obtained
results confirm that the proposed approach is a viable solu-
tion for future systems and/or modes which cannot afford the
high oversampling ratio required for standard staggered SAR
operation.

Although the proposed approach relies on the use of BLU and
MIAA as the interpolators in the raw-data domain and range-
compressed domain, those can be replaced by other interpolators
according to availability. For example, the use of SEs, which
consider a certain spectral extent [45] or newly developed SEs
for mixed spectra [46] could be evaluated as an alternative to
MIAA, at the possible expense of computational complexity.

REFERENCES

[1] N. Gebert, G. Krieger, and A. Moreira, “Digital beamforming on receive:
Techniques and optimization strategies for high-resolution wide-swath
SAR imaging,” IEEE Trans. Aerosp. Electron. Syst., vol. 45, no. 2,
pp. 564–592, Apr. 2009.

[2] A. Freeman et al., “SweepSAR: Beam-forming on receive using a reflector-
phased array feed combination for spaceborne SAR,” in Proc. IEEE Radar
Conf., May 2009, pp. 1–9.

[3] N. Gebert, G. Krieger, and A. Moreira, “Multichannel azimuth processing
in scanSAR and TOPS mode operation,” IEEE Trans. Geosci. Remote
Sens., vol. 48, no. 7, pp. 2994–3008, Jul. 2010.

[4] G. Krieger et al., “Digital beamforming and MIMO SAR: Review and
new concepts,” in Proc. EUSAR; 9th Eur. Conf. Synthetic Aperture Radar,
Apr. 2012, pp. 11–14.

[5] M. Villano, G. Krieger, and A. Moreira, “Staggered SAR: High-resolution
wide-swath imaging by continuous PRI variation,” IEEE Trans. Geosci.
Remote Sens., vol. 52, no. 7, pp. 4462–4479, Jul. 2014.

[6] J. H. Blythe, “Radar systems,” U.S. Patent 4,253,098, Feb. 24 1981.
[7] A. Currie and M. A. Brown, “Wide-swath SAR,” IEE Proc. F – Radar

Signal Process., vol. 139, no. 2, pp. 122–135, 1992.
[8] G. Callaghan and I. Longstaff, “Wide-swath space-borne SAR using a

quad-element array,” IEE Proc.-Radar, Sonar Navigation, vol. 146, no. 3,
pp. 159–165, 1999.

[9] M. Suess, B. Grafmüller, and R. Zahn, “A novel high resolution, wide
swath SAR system,” in Proc. IEEE Int. Geosci. Remote Sens. Symp., 2001,
pp. 1013–1015.

[10] M. Younis, C. Fischer, and W. Wiesbeck, “Digital beamforming in SAR
systems,” IEEE Trans. Geosci. Remote Sens., vol. 41, no. 7, pp. 1735–1739,
Jul. 2003.

[11] G. Krieger, N. Gebert, M. Younis, and A. Moreira, “Advanced synthetic
aperture radar based on digital beamforming and waveform diversity,” in
Proc. IEEE Radar Conf., May 2008, pp. 767–772.

[12] X. Luo, R. Wang, W. Xu, Y. Deng, and L. Guo, “Modification of mul-
tichannel reconstruction algorithm on the SAR with linear variation of
PRI,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 7, no. 7,
pp. 3050–3059, Jul. 2014.

[13] M. Villano, “Staggered synthetic aperture radar,” Ph.D. dissertation, Ger-
man Aerosp. Center, Cologne, Germany, Febr. 2016. [Online]. Available:
https://elib.dlr.de/103543/

[14] S. Chen, L. Huang, X. Qiu, M. Shang, and B. Han, “An improved imaging
algorithm for high-resolution spotlight SAR with continuous PRI variation
based on modified sinc interpolation,” Sensors, vol. 19, no. 2, 2019, Art.
no. 389. [Online]. Available: http://www.mdpi.com/1424-8220/19/2/389

[15] S. Zhao et al., “Modifications on multichannel reconstruction algorithm
for SAR processing based on periodic nonuniform sampling theory and
nonuniform fast Fourier transform,” IEEE J. Sel. Topics Appl. Earth
Observ. Remote Sens., vol. 8, no. 11, pp. 4998–5006, Nov. 2015.

[16] G. Krieger et al., “Tandem-L: Main results of the phase a feasibility study,”
in Proc. IEEE Int. Geosci. Remote Sens. Symp., Jul. 2016, pp. 2116–2119.

[17] P. A. Rosen, Y. Kim, R. Kumar, T. Misra, R. Bhan, and V. R. Sagi, “Global
persistent SAR sampling with the NASA-ISRO SAR (NISAR) mission,”
in Proc. IEEE Radar Conf., May 2017, pp. 0410–0414.

[18] P. A. Rosen et al., “Impact of gaps in the NASA-ISRO SAR mission swath,”
in Proc. Eur. Conf. Synthetic Aperture Radar, Jun. 2018, pp. 1–5.

[19] M. Villano et al., “Gapless imaging with the NASA-ISRO SAR (NISAR)
mission: Challenges and opportunities of staggered SAR,” in Proc. Eur.
Conf. Synthetic Aperture Radar, June 2018, pp. 1–6.

[20] X. Wang, R. Wang, Y. Deng, W. Wang, and N. Li, “SAR signal recovery
and reconstruction in staggered mode with low oversampling factors,”
IEEE Geosci. Remote Sens. Lett., vol. 15, no. 5, pp. 704–708, May 2018.

[21] P. Stoica, J. Li, and H. He, “Spectral analysis of nonuniformly sampled
data: A new approach versus the periodogram,” IEEE Trans. Signal Pro-
cess., vol. 57, no. 3, pp. 843–858, Mar. 2009.

[22] P. Stoica, J. Li, J. Ling, and Y. Cheng, “Missing data recovery via a non-
parametric iterative adaptive approach,” in Proc. IEEE Int. Conf. Acoust.,
Speech Signal Process., Apr. 2009, pp. 3369–3372.

[23] W. Wang, R. Wang, Y. Deng, W. Xu, L. Guo, and L. Hou, “Azimuth
ambiguity suppression with an improved reconstruction method based on
antenna pattern for multichannel synthetic aperture radar systems,” IET
Radar, Sonar Navigation, vol. 9, no. 5, pp. 492–500, 2015.

[24] M. Pinheiro, P. Prats-Iraola, M. Rodriguez-Cassola, and M. Villano, “Com-
bining spectral estimation and BLU interpolation for the reconstruction of
low-oversampled staggered SAR data,” in Proc. 12th Eur. Conf. Synthetic
Aperture Radar, Jun. 2018, pp. 1–6.

[25] M. Villano, G. Krieger, and A. Moreira, “A novel processing strategy
for staggered SAR,” IEEE Geosci. Remote Sens. Lett., vol. 11, no. 11,
pp. 1891–1895, Nov. 2014.

[26] S. Maymon and A. V. Oppenheim, “Sinc interpolation of nonuniform
samples,” IEEE Trans. Signal Process., vol. 59, no. 10, pp. 4745–4758,
Oct. 2011.

[27] P. Babu and P. Stoica, “Spectral analysis of nonuniformly sampled
data–A review,” Digit. Signal Process., vol. 20, no. 2, pp. 359–378,
2010. [Online]. Available: http://www.sciencedirect.com/science/article/
pii/S1051200409001298

[28] M. Villano, G. Krieger, M. Jaeger, and A. Moreira, “Staggered SAR:
Performance analysis and experiments with real data,” IEEE Trans. Geosci.
Remote Sens., vol. 55, no. 11, pp. 6617–6638, Nov. 2017.

[29] D. M. Bland, T. I. Laakso, and A. Tarczynski, “Analysis of algorithms
for nonuniform-time discrete Fourier transform,” in Proc. IEEE Int.
Symp. Circuits Syst. Circuits Syst. Connecting World, vol. 2, May 1996,
pp. 453–456.

[30] M. M.-U.-R. Khan, M. Hossain, and S. Parvin, “Numerical integration
schemes for unequal data spacing,” Amer. J. Appl. Math., vol. 5, no. 2,
2017, Art. no. 48.

[31] J. Yen, “On nonuniform sampling of bandwidth-limited signals,” IRE
Trans. Circuit Theory, vol. 3, no. 4, pp. 251–257, Dec. 1956.

[32] K. Yao and J. Thomas, “On some stability and interpolatory properties of
nonuniform sampling expansions,” IEEE Trans. Circuit Theory, vol. 14,
no. 4, pp. 404–408, Dec. 1967.

[33] T. Strohmer and J. Tanner, “Fast reconstruction methods for bandlimited
functions from periodic nonuniform sampling,” SIAM J. Numer. Anal.,
vol. 44, no. 3, pp. 1073–1094, 2006.

[34] J. Salzman, D. Akamine, R. Lefevre, and J. Kirk, “Interrupted syn-
thetic aperture radar,” IEEE Aerosp. Electron. Syst. Mag., vol. 17, no. 5,
pp. 33–39, May 2002.

[35] E. Larsson, P. Stoica, and J. Li, “Amplitude spectrum estimation for two-
dimensional gapped data,” IEEE Trans. Signal Process., vol. 50, no. 6,
pp. 1343–1354, Jun. 2002.

[36] M. Pinheiro, M. Rodriguez-Cassola, P. Prats-Iraola, A. Reigber, G.
Krieger, and A. Moreira, “Reconstruction of coherent pairs of synthetic
aperture radar data acquired in interrupted mode,” IEEE Trans. Geosci.
Remote Sens., vol. 53, no. 4, pp. 1876–1893, Apr. 2015.

[37] G. Krieger, H. Fiedler, I. Hajnsek, M. Werner, M. Younis, and M. Zink,
“TanDEM-X: A satellite formation for high-resolution SAR interferome-
try,” IEEE Trans. Geosci. Remote Sens., vol. 45, no. 11, pp. 3317–3341,
Nov. 2007.

[38] Y. Wang, J. Li, and P. Stoica, “Spectral analysis of signals: The missing
data case,” Synthesis Lectures Signal Process., vol. 1, no. 1, pp. 1–102,
2006.

https://elib.dlr.de/103543/
http://www.mdpi.com/1424-8220/19/2/389
http://www.sciencedirect.com/science/article/pii/S1051200409001298


PINHEIRO et al.: ANALYSIS OF LOW-OVERSAMPLED STAGGERED SAR DATA 255

[39] L. Eyer and P. Bartholdi, “Variable stars: Which Nyquist frequency?”
Astron. Astrophys. Suppl. Series , vol. 135, no. 1, 1999.

[40] W. Roberts, P. Stoica, J. Li, T. Yardibi, and F. A. Sadjadi, “Iterative adaptive
approaches to mimo radar imaging,” IEEE J. Sel. Topics Signal Process.,
vol. 4, no. 1, pp. 5–20, Feb. 2010.

[41] P. Babu, “Spectral analysis of nonuniformly sampled data and applica-
tions,” Digital Signal Process., vol. 20, no. 2, pp. 359–378, 2012.

[42] M. Rodriguez-Cassola et al., “End-to-end level-0 data simulation tool for
future spaceborne SAR missions,” in Proc. Eur. Conf. Synthetic Aperture
Radar, 2018, pp. 1–6.

[43] P. Prats et al., “TAXI: A versatile processing chain for experimental
TanDEM-X product evaluation,” in Proc. Int. Geosci. Remote Sens. Symp.,
Jul. 2010, pp. 4059–4062.

[44] F. Li and W. Johnson, “Ambiguities in spaceborne synthetic aperture radar
systems,” IEEE Trans. Aerosp. Electron. Syst., vol. AES-19, pp. 389–397,
Jun. 1983.

[45] H. Ghaemi, M. Galletti, T. Boerner, F. Gekat, and M. Viberg, “CLEAN
technique in strip-map SAR for high-quality imaging,” in Proc. IEEE
Aerosp. Conf., Mar. 2009, pp. 1–7.

[46] J. Brynolfsson, J. Swrd, A. Jakobsson, and M. Sandsten, “Least squares
and maximum likelihood estimation of mixed spectra,” in Proc. Eur. Signal
Process. Conf., 2018, pp. 2345–2349. [Online]. Available: http://dx.doi.
org/10.23919/EUSIPCO.2018.8553105

Muriel Pinheiro was born in Ribeiro Preto, Brasil, in
1986. She received the B.S. degree in electronic en-
gineering and the M.S. degree in telecommunications
from Aeronautical Technological Institute, So Jos dos
Campos, Brazil, in 2009 and 2010, respectively, and
the D.Eng. degree (hons.) from the Karlsruhe Institute
of Technology, Karlsruhe, Germany, in 2016.

From 2009 to 2010, she was at BRADAR, working
with the development of calibration algorithms for
airborne SAR interferometry. In 2011, she joined
the Microwaves and Radar Institute of the German

Aerospace Center, Wessling, Germany (DLR), where she has been a member
of the Multimodal Algorithms Group. Her research interests include signal and
image processing, advanced techniques for SAR image formation, end-to-end
SAR simulation, SAR interferometry, high resolution DEM generation and
persistent scatterer interferometry.

Pau Prats-Iraola (Senior Member, IEEE) was born
in Madrid, Spain, in 1977. He received the Inge-
niero and Ph.D. degrees from the Universitat Politc-
nica de Catalunya (UPC), Barcelona, Spain, in 2001
and 2006, respectively, both in telecommunications
engineering.

In 2001, he was a Research Assistant with the
Institute of Geomatics, Castelldefels, Spain. In 2002,
he was with the Department of Signal Theory and
Communications, UPC, where he worked in the field
of airborne repeat-pass interferometry and airborne

differential SAR interferometry. From December 2002 to August 2006, he
was an Assistant Professor with the Department of Telecommunications and
Systems Engineering, Universitat Autnoma de Barcelona, Barcelona, Spain. In
2006, he joined the Microwaves and Radar Institute, German Aerospace Center
(DLR), Wessling, Germany, where, since 2009, he has been the Head of the
Multimodal Algorithms Group. He has coauthored more than 50 peer-reviewed
journal papers in the field. His research interests include high-resolution air-
borne/spaceborne monostatic/bistatic SAR processing, SAR interferometry,
advanced interferometric acquisition modes, persistent scatterer interferometry,
SAR tomography, and end-to-end SAR simulation.

Marc Rodriguez-Cassola was born in Barcelona,
Spain, in 1977. He received the Ingeniero degree in
telecommunication engineering from the Universidad
Publica de Navarra, Pamplona, Spain, in 2000, the
M.Sc. degree in economics from the Universidad
Nacional de Educacin a Distancia, Madrid, Spain, in
2012, and the Ph.D. degree in electrical engineering
from the Karlsruhe Institute of Technology, Karl-
sruhe, Germany, in 2012.

From 2000 to 2001, he was a Radar Hardware
Engineer with CETP/CNRS, Saint Maur des Fosses,

France. From 2001 to 2003, he was a Software Engineer with Altran Consulting,
Munich, Germany. Since 2003, he has been with the Microwaves and Radar
Institute, German Aerospace Center, Wessling, Germany, where he is currently
leading the SAR Missions Group. His research interests include radar signal
processing, SAR end-to-end simulation, SAR processing and calibration algo-
rithms, crisis theory, and radar mission analysis and applications.

Michelangelo Villano (Member, IEEE) received the
B.Sc. and M.Sc. degrees (hons.) in telecommuni-
cation engineering from the Sapienza University of
Rome, Rome, Italy, in 2006 and 2008, respectively,
and the Ph.D. degree (hons.) from the Karlsruhe In-
stitute of Technology, Karlsruhe, Germany, in 2016.

From 2008 to 2009, he was a Young Graduate
Trainee with the European Space Research and Tech-
nology Center, European Space Agency, Noordwijk,
The Netherlands, where he developed processing al-
gorithms for ice sounding radar. In 2017, he was a

Visiting Research Scientist with the Communications, Tracking, and Radar
Division, NASA Jet Propulsion Laboratory, Pasadena, CA, USA, where he
analyzed novel acquisition modes for the NASA Indian Space Research Orga-
nization SAR instrument. Since 2009, he has been with the German Aerospace
Center (DLR), Microwaves and Radar Institute, Wessling, Germany, where he
is currently the Head of the NewSpace SAR Research Group. Since 2019,
he has also been a Lecturer with Ulm University, Ulm, Germany. He has
authored or coauthored nearly 80 research articles in peer-reviewed journals
and international conference proceedings. He holds four patents in the field
of SAR. His research interest includes the development of disruptive synthetic
aperture radar (SAR) solutions for frequent and enhanced Earth monitoring.

Dr. Villano has been a member of the Technical Program Committee of the
European Conference on SAR (EUSAR), since 2016. He was a recipient of
the First Place Student Paper Award at the EUSAR, Berlin, Germany, in 2014,
the IEEE Geoscience and Remote Sensing Society Letters Prize Paper Award
in 2015 and 2017, the Student Paper Award at the AsiaPacific Conference on
Synthetic Aperture Radar, Marina Bay Sands, Singapore, in 2015, the DLR
Science Award in 2016, the Award as Young Scientist of the Foundation Werner
von Siemens Ring in 2017, the ITG Dissertation Award in 2017, and the Best
Paper Award at the German Microwave Conference 2019. He serves as an
Associate Editor for the IEEE GEOSCIENCE AND REMOTE SENSING LETTERS.
He has served as a Guest Editor for the special issues Advances in Antenna
Array Processing for Radar 2014 and Advances in Antenna Array Processing
for Radar 2016 of the International Journal of Antennas and Propagation.

http://dx.doi.org/10.23919/EUSIPCO.2018.8553105


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


