New aspects about the search for the most relevant parameters for optimization of SLM materials
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Abstract

While the volumetric energy density is commonly used to qualify a process parameter set, and to quantify its influence on the microstructure and performance of additively manufactured (AM) materials and components, it has been already shown that this description is by no means exhaustive. In this work, new aspects of the optimization of the selective laser melting process are investigated for AM Ti-6Al-4V. We focus on the amount of near-surface residual stress (RS), often blamed for the failure of components, and on the porosity characteristics (amount and spatial distribution). First, using synchrotron x-ray diffraction we show that higher RS in the subsurface region is generated if a lower energy density is used. However, we show that laser de-focusing and sample positioning inside the build chamber also play an eminent role, and we quantify this influence. In parallel, using X-ray Computed Tomography, we observe that porosity is mainly concentrated in the contour region, except in the case where the laser speed is small. The low values of porosity (less than 1%) do not influence RS.
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1. Introduction

One of the key strengths of selective laser melting (SLM) is the fabrication of near net-shape, economically attractive metallic components with complex geometries, not otherwise achievable with conventional production methods [1]. For instance, 50% reduction of the production costs has been reported for a conventionally fabricated wrought Ti-6Al-4V engine bracket using AM technology [2].

Material density, or conversely porosity, is one of the first characteristics that are investigated in the search for an optimal SLM processing windows. Varying scanning speed and laser power, for example, changes the dimensions of melt pools, leading to the generation of different kinds of defects such as spheroidal keyhole pores and crack-like voids, due to lack of fusion [3, 4]. Particularly crack-like voids, which in SLM are oriented roughly parallel to consolidated layers, can significantly reduce the lifetime of components under fatigue load [5]. A porosity estimation by using the Archimedes method or 2D microscopy characterization does not give full information about critical defects such as the spatial distribution of all voids and their three-dimensional morphology [6]. Therefore, X-ray computed tomography (CT) is commonly used for 3D porosity analysis in AM parts [7], allowing mapping voids down to the achievable resolution of the instrument. In fact, 3D microstructure characterization is necessary to determine the shape of pores. Since pore size distribution and pore shapes in SLM are highly influenced by the energy input as well as the scanning strategy [7, 8], CT can be an ideal analysis tool to determine process windows in terms of material density.

The optimization of the SLM process can be performed by various strategies. Since the analysis of all parameter sets that influence AM parts is a complex matter, i.e. a multitude of parameters such as laser power ($P$), scanning velocity ($v$), hatch distance ($h$), or powder layer thickness ($x$) must be considered, the volumetric energy density ($E_v$) is often applied as a simple approximation:

$$E_v = \frac{P}{v \cdot h \cdot x} \quad (1)$$

However, one has to bear in mind that $E_v$ convolutes the parameters and represents a significant simplification, i.e. similar $E_v$ can result for different combinations of scanning parameters, leading to very different material properties. While generally very useful for comparison purposes, $E_v$ should be used with caution. For instance, Prashanth et al. [9] have reported a sizeable change in porosity despite constant $E_v$. Additionally, $E_v$ cannot quantify...
melt pool characteristics, because the track width and height of the solidified melt pool have shown to be different at constant $E_V$ [10]. For the particular case of Ti-6Al-4V, currently the most relevant Ti alloy produced by SLM, the parameters involved in $E_V$ can be tuned to obtain partially stabilized lamellar $\alpha+\beta$ microstructures, exhibiting a good ductility [11-13], or $\alpha'/\alpha$ martensite, possessing a high density of lattice defects and showing brittle behavior [14]. The origin of these differences lies in the thermal history during SLM, usually termed intrinsic heat treatment (IHT) [12, 13, 15]. To a certain degree, this IHT can be intensified by choosing certain process parameters (e.g. low hatch distance or low velocities), which gives the possibility to tailor and stabilize the microstructure *operando* during processing [13].

The presence of residual stress (RS) after production can have a high impact on the chosen build strategy as well as on the mechanical performance of final components [16]. RS can be critical for components, since it can introduce geometrical distortion and cracking of the parts even during production [17] as well as detachment from the build platform. The latter is equivalent to a build job failure.

Several studies of RS by destructive techniques (e.g. by the contour method [4], hole drilling [18], or the bridge curvature method (BCM)[19]) have been reported. However, the use of destructive techniques limits further investigation of samples. The most common non-destructive technique for the determination of RS is laboratory X-ray diffraction (XRD), which allows analysing materials to a shallow depth (around 5 µm for Ti-6Al-4V). This, however, is often insufficient, due to the high as-built surface roughness of SLM parts [20]. Synchrotron X-ray diffraction (SXRD) allows overcoming this limit and accessing subsurface RS in a spatially resolved manner. With a white X-ray beam, for instance, it is possible to obtain the residual stress profiles as function of the depth from the surface in one single measurement [21, 22].

It has been shown experimentally [21, 23-25] and by modelling [26] that SLM parts present a surface tensile RS state in as-built condition. Such stresses play a critical role during fatigue, since they can promote faster crack propagation from the surface. Using the BCM approach, other authors have optimized the SLM processing conditions with respect to RS by varying different production parameters (*i.e.*, laser velocity, scanning strategy) [19]. The BCM has also been validated by SXRD [21], where a correlation was found between higher RS and lower energy density ($E_V$).

Building on our previous works, showing possible ways of optimizing SLM processing parameters by means of bulk porosity fractions [4], and identifying synchrotron radiation as
the ideal tool to determine residual stresses [27], in the present study we show the importance of subsurface RS (in the as-built state) to derive guidelines for a more systematic SLM process adjustment.

2. Experimental
2.1. Materials
Prisms (5 × 5 × 15 mm³) were produced in a SLM Solutions 280HL machine using plasma atomized Ti-6Al-4V ELI grade 23 powder from AP&C, with a particle size of d₉₀<50 μm. The specimens were built directly on a baseplate preheated to 200 °C, without need for support structures. A powder layer thickness of 30 μm and a chess-pattern scan strategy with a minimum field size of 5 mm were chosen (a fresh powder batch was used, ensuring no oxygen contamination). For all samples, a set of two contours and one intermediate line (i.e., fill-contour line) were applied before the sample bulk was processed. Special contour parameters were used: laser power of 100 W and scan velocity of 525 mm/s. The scanning and recoating time per layer (overall called “layer time”) amounted to around 19 s in total.

<table>
<thead>
<tr>
<th>Name</th>
<th>Power p</th>
<th>Hatch distance h</th>
<th>Velocity v</th>
<th>Focus f</th>
<th>Energy Density Eᵥ</th>
<th>Line energy P/v</th>
</tr>
</thead>
<tbody>
<tr>
<td>A4</td>
<td>175</td>
<td>0.1</td>
<td>500</td>
<td>0</td>
<td>117</td>
<td>0.35</td>
</tr>
<tr>
<td>A4VP70</td>
<td>70</td>
<td>0.1</td>
<td>200</td>
<td>0</td>
<td>117</td>
<td>0.35</td>
</tr>
<tr>
<td>A4VP280</td>
<td>280</td>
<td>0.1</td>
<td>800</td>
<td>0</td>
<td>117</td>
<td>0.35</td>
</tr>
<tr>
<td>A4F-2</td>
<td>175</td>
<td>0.1</td>
<td>500</td>
<td>-2</td>
<td>117</td>
<td>0.35</td>
</tr>
<tr>
<td>A4F+2</td>
<td>175</td>
<td>0.1</td>
<td>500</td>
<td>2</td>
<td>117</td>
<td>0.35</td>
</tr>
<tr>
<td>A1</td>
<td>175</td>
<td>0.1</td>
<td>200</td>
<td>0</td>
<td>292</td>
<td>0.88</td>
</tr>
<tr>
<td>A1H40</td>
<td>175</td>
<td>0.04</td>
<td>500</td>
<td>0</td>
<td>292</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Different SLM bulk process parameters were chosen (Table 1): the parameter set A4 corresponds to the optimum material density previously determined (using the same SLM machine) and reported in [4, 28]. Around this optimum, the laser power and the scan velocity were varied keeping the volume energy density Eᵥ constant. Moreover, the effects of laser focus position were studied in a limited interval, although this parameter is not included in the definition of Eᵥ (equation 1). Negative focus values indicate that the laser focus is 2 mm above the powder bed. In addition, two particular parameter sets, leading to very high energy...
input into the material (IHT parameters A1 and the derived A1H40), have been considered, since our previous studies showed low RS [21], a stable α+β microstructure, and a reduced texture at acceptable porosity [13]. Short layer scan times have been ensured to render intensified IHT effective. Finally, the effect of location of samples at different positions on the base plate for condition A4 was also investigated at constant SLM process parameters.

2.2. Residual stress determination

The residual stress analysis was carried out at the synchrotron source BESSY II (Helmholtz Zentrum Berlin, Germany) at the EDDI beamline [22]. This beamline provides a white beam with an energy range of about 10 to 150 keV. The experiment was performed in a reflection set-up with a fixed diffraction angle of 2θ = 8° (Fig.1a). The prismatic gauge volume was defined by the intersection of the incoming and the diffracted beams towards the detector. Primary slits with an opening of 500 × 500 μm², and secondary slits with a vertical opening of 30 μm were used, yielding a gauge volume length of 3.8 mm. The gauge volume length almost covered the whole prism base size, so that the stress component along Y was nearly averaged to zero. While this component could be very interesting, its determination is left for future work. We focused our attention on the determination of the stress component in the building direction (along Z axis, Fig.1b), since it would allow relevant comparison among samples. For each measurement point, a sin²ψ scan (see [27]) was performed with 10 ψ-tilts. The coordinate system used on the prismatic specimen during data analysis, and the measurement points with schematic gauge volumes are depicted in Fig. 1b. For all samples the measurements were performed at the surface facing the same direction during production. The normal surface stress component (ψ=0°, Fig. 1a) was assumed to be negligible in the case of the reflection geometry. Therefore, using the sin²ψ method [29] the values of RS in the building direction could be obtained from the linear regression of $d_{\varphi\psi}^{hkl}$ vs. sin²ψ graphs. Diffraction peaks of six crystallographic planes of (α + α’) hexagonal Ti lattices could be observed. For the calculation of strains and stresses, diffraction elastic constants (DEC, reported in [21]) of α-Ti were calculated using the Eshelby/Kröner model [30, 31]. The crystallographic plane {103} of (α + α’) Ti was chosen for data representation, due to its low intergranular stress [32, 33]. Under such experimental conditions, the penetration depth of X-rays was about 120 μm for the 103 reflection. Since the surface roughness (waviness due to the AM process) was less than 10 μm, RS analysis could be considered truly sub-surface. It is worth mentioning that while the β-phase was visible in the some of the diffraction patterns, it was not present in all samples and not observable at all ψ tilts. Although already done in the
literature [34], a reliable determination of the stress in the β-phase (and above all a comparison among all samples) was not possible in the present study.

![Set-up on EDDI beamline (at ψ=0°), with the outgoing beam slits in the back (the beam axis is parallel to the clamps); Samples were tilted around an axis being the intersection of the sample surface and diffraction plane.](image)

![Prismatic sample with schematic representation of the measured points and gauge volumes. Note that the sketch of the gauge](image)
volume in b) has been exaggerated for clarity, and is not to scale (actual size is $500 \times 500 \times 30 \, \mu m^3$).

2.3. X-ray Computed tomography

CT of the cuboids was performed by using a \textit{v}i\textit{t}o\textit{m}e\textit{x} L 300 CT scanner from General Electric, in particular to determine porosity characteristics. 2300 projections were acquired during each scan. A tube voltage of 170 keV and a current of 55 µA were used, and the acquisition time for each projection was 2 s. A voxel size of $(7.1 \, \mu m)^3$ was achieved. A 0.25 mm Cu filter was used to reduce the influence of low-energy X-rays. Data processing was performed by using the AvizoFire 9.4 software package. Only voids with a minimum size of 10 voxels were considered, to reduce the probability of false segmentation due to image artifacts. In order to account for an error in segmentation, three different threshold values were taken, and the standard deviation among the determined volume fractions was calculated. This allowed detecting pores down to $(15.3 \, \mu m)^3$, thus providing an accurate lower limit of total porosity [4, 28]. Sphericity of pores $\Psi$ was calculated as

$$\Psi = \frac{\frac{1}{6} \pi^{\frac{2}{3}}}{V^{\frac{2}{3}}}$$

where $V$ is the volume and $A$ is the surface area of a pore.

2.4. Electron Microscopy

For microstructure investigations, all specimens were ground and then polished with an aqueous suspension of 0.04 µm SiO$_2$ particles with the addition of 10% H$_2$O$_2$. Scanning electron microscopy (SEM) was conducted using the backscattered electron mode (BSE) of a FEI Helios Nanolab 600i dual beam microscope with a CBS detector (3 kV operation voltage, ~80 pA, ~5 mm working distance).

3. Results

3.1. Microstructure as a function of process parameter sets

The evolution of synchrotron XRD diffractograms as a function of the sample height $Z$ is shown in Fig. 3 for the A1H40 ($E_v = 292 \, J/mm^3$; IHT) and A4 ($E_v = 117 \, J/mm^3$; optimized) conditions.

The intensified IHT in A1H40 leads to the formation of $\beta$ phase at the interface of $\alpha$ lamellae (see SEM picture in Fig.3b). The $\beta$-110 peak can be seen along the whole height of the
sample. This is in good agreement with previous investigations [13], where only the very top layers (Z ~ 0.2 mm), not reheated by successive passes, show martensitic α+α'. On the other hand, no β phase forms in A4, manufactured with lower $E_V$, (Fig. 3c and d). Moreover, a microstructure change can be observed from the central region to near the top of the sample (Z=2.5 mm) in the case of manufacturing conditions with different focus position (A4F+2 and A4F-2), (Fig. 4): diffractograms at some $\psi$ angles show the presence of β-110 peak, and the β-phase can be observed in the SEM image for A4F-2 (Fig. 4b, red oval). This effect is less pronounced in the XRD analysis of A4F+2 (Fig. 4c), and the β-phase was not found in the micrographs (Fig. 4d).

Fig. 3. a) Diffractogram and b) BSE-SEM image taken at the center of the sample of A1H40 sample, c) Diffractogram and d) BSE-SEM image taken at the center of the sample of A4 sample.
3.2. Residual Stress Analysis

The subsurface RS analysis was performed exclusively for the hexagonal \( (\alpha + \alpha') \)-Ti phase, present in all samples. The RS profiles along the height of all samples are shown in Fig. 5. Samples produced at \( E_V = 117 \) J/mm\(^3\) consistently possess high tensile RS, exceeding 450 MPa (Fig. 5a), whereas samples with high \( E_V \) (292 J/mm\(^3\)) possess stresses below 150 MPa (Fig. 5b). This difference between low and high \( E_V \) conditions is a consequence the above-mentioned IHT. Lower subsurface RS at higher \( E_V \) were also found in one of our previous studies [21]. All samples show the lowest RS at the top, followed by a sharp increase as a function of depth, and stabilisation above \( Z = 4 \) mm. The stress release at the top simply satisfies boundary conditions \((\sigma_z = 0 \text{ at } Z = 0)\).

The samples with lower \( E_V \) (117 J/mm\(^3\)) show RS variations between 400 MPa and 800 MPa at height > 2 mm (see Fig. 5a). Most interestingly, the RS profiles observed with the focus...
changes A4F+2 and A4F-2 show the highest and lowest values, respectively, thereby forming an envelope for all other conditions. The “optimized” parameter set A4 results in a RS profile lying halfway between A4F+2 and A4F-2. Notably, A4VP70 leads to a subsurface RS level slightly increased by ~50 MPa as compared to the A4 reference. The conditions A4VP280 and A4F+2 seem to show a RS increase as a function of the distance from the top, in contrast to the other parameter sets, which stabilized to a plateau within 2-3 mm from the top surface.

Fig. 5. RS along the building direction for samples produced with a) \( E_V = 117 \text{ J/mm}^3 \); b) \( E_V = 292 \text{ J/mm}^3 \).

3.3. Computed Tomography: analysis of porosity

CT reconstructions show that the total porosity was below 1% for all conditions studied, with A4 even below 0.1 % (Table 2). The use of a laser focus above the powder bed (A4F-2) lead to a significant porosity increase to 0.1%. The combined variation of laser power and velocity evidences only a slight increase with respect to the porosity in the optimized parameter set A4. In contrast, the density of samples produced with high \( E_V \) underwent large variations: While using a reduced hatch distance (A1H40) only weakly affected the porosity, a lower velocity (A1) resulted in a ~ 50× increase in porosity. The contour regions often show accumulation of voids. In some cases pores were mainly located at the transition zone between contour and bulk scans (i.e. at the so-called fill-contour region, located around 500-600 µm from the surface). Therefore, the ratio between porosity at fill-contour region and total porosity was also calculated, and is reported in Table 2. Only the conditions A1 and A4VP70 show predominant bulk porosity, while for the rest the fill-contour region contain > 50 % of total porosity.
Table 2. Porosity parameters, as determined by CT.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Total porosity, $p$ [%]</th>
<th>Bulk porosity [%]</th>
<th>Ratio between fill-contour region and total porosity</th>
<th>Energy density, $E_v$ [J/mm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A1$</td>
<td>0.95±0.04</td>
<td>0.69</td>
<td>0.27</td>
<td>292</td>
</tr>
<tr>
<td>$A1H40$</td>
<td>0.04±0.005</td>
<td>0.013</td>
<td>0.68</td>
<td>117</td>
</tr>
<tr>
<td>$A4$</td>
<td>0.008±0.0005</td>
<td>0.003</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>$A4VP70$</td>
<td>0.02±0.002</td>
<td>0.018</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>$A4VP280$</td>
<td>0.045±0.002</td>
<td>0.02</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>$A4F-2$</td>
<td>0.1±0.03</td>
<td>0.04</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>$A4F+2$</td>
<td>0.002±0.0005</td>
<td>0.001</td>
<td>0.50</td>
<td></td>
</tr>
</tbody>
</table>

Elongated, crack like pores, and void accumulation at the borders of samples and components are, from a mechanical point of view, more critical than bulk porosity [35]. The 2D projections along the build direction, *i.e.* onto XY plane (see Fig. 1), of the 3D CT reconstructed volumes are shown in Fig. 6 and 7. Those figures show the spatial distribution of porosity integrated along an axis perpendicular to the build direction.

The 3D aspect ratio, $F_{3D}$, was determined by the ratio between the longest ($F_{max}$) and the shortest Feret diameter ($F_{min}$) of each void. $F_{3D} = 1$ indicates an ideally spherical pore. The shape distributions of all samples are shown in Figs. 6f and 7c.

The comparison between samples manufactured with different laser focus distances shows that this parameter has a large effect on pore size and morphology (Fig. 6a,b,c). The A4F-2 parameter set, while leading to the highest amount of total porosity (0.1 %), resulted in rounder pores compared to A4F+2 and A4. At the same time, in the A4F+2 and A4 samples some elongated and irregularly shaped pores could be observed. The most elongated and complex-shaped pores, with aspect ratio up to 11, occurred in A4 (focus = 0) and A4VP70, while A4VP280 resulted in nearly spherical pores ($F_{3D} < 4$), almost exclusively located in the contour region. Similarly, the samples manufactured with the SLM parameter sets A1 and A1H40 show basically only near spherical pores (Fig. 7).
Fig. 6. The global 3D porosity rendering projected onto a 2D slice (XY plane) a) A4F+2, b) A4F-2, c) A4, d) A4VP70, e) A4VP280; The frequency distribution of the ratio between maximum and minimum pore Feret’s diameters, $F_{3D}$, is shown in f).

Significant porosity differences between the two samples with lower $E_v$ (A1 and A1H40) (Fig. 7 a,b) can be clearly observed: In A1H40 most of the pores are concentrated in the region between contour and bulk, whereas only a few pores are found in the bulk.
Fig. 7. The 3D porosity rendering from the whole sample projected along the build direction
a) A1H40, b) A1, c) $F_{3D}$ distribution histogram for the samples with high $E_v$.

Fig. 8 shows the 3D aspect ratio $F_{3D}$ as a function of sphericity, $\Psi$ (Equation 3), for bulk
porosity, *i.e.* neglecting the fill-contour region. The bulk porosity is given in brackets for each
condition. A4VP280 (porosity = 0.002 %) presents the largest fraction of “round” pores
(minimum sphericity around 0.85). That means that the presence of irregularly-shaped pores
(*i.e.* lack of fusion) could be reduced by increasing laser power and velocity, while keeping
the same energy density. Also, the focusing of the laser beam above the powder bed (A4F-2)
decreases the number of critical pores (those with low sphericity), while focusing in opposite
direction (*i.e.*, below the powder bed, A4F+2) keeps the amount of critical pores similar to the
case with focus on the powder bed, i.e. A4 (Fig.8a).
It is to be mentioned that because of the limited resolution of laboratory CT, no information
could be extracted about the origin of the pores. This study was beyond the scope of this
work, and has been partially done in previous work [4, 36] (using Synchrotron Radiation CT and X-ray refraction), to which the reader is referred to for more details.

![Fig. 8. 3D aspect ratio of pores (F3D) vs. sphericity of bulk porosity for samples a) A4, AF+2, A4F-2; b) A4VP70, A4VP280; c) A1H40, A1. Note: the volume fraction of bulk pores is given in brackets.](image)

### 4. Discussion

We have observed that higher energy input ($E_v = 292$ J/mm$^3$) evidently reduces RS, due to the IHT effect during manufacturing (compare Figs. 5a and 5b). Moreover, the formation of the $\beta$-phase is connected to both the higher energy density and to the short scanning time per layer, via the IHT effect. This is evidenced by the conditions A1 and A1H40, where $\beta$ can be readily observed both by XRD and SEM. This implies that, additional to the IHT effect, the increase in ductility, usually induced by the presence of $\beta$ in SLM Ti6Al4V [11], may also favor relaxation of RS via plastic deformation.

Changes in spatial distribution of voids between contour and bulk region can be observed almost for all samples. The voids in the fill-contour region represent more than 50% of the porosity for most of the studied conditions (Table 2), except A1 and A4VP70. Therefore, contour parameters ought to be optimized in order to decrease the porosity near the surface (which even is most detrimental for crack initiation). While the decrease of hatch distance results in less elongated pores, the bulk porosity remains low (compare A4 and A1H40 in Table 2 as well as Figs. 6c and 7a). Finite element calculations have also shown that the effect of hatch distance is insignificant in terms of melt pool dimensions [37]. Actually, porosity is more sensitive to the change of laser velocity (0.008% for $v = 500$ mm/s vs. 0.95% for $v = 200$ mm/s) than to hatch distance, as also reported in [1]. Indeed, the simple $P/v$ ratio correlates to the porosity level better than $E_v$ (see Tab.1). Defects generated by higher energy input usually form due to over-melting, leading to vaporization within the melt pool [3]. All samples with lower $E_v$ have bulk porosity < 0.5 % although they can show different pore distributions and
morphology. Interestingly, the simultaneous increase of scanning velocity and power (sample A4VP280) with respect to the optimized parameter set (sample A4) leads to the decrease of elongated pores, i.e. pores with higher sphericity). In contrast, low power and scanning speed (sample A4VP70) provoke the most irregular shapes, probably caused by lack of fusion.

In the case of samples with different laser focus position (i.e. A4F-2 and A4F+2), we observe a correspondence between low RS and high porosity. However, in the case of A4F-2, the porosity is around 0.1 % in the contour region (up to 200 µm below the surface) and around 0.2 % in the fill-contour region (between 200 and 600 µm below the surface). These (low) porosity fractions cannot have any influence on the reduction of subsurface RS. In fact, the dependence of the elastic modulus $E$ on porosity $p$ predicted by micromechanical models [38-40] can be summarized in the relation

$$E = E_0 (1-p)^m$$

where $E_0$ is the elastic modulus of the fully dense material and $m$ a shape factor. The latter is about 2 for spherical pores and increases to over 4 for elongated pores. Therefore, even taking into account the influence of pores with low sphericity (large $m$), the decrease of elastic modulus in the case of small porosity would be negligible, and both stress and strain would be undistinguishable from the case of a fully dense sample. Moreover, since plasticity, and thereby capability of relaxing residual stress without damage, is governed by dislocation motion, there is no influence of a small amount of porosity distributed in relatively large pores (size above 15-20 µm). We can therefore exclude any stress relaxation due to porosity.

Of all the samples that were manufactured with low energy density, those manufactured with a de-focused laser beam (A4F-2 and A4F+2) possess the smallest and the largest RS values, respectively. The stress difference varies between 200 and 350 MPa along the sample height. Moreover, the sample manufactured with the very same parameters but with a focused laser (A4) presents intermediate RS levels between the two limiting values. This observation can be explained with the different volumetric energy input (Fig. 9): certainly, sample A4F-2 experienced higher temperatures than A4F+2 during production, which allowed a partial IHT. This led to a larger amount of $\beta$-phase at some locations (Fig. 4). Such a change in the microstructure by shifting the laser focus has also been reported for SLM IN718 [41]. Possibly, the presence of a larger amount of $\beta$ for A4F-2 could favor RS relaxation.

Several reasons, which go back to the complex physics of the laser-material interactions in laser powder bed fusion, may contribute to the changes caused by a focus shift. Usually,
during laser scanning metal vapor and plasma (overheated, ionized gases) form [42-44]. Material, metal vapor, and heated process gas may be ejected in a “process plume” that can extend up to several millimeters height; these effects change substantially with the chosen laser scan speed and power [44]. The process plume and plasma lead to changes of the refractive index, thus affecting the laser by de-focusing and deflecting its path [44]. Changes in the laser interaction with the process plume and with the plasma may directly translate into changes in the heat transfer during the SLM process [44]. In order to elucidate these effects in detail, systematic studies would be needed, which, however, lay outside the scope and realm of the current study.

Another contribution to this observation may arise from the sample positioning on the baseplate during manufacturing. To systematically investigate this possibility, a RS analysis was performed on four samples. They were labeled N1, N7 (i.e., sample A4 reported above, see Fig.5), N12, and N18, and all manufactured with identical parameters to A4 (Fig. 10a). A further sample, named N1’, with same process parameters, but extracted from a different build job and placed in the same position as N1, was investigated to check build-to-build variations. For full comparability, the two build jobs were set up with the same scanning time per layer and interlayer dwell time. The same lateral surfaces, marked by yellow lines in Fig. 10a, were analyzed for all samples.

The RS profiles along the sample height (Fig. 10b) showed a similar behavior for all samples (and similar to those reported in Fig. 5a), with a maximum RS difference of about 200 MPa and a typical interval width of 150 MPa. Samples at the bottom two rows (N12 and N18, nearest to the Argon inlet into the build chamber) showed similar stress values (except for one single point), and lower stresses than samples in the top row (N1). Interestingly, sample N7 (close to center of the base plate) displayed stress values that lie in-between. Finally, the very same stress values were observed in N1 and N1’, thereby confirming reproducibility of successive build jobs.
Fig. 10. a) Sketch of the base plate (size $280 \times 280 \text{mm}^2$) with sample nomenclature (yellow lines specify the analyzed surfaces); b) RS profiles for the samples at different positions on the base plate.

The positions of samples A4F-2, A4F+2, and A4 corresponded to N11, N7, and N5, respectively (Fig. 10a). We see that while the different sample position (N5 to N11) would certainly induce some stress difference between A4F-2 and A4F+2, this difference could never be as large as the measured one (200-350 MPa), simply because the maximum stress difference due to sample position (i.e. throughout the whole chamber) lies around 150-200 MPa (Fig. 10b). The measured effects of laser de-focusing on RS is therefore genuinely dictated by energy distribution considerations during the solidification process.

However, the data reported in Fig. 10b undoubtedly show that the position on the base plate needs to be treated as an additional parameter for the optimization of SLM components. One factor causing the observed RS variation as a function of the sample position on the base plate may be the laser path. The laser gun is initially placed in the center of the base plate; this may be the reason why samples N1 and N12/N18 at two opposite sides of the base plate show the maximum RS difference (Fig. 10b). In the case of the N1 sample, the surface used for RS analysis was oriented in such a way that the laser was directed towards material that had already solidified (Fig. 11a, red path). In this case, heat dissipation could occur rapidly (larger thermal conductivity). In the case of N12 and N18 the surface used for RS analysis saw the laser going towards the powder (Fig. 11a, blue path), which has a lower thermal conductivity. In this case, heat dissipation could not occur as rapidly as in the case of N1 and, therefore, the sample remained warmer for longer time. This allowed partial relaxation of the residual stresses. Another factor that may significantly influence the RS variation as function of
sample position on the base plate is the inhomogeneous Argon flow (schematically shown in Fig. 11b). The impact of an inhomogeneous gas flow on porosity and compressive strength has been also reported in [45]. A systematic study of this effect would be required, but it lies beyond the scope of this work, and it is left for future investigations.

Fig. 11. a) Schematic representation of laser scanning principle for samples with different position on the base plate N18 and N1; b) schematic representation of Argon flow.

In conclusion, while the ability to manufacture SLM samples with reproducible properties (e.g. tensile strength), keeping the same process parameters and powder quality, has been proven [46], we point out new important aspects that need full consideration while producing components or test specimens in series. Factors such as the position inside the build chamber or the homogeneity of gas flow need to be investigated in a more systematic manner, and possibly other parameters in the build job need also to be taken into account. Quoting Albert Einstein: “We should make things as simple as possible, but not simpler”.

Summary and Conclusions
Subsurface residual stresses (RS) were studied in several SLM Ti-6Al-4V prisms. These were manufactured by varying the process parameters around an optimal parameter set (i.e. keeping the energy $E_V$ constant at the optimum value). Additionally, we compared two energy densities. In parallel, defects (porosity and spatial distribution of pores) were investigated by x-ray computed tomography.

We were able to identify the most relevant process parameters heavily influencing RS in SLM Ti-6Al-4V, within a reference process window previously optimized in terms of porosity, and to add new factors:
Upon reduction of the hatch distance from the standard 100 µm down to 40 µm one can stabilize the microstructure without affecting porosity, and simultaneously reducing sub-surface residual stress from about 600 MPa to about 150 MPa. This, however, also requires very short layer scan times.

For the same energy density, one can obtain different pore shapes depending on heat input. In fact, one can minimize the presence of crack-like pores by increasing laser power and speed with respect to the reference, optimized condition. The presence of keyhole pores might be further reduced by increasing laser speed above 800 mm/s (at P = 280 W, hatch distance = 100 µm).

We demonstrated that porosity has negligible influence on subsurface RS and its relaxation, possibly because of its low values (< 1%), even if pores are mainly concentrated in the fill-contour regions.

Sample position on the base plate showed to have an influence on the RS state. This was qualitatively explained by the different heat dissipation mechanisms occurring on loose powder and in bulk metal. Possibly, this effect is exacerbated by the uneven Argon flow inside the chamber.

Laser focus distance has an influence on the RS state, i.e. focusing the laser below the powder bed yield smaller RS. In the case of focusing above the powder bed, a larger temperature is reached, proven by the presence of β, which allows RS relaxation. While the effect of de-focusing is convoluted with the effect of sample position in the chamber, we could show that the first is quantitatively dominant over the second.

We concluded that more systematic investigations are still needed to better quantify the factors we investigated in this work, and explore the effect of other factors not contained herein. Furthermore, by demonstrating that optimizing porosity and pore shapes does not minimize RS, we recommend defining the property to be optimized before using ‘optimum’ process parameter sets.
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