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1 Introduction

The increasing availability of computational resources has led to numerous publi-
cations on large eddy and even sporadically on direct numerical simulations of low
pressure turbine (LPT) flows with Reynolds numbers around 105, e.g. [4, 11]. In
need for an appropriate validation case, the community has focussed on the T106
profile series for which experimental data are publicly available [6]. The T106A
and T106C variants atRe = 60,000 andRe = 80,000, respectively, at low inflow
turbulence have been selected as an advanced test case in theHigh-Order CFD
Methods workshop series. While the experiment was arranged as a linear cascade
of six prismatic blades with an aspect ratio of 2.4, the computational geometry is
simplified assuming pitchwise and spanwise periodicity andlaminar inflow condi-
tions. The spanwise domain size amounts to 10% of the chord length. Besides the
influence of 3D effects, uncertainties exist concerning theexact inflow and stagger
angles and have been addressed in several studies, cf. [4, 13]. Even if the nominal
boundary conditions of the workshops are used, different numerical methods and
solvers show a significant variation in the blade pressure distribution and wake loss
profile [2, 3, 7].

In order to fairly assess advanced numerical methods such ashigh-order dis-
cretisation or synthetic turbulence inflow conditions, a good understanding of the
numerical setup and its influence on the quantities of interest is required. In an LES,
most of these are based on statistical moments. For practical reasons of available
computing resources, these moments are estimated using a finite number of samples
and are, hence, subject to statistical error. In order to be able to draw any meaningful
conclusions when comparing two simulation results, this error has to be considered.
Following this rationale, we performed a series of large eddy simulations of the
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T106C LPT profile at isentropic exit conditions ofRe= 80,000 andM = 0.65 using
DLR’s solver for turbomachinery flows TRACE and carefully analysed the results.

2 Numerical method

TRACE solves the filtered compressible Navier-Stokes equations using a second-
order accurate, density based finite volume scheme applyingMUSCL reconstruc-
tion with κ = 1/3 [5]. A fraction of 10−3 of Roe’s numerical flux [10] is added
to a central flux to avoid odd-even decoupling. Time integration is performed us-
ing a third-order accurate explicit Runge-Kutta method. The subgrid stresses are
computed by the WALE model [8].

The following methods have been applied as boundary conditions:

Unsteady1DCharacteristics Time and surface average boundary state driven to-
wards prescribed boundary values (stagnation pressure andtemperature, flow
angles at inflow, static pressure at outflow) by means of incoming characteris-
tics. 1D non-reflecting. [12]

Riemann Time and space local state forced to meet prescribedboundary values
(as above) based on Riemann invariants. Prone to reflections. [1]

Dirichlet Directly prescribe time and space local state computed with prescribed
velocity vector and static temperature while static pressure is taken from inner
cell. Reflecting.

If not otherwise stated, the 1D non-reflecting boundary condition is used for both
inflow and outflow.

The primary data obtained from LES are time series of the filtered quantities at
the solution points. In the following averaging process over a finite length sample,
any filtered quantityf can be split into a time meanf and a fluctuating partf ′. The
error on the mean is given by
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with the varianceσ2
f and the number of independent samplesn. The latter can be es-

timated by relating the integral time scaleTint to the length of the averaging interval
Taverage[9]. A measure for the integral time scale can be obtained from the integral
over the auto-correlation function. For practical reasons, the integral is truncated at
the first zero crossing of the integrand.

Errors on the derived quantities of engineering interest are obtained using error
propagation. The isentropic Mach number and total pressureloss coefficient are
given by
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with the heat capacity ratioγ, reference stagnation pressurepref
t , stagnation pressure

pt and static pressurep treated as independent variables.
Results of the grid study are not reported due to space constraints. The final grid

was resolved with 40 points per 10% chord in spanwise direction, giving a total of
10.723· 106 cells with non-dimensional cell sizes of∆x+max = 40.5, ∆x+avg = 9.0,
∆z+max= 24.6, ∆z+avg= 8.6 andy+ < 0.91 along the blade surface.

3 Results and discussion

The flow field was initialised using a RANS solution from whichthe simulation
shows a transient phase of 2D vortex shedding. Eventually, the vortices break down
into turbulent structures. All times are expressed in termsof the convective time
Tthrough= c/uexit with a chord lengthc = 0.093m and an approximate exit velocity
uexit ≈ 200m/s. A quantity to assess the passing of the initial transient is the blade
forceFy averaged over 10 throughflows normalised by the average overthe last 90
throughflows as shown in Fig. 1 (left). It can be said that the initial transient has
washed out after about 10 throughflows.

Fig. 1 (right) shows the statistical convergence of the mean total pressure loss
coefficientζ and its errorσζ with increasing averaging timetav. Each line corre-
sponds to a different pitchwise position traversing the pressure side of the wake at
x = xTE+0.7cax with the axial position of the trailing edgexTE and the axial chord
lengthcax. Even after 90 throughflows, some drift can be observed especially in the
centre of the wake. It remains, however, within the statistical error. Due to limited
computational resources, the following studies were conducted with averages over
90 throughflows.

The choice of inflow boundary condition formulation revealed a significant in-
fluence on the blade pressure distribution. It has to be mentioned that RANS sim-
ulations are basically insensitive to this choice for this case, hence, the effect must
be due to unsteady reflections of upstream travelling waves.Fig. 2 (left) shows the
blade pressure distribution in terms of isentropic Mach number. The locations at
which probe data were available to estimate the error are marked with crosses. Only
within this range is the error indicated by shaded regions. The three methods pro-
duce significantly different results downstream of the suction side separation point.
The results obtained with theDirichlet boundary condition are characterised by a
very thin closed separation bubble while. Changing to theRiemann formulation with
the inlet 0.1m away from the leading edge thickens the still closed separation bub-
ble. Moving the inlet upstream to 0.2m to weaken the influence of reflections or
employing the 1D non-reflecting formulation at 0.1m leads to an open separation
bubble and the best agreement with experiments. The great spread in the results sug-



4 Christian Morsbach and Michael Bergmann

Fig. 1 Statistical convergence of pitchwise blade force averagedover 10 throughflows (left) and
total pressure loss coefficient atx = xTE+0.7cax at different relative pitchwise positions (right).

Fig. 2 Blade pressure distribution in terms of isentropic Mach number for different inflow bound-
ary conditions with numerical references [2, 3, 7] (left) and spanwise domain sizes (right).

gests that most of the observed variations in the literaturecould be due to different
formulations of boundary conditions.

At a first glance at Fig. 2 (right), the influence of the spanwise domain size is
rather small yet statistically significant. The different pressure distribution can be
attributed to a slight change in shape of the separation bubble, especially a small
secondary recirculation region within the bubble atx/cax ≈ 0.9. The differences
become more obvious downstream in the wake. Fig. 3 is based ondata from a 1D-
probe near its centre atx= xTE+0.4cax. The normalised two-point correlation along
the span is shown for the axialu′ and spanwisew′ component of the fluctuating
velocity (left). For 10% span the latter reaches zero within half the domainsize. With
increasing domain size, the zero-crossing gradually movesto below a quarter. It has
to be mentioned though, that the two-point correlation doesnot show a zero value
for large∆z. For the axial velocity component, zero is not even reached for greater
domains and a very high correlation value above 0.6 remains for 10% span. Looking
at the raw time traces, this can be attributed to significant periods of spanwise fully
correlated flow. To quantify this, an instantaneous turbulence intensity
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Fig. 3 Two-point correlation of axial and spanwise velocity (left) and histogram of instantaneous
turbulence intensity (right) at x = xTE+0.4cax in the centre of the wake.

Fig. 4 Total pressure loss coefficient (left) and axial Reynolds stress component (right) at x =
xTE+0.7cax.

Tux(t) =

√

〈u′2(x, t)〉
〈u(x, t)〉

(3)

can be defined using a spanwise average denoted by〈.〉. The probability density
distribution of this quantity is shown in Fig. 3 (right). For every span, we observe
a distribution with two peaks - one at low and one at high turbulence intensity. The
anomalous peak at 0 can be seen as a hint for too small a spanwise domain. Increas-
ing the span significantly changes the distribution towardsa state where no fully
correlated phases across the span exist. Therefore, the assumption of spanwise peri-
odicity in combination with too small domain sizes can lead to wrong conclusions.

The total pressure loss wake profile in Fig. 4 (left) shows an oscillatory depen-
dence on the domain size while the axial Reynolds stress component (right) de-
creases with increasing domain size. Both quantities show astatistically significant
influence of the domain size. For this case we conclude, that the domain should
cover at least 0.3c.
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4 Conclusion

The numerical setup of an LES of the T106C LPT profile has been assessed consid-
ering the statistical error on mean values due to finite averaging times. Both inflow
boundary conditions and the spanwise domain size show a significant influence on
the predicted blade pressure distribution and wake profiles. Most of the variation of
numerical results for the pressure distribution can be attributed to the choice of in-
flow boundary condition. For the considered Reynolds numberof 80,000, typically
assumed spanwise domain sizes of 0.1c are insufficient to capture the decay of 2D
structures into turbulence appropriately.
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