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DLR's Remote Component Environment (RCE) is an open-source software environment for defining and executing workflows containing distributed simulation tools by integrating them into a peer-to-peer network. It is being developed primarily by DLR and has been used in various engineering projects, including several aerospace projects dealing with multidisciplinary optimization (MDO) and multidisciplinary analysis (MDA). RCE has several advantages that can help to achieve more reusable multidisciplinary processes. The workflow is composed of built-in and user-defined components. Disciplinary tools are integrated as standalone components, with defined inputs and outputs, and then distributed over the network. While executing the workflow, data dependencies between the components are automatically detected, and a component is executed as soon as all its input data is available. Thus, multiple components can run at the same time. The components of a multidisciplinary process can also be executed in a distributed manner, where the tools are located on different machines with possibly different operating systems. Once configured, the peer-to-peer network is automatically established between the RCE instances running on different machines, making components visible and executable even between instances that are only connected indirectly. The distributed execution capability alleviates tool deployment issues, including those related to the protection of intellectual property. RCE supplies a graphical editor for creation of workflows, using the built-in components to control the data flow. Some built-in components can be used to perform optimization tasks within the workflow, including nested loops, using built-in or user integrated optimization algorithms. We demonstrate the use of some of the key features of RCE for MDA and MDO purposes based on several collaborative DLR projects where distributed simulation tools are being used.
I. Introduction

The analysis, design, and simulation of complex systems such as aircraft require the use of a multitude of software tools from a wide range of disciplines. While each disciplinary tool focuses on solving a single sub-problem, solving the overall aircraft design problem using optimization algorithms significantly increases the number of tools involved and the overall complexity and usually requires leveraging distributed computational resources. RCE (Remote Component Environment) is an open-source distributed integration framework primarily being developed at DLR [1,2,3]. Both the source code of RCE as well as executable versions for Windows and Linux are available free of charge under a permissive license [4]. RCE helps engineers and scientists to analyze, optimize, and design complex systems like aircraft, ships, or satellites. Handling complex systems requires many experts and several tools. RCE is especially suited for multidisciplinary collaboration and concurrent engineering. Its target audience comprises engineers and scientists who are involved in multidisciplinary design and optimization processes comprised of numerous disciplinary software tools. As such, RCE is a software framework that facilitates setting up and solving distributed MDA and MDO problems. RCE enables these users to construct executable descriptions of such processes, to execute them in a distributed environment, and to monitor and analyze all data accrued during execution of the process.

Previously, RCE was successfully deployed in various aerospace projects [5,6] and for engineering problems in the shipbuilding, energy and transport sectors. The purpose of this paper is to showcase RCE’s capabilities, recent improvements, and some new demonstrative applications in aeronautics.

The paper is organized as follows: RCE with its unique features for distributed execution of tools and collaborative process development are described in detail in the next section. Next, we briefly introduce the Common Parametric Aircraft Configuration Schema (CPACS), a hierarchical XML file which is used for the formalized exchange of product data in aircraft design. Then, we present the use of RCE for MDA in two collaborative aircraft design projects. Finally, we showcase how RCE is being used in conjunction with CPACS for distributed MDO in three different collaborative projects.

II. Remote Component Environment (RCE)

In order to describe a process chain in a way that can be executed automatically, RCE asks the user to first define the interfaces of the software tools involved in the process. The user can subsequently compose these tools into the complete process, the so-called workflow. In this workflow, the tools are merely viewed as black-boxes comprised of inputs and outputs, but no description of their internal behavior. Afterwards, the user can execute the resulting workflow via RCE. For each tool involved in the process they may choose a machine on their network on which to execute the tool. RCE transparently handles the transport of data between the machines involved in the execution of the workflow and retains the accrued data for later analysis.

In this section, we first describe the general principles behind the definition of such black-boxes, their composition into workflows, and the execution of such workflows on a single machine. Afterwards, we continue by highlighting some main features of the graphical user interface for managing and administrating RCE. We then detail how multiple instances of RCE can be composed into a network for distributed execution of workflows as well as the additional challenges encountered in such a setting. Finally, we close with a brief outlook on the further development of RCE.

A. Tool Integration, Workflow Construction and Execution

The primary use cases of RCE consist of the integration of external software tools into the integration environment, the composition of such tools into workflows, the execution of these workflows, and the retrieval of data accrued during this execution. In order for tools to be integrated into RCE they only have to meet two requirements: They must (a) be executable from the command line and (b) must not require any user interaction during execution.

Integrating an external tool into RCE amounts to defining an interface between RCE and the tool, i.e. defining its inputs and outputs to make them accessible by RCE, adding pre- and post-processing steps for the input and output data, and defining the commands for the invocation of the tool. In order to aid the user in defining this integration, RCE features a graphical wizard that guides the user through this process. Once created, the integration is defined by a plain text file which can also be edited using standard text editors. An integrated tool is available locally as a component to be used in workflows and fits seamlessly into the user interface.

In addition to user-integrated tools, RCE provides a number of predefined tools which can be used in conjunction with integrated tools to construct complex workflows. These predefined tools supply a multitude of basic functionalities used in numerous workflows such as handling the flow of data through the workflow, reading
and extracting data from files, manipulating XML, executing user-defined Python scripts, and evaluating incoming data. Furthermore, there are predefined components that simplify the construction of workflows for multidisciplinary design optimization, such as basic mathematical and statistical methods. There is also a component that determines absolute or relative convergence of its input values, and a component that provides access to the optimization algorithms implemented by the Dakota software library. Moreover, RCE features a component that allows for the exploration of a parametric design space. This component provides several algorithms for this exploration, among them a design based on Latin Hypercube sampling or on a Monte Carlo approach. The user, however, also has the flexibility to specify a custom design.

After integrating the tools required for the execution of the workflow, the user may compose them into a workflow. To this end, RCE offers a graphical editor allowing the user to construct a workflow by first dragging and dropping the required components into the editor and subsequently connecting their respective inputs and outputs.

After constructing such a workflow, the user can execute it. RCE starts by executing those tools that have no inputs, e.g., tools that merely read input files from some preconfigured location. Once a tool has terminated, e.g., once it has read a file into memory or finished its simulation, RCE collects the outputs of the tool as defined by its integration and computed by its post-script and passes them to the tools whose inputs are connected to the outputs of the terminated tool. After forwarding all inputs required by a given tool, RCE executes the respective tool and again collects its outputs in order to pass them to subsequent tools. The execution of the workflow continues in this manner, with several tools potentially running concurrently, if their input and output data do not depend on one another. During execution of the workflow, RCE moreover provides the user with monitors for the progress of the workflow as a whole as well as for the progress of individual tools. In the following section, we provide further detail on the graphical interface of RCE that aids the user in integrating tools as well as in constructing and executing workflows.

B. User Interface

Since it is the goal of RCE to support users in their daily tasks, we aim to keep the barrier to using RCE as low as possible. Furthermore, since RCE is not developed as a single-purpose software, but rather as a flexible distributed integration framework, we aim to provide easy access to all of the features provided by RCE. To accomplish both goals simultaneously, RCE offers not only a customizizable graphical user interface, but also a command line interface and an embedded SSH server that allows for remote control and monitoring. In this section, we focus on a description of the graphical user interface before briefly touching upon the text-based interfaces in Section “Tool Publication and Networking”.

For many users, the first step when using RCE is the integration of a custom tool. As explained above, this step involves the definition of an interface between the tool and RCE, as well as the implementation of pre- and post-processing steps and the definition of commands for the invocation of the tool. This process is, in general, quite involved, as it requires precise and complete knowledge about the input and output formats of the tool as well as the implementation of scripts for parsing the tool’s output. In order to simplify this process as much as possible, RCE provides a graphical wizard that guides the user through the integration of a tool. This wizard presents the process of integrating a tool as a number of discrete and independent sub-steps, each of which is independent of each other. Hence, integrating a tool using this wizard is easier by far than manually writing a text file defining all parts of the integration at once.

One of RCE’s main features consists of giving users the ability to compose tools into workflows. In order to assist users with this, a major part of RCE’s main user interface is comprised of a graphical editor for the visual creation of workflows. Using drag and drop, users can intuitively add the desired workflow components and arrange them in a logical sequence. After thus arranging the tools, the user can easily connect them via a connection manager which displays the flow of data between two selected components. Again leveraging drag and drop, the user can connect the inputs and outputs of the components. To further improve usability, the connection manager automatically connects the inputs and outputs with the same name and the same data type. We show such a completed workflow as displayed in RCE in Fig. 1.

Furthermore, we have observed in practice that users rarely work on a single workflow, but are rather involved in the construction, execution, or analysis of multiple workflows, sometimes even among multiple projects. In order to account for such scenarios, RCE features a graphical project manager which gives an overview over several workflows that the user may work on concurrently, together with other resources that they may require for the execution of such workflows, such as input data or template files. This project manager can be seen in the top left corner of Figure Fig. 1.

Finally, we have observed that the adoption of RCE used to be greatly impeded by the disconnect between RCE and its documentation. New users regularly had to reference an external guide during their initial hours with RCE.
which used to be provided only as a separate PDF file. In order to alleviate this, RCE also features a context-sensitive online help, which is easily accessible by the user and displays documentation that is relevant to the current situation and environment of the user.

To conclude, RCE does not only feature a graphical user interface for those tasks that necessitate such an interface, such as the construction of workflows, but for a wide range of supplementary tasks, such as tool integration or project management. While a graphical interface is not necessarily required in order to accomplish these tasks, they have shown to greatly simplify the everyday use of RCE. We now proceed to discuss the use of RCE in a distributed setting, where several tools that are combined in the same workflow are executed on multiple physical machines in the same network.

![Image of RCE graphical user interface](image)

**Fig. 1.** The graphical user interface of RCE showing, among others, the workflow editor. The yellow boxes denote disciplinary tools, while the arrows between them denote the exchanged data.

### C. Tool Publication and Networking

Many projects in the context of research and engineering require the connection of tools between different organisations. Thus, RCE does not restrict the user to those tools integrated on their local machine when constructing a workflow. Instead, they can connect their local instance of RCE with instances running on remote machines reachable via a local network or the internet. RCE's workflow editor transparently includes the tools integrated on those remote machines, allowing the user to include them in the workflow as if they were integrated locally. The setup of connections to remote machines is again aided by a graphical user interface that displays the existing connections as well as all instances currently visible on the network.

By default, connections are unencrypted and as such only meant to be used only in a trusted (internal) network. In order to allow communication across the boundaries of organizations, RCE also provides a different type of connections, which utilize the SSH protocol to provide encryption and login authentication. These connections are meant to securely connect RCE instances over the internet.

In this section, we first explain how users can leverage the network of RCE instances to execute workflows in a distributed fashion. Subsequently, we demonstrate RCE’s versatility for use in such a distributed environment in which the graphical user interface explained above may not be available. Finally, we detail challenges that arose from the ever-increasing size of RCE networks in practice and recent improvements in the architecture of the handling of network connections we made in order to overcome these challenges.
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1. Distributed Execution and Authorization

In very simple scenarios, it is possible to grant all connected instances universal access, i.e., to allow each instance to access all integrated tools on all other instances. In practice, however, it turns out that this model is often undesirable. On the one hand, this permissive model would lead to cluttering of the user interface, as users are presented with numerous remote tools that are unnecessary for their work. On the other hand, if a user is a member of different RCE networks at the same time, it may be necessary to restrict certain tools to one network, but prevent them from being accessed from the other.

Hence, in order to obtain more fine-grained control over the accessibility of the published components, each component can be assigned one of three publication levels: By default, a component is published locally and can only be accessed by the local instance. If a user wants to grant universal access to a tool, they may assign it the publication level public, which exposes that tool to all connected RCE instances across the network. As a middle ground, the custom publishing level grants access to the component to only to instances that are members of certain authorization groups. These authorization groups are defined by the user publishing the tool. In order to grant access to a specific authorization group, the user defining the group must distribute an automatically generated secret key to the appropriate users, or in case of server machines, to their administrators.

When constructing a workflow, the users can transparently include tool integrations published by remote instances of RCE. Such remotely integrated tools are indistinguishable from locally integrated ones in the graphical workflow editor. This separates the construction of the workflow logic from the decision on which machine to invoke the required tools, thus greatly simplifying the former task.

Software used in multidisciplinary design and optimization processes often requires very specific runtime environments, e.g., due to required hardware or due to licensing requirements. Hence, when executing a resulting workflow comprising both local and remote components, the latter ones are not copied to the machine executing the workflow, but they are instead executed on the machine on which they are integrated: RCE supplies them with the required input data via the network connection, retrieves their output after termination and returns it to the machine executing the workflow. Due to this approach, users are not required to locally replicate the environments required for executing disciplinary software, but can instead leverage existing infrastructure that is tailored to the execution of the individual, disciplinary tools.

Finally, the coordination of the workflow itself may be passed to a remote machine: Upon execution of a workflow, the user may designate some instance on the network to be the so-called workflow controller, which orchestrates the distribution of data among the involved instances of RCE. This simplifies the execution of long-running workflows, as the user may start the workflow via their local RCE instance and designate a server as the workflow controller, allowing them to shut down their local machine after the start of the workflow.

In order to determine the correct behavior of a workflow, users often not only examine the final results, but also require intermediary data that is passed between the disciplinary tools. Hence, all data accrued during a workflow run, i.e., all inputs and outputs to all components are collected by the workflow controller. Users can monitor this data both during execution of the workflow and after its completion by all instances connected to the workflow controller. This provides a huge benefit for the collaborative analysis of the results of the workflow over the existing ad-hoc dissemination of such results, which usually occurred via email or shared network folders. Among other features, RCE offers, e.g., a timeline to the user, which displays the start- and end-time of the execution of each tool and allows the user to investigate the sequence of tool invocations in their workflow. We show an example of such a timeline in Fig. 2.

![Workflow Timeline](image)

**Fig. 2.** The timeline of an RCE workflow execution. The red bars denote the execution of a single disciplinary tool.
2. Deploying RCE on a Server

In the previous section, we have discussed the use of RCE in a distributed environment comprised of both user-facing machines as well as machines only configured for remote access via a text-based interface. When used directly by a user, the instance is installed on the personal computer of a user and provides the graphical user interface described above in order to facilitate the integration of tools and the construction of workflows as described above. When deployed on a server, in contrast, RCE usually serves to publish and execute tools installed on that server. In order to support this latter use case, RCE can be started without its graphical user interface and is configurable via a command line interface. While this is less intuitive than the configuration via the graphical user interface, it allows for the use of RCE on remote servers. In order to further ease usability on remote servers, this command line interface is not only available locally, but it is also exposed via SSH. Hence, users can use the SSH client of their choice to directly connect and administer a remote RCE instance instead of first having to connect to the machine that RCE is deployed on. Furthermore, RCE can be installed as a background service/daemon (on Windows/Linux machines, respectively), in order to further facilitate its use in this context.

Finally, we have observed that in practice, the machines involved in the design and execution of a workflow may not necessarily be located within the same logical network. A frequent example is that the users or server machines within a project may be located in different organizational units which are prevented by network firewalls from directly connecting to each other. To still allow direct collaboration, RCE may serve as a relay server, which forwards all received communication to all of its remotely connected machines, acting as an intermediary that simplifies the process of connecting these machines and users. In effect, this allows the creation of overlay networks of RCE instances comprising numerous machines and spanning multiple physical networks.

3. Resilience and Robustness of Workflow Execution

In recent years, the workflows constructed using RCE have grown in size and scope. Early users constructed workflows with at most around a dozen components which were executed on one or two machines within at most an hour. Contemporary workflows, on the other hand, feature hundreds of components that are executed on dozens of machines and may take several weeks to complete. This increase in scope brought with it an increased amount of communication between the involved machines during workflow execution. This, in turn, caused issues with the involved machines or the underlying network to surface more frequently during the execution of a workflow. As such issues often lead to the termination of the workflow, we recently focused on making RCE robust against such issues.

Since RCE 9.0, workflow execution is robust against typical causes of workflow disruption. The low-level foundation of this robustness approach is a mechanism that stores and repeats network messages when necessary. For request-response message cycles, which are widely used in workflow execution, such a mechanism must cover three failure cases: Errors during the transmission of the request; errors while the request is being processed by the receiver; and errors during transmission of the response back to the sender. All of these are handled transparently by the current implementation. We illustrate how this mechanism improves workflow-level robustness by considering typical failure modes that caused workflows to abort before these changes were introduced, namely network overload and host overload. One of the most frequent causes of workflow failures used to be temporary losses of network connectivity, or network overload situations. When a workflow is running for weeks, experience shows that these can occur even in apparently stable networks. In case of such a network disruption, the retry mechanism detects the failure to transmit one or multiple network messages, and monitors the network for the target machine to become reachable again. Once this occurs, the mechanism verifies that this machine is still ready to participate in the workflow, and then resends the lost messages. The same principle is applied when a machine that received a network request detects that transmitting its response has failed.

Another frequent cause of workflow failures used to be that the recipient of a network message is unable to respond to it in a timely fashion, typically because of CPU or I/O overload. As each RCE instance runs on the same machine that is used to execute the actual integrated tools, and since many of these tools use all available computing power by default, such a situation can easily occur. In these cases, network messages are typically still transmitted, but processing them takes unusually long. This is detected by the sender as a timeout, which causes them to retransmit the request. The receiver receives the request again, notices the duplication, and proceeds with the original execution. Once this has finished, a normal response is generated and sent back, which the original sender associates with the repeated request. This causes the calling machine to proceed as if no timeout had occurred in the first place. This illustrates that starting with version 9.0, RCE is robust against intermittent failures both during the transport of messages between two instances, as well as against high load on the involved machines. Together with the possibility for fine-grained publication of tools to remote instances as well as its versatility for the use in both user-
facing and server environments, RCE is well suited for the distributed execution of multidisciplinary workflows comprised of widely disparate tools with heterogeneous runtime requirements.

4. **Cross-organizational Collaboration**

   We are currently working on extending the capabilities of RCE for cross-organization, encrypted connections. While it is already possible to encrypt the communication between two RCE instances using the SSH protocol as stated above, these connections are currently limited to point-to-point connections, and do not support the full set of features provided by standard connections yet. In current work, we are aiming to support a larger feature set, while still constraining these features to ensure that only the intended data and tool access is provided to external users. Monitoring and auditing features may also be created as needed. Another important upcoming feature is support for connections between different organizations which are mediated by a so-called relay server, functionally similar to the relay servers for internal networks mentioned above. In addition to simplifying multi-organization project setups, this feature will also address frequent IT security concerns as it eliminates the need to provide any open network ports, or any externally reachable service, except for a single institution providing the relay server. All data sent across this relay server will be additionally encrypted to ensure that even the relay’s administrators cannot access transmitted simulation data without permission.

III. **Common Parametric Aircraft Configuration Schema (CPACS)**

   The use of a common product data model significantly reduces the amount of interfaces between the different tools and components and establishes a common language for communicating product and tool specific knowledge. This is illustrated in Fig. 3. Since 2005, DLR has developed the Common Parametric Aircraft Configuration Schema (CPACS) [7,8,9]. The schema provides a standardized structure for the formalized exchange of product data within aircraft design. The hierarchical structure of the schema definition allows the consistent exchange of product data on multiple fidelity levels. Support in the connection of legacy tools to the central product data model is provided by the XML and geometry interface libraries [10,11], providing the disciplinary engineering services capabilities for querying information from CPACS files.

![Diagram](image)

**Fig. 3. Significant reduction of the amount of interfaces between engineering services by adopting a common product data model**

Nowadays, CPACS is becoming a de-facto standard for the exchange of product data within preliminary aircraft design. Its continued development is performed in a shared effort within the community applying the central data format.

IV. **Selected MDA Applications Making Use of RCE and CPACS**

A. **The Future Enhanced Aircraft Configurations (FrEACs) Project**

   The project “Future Enhanced Aircraft Configurations” (FrEACs) is the fourth in a series of DLR projects focused on establishing and utilizing a collaborative product development process for the design of aircraft configurations. The goal of the project is the design of a strut-braced wing as alternative configuration for short- to medium range operations as well as the analysis of the flight mechanical characteristics of a blended-wing-body configuration for long range operations. Especially for the analysis of unconventional configurations - for which none or only a small amount of reference data is available - the utilization of a product development process based on the integration of physical analysis modules is required. Both studies were conducted by combining the expertise of fourteen departments spread across seven different sites within Germany, indicated in Fig. 4. This chapter describes the workflow based design process for the integrated analysis of the strut-braced wing configuration. In this process, RCE is used to interlink the required design competences distributed across the DLR sites.
The distributed collaborative product development process within the project is based on the availability of a consistent set of engineering services, the application of a common product data model (CPACS), the use of a process integration framework which provides the means for interconnecting the available engineering services within the network of competences, and the application of effective and efficient methods for collaboration among the participants involved in the design process [12].

The engineering services are provided by the different DLR departments and form the important knowledge backbone of the development process. An engineering service is defined as a generically applicable engineering routine, including its automated interface to the collaboration framework and allowing for batch execution. Furthermore, the support of one or more competence specialists owning and sharing the routine as a remote process within the development process is part of the engineering service.

RCE is used to interlink the engineering services hosted across the multiple DLR sites in logical multidisciplinary simulation workflows. Fig. 5 shows a schematic sketch of the server-relay-client network implementation of RCE within the project. A central relay instance of RCE (located in the middle of the figure) provides the basic access and connection point for all the servers and clients within the network. The client instance on the middle-left of the figure connects to the relay instance and is used to create and launch simulation workflows incorporating the available engineering services within the network via RCE’s graphical user interface. Furthermore, it can access the result data located on the relay or on server instances within the network. This is also possible via the upper-left and lower-left client instances in the figure, which represent the instances of competence specialists which also have direct access to their own dedicated computation servers. As explained in Chapter II, this allows every involved participant to retrieve the necessary data to debug occurring problems or to inspect results.

To organize the flow of data between the involved engineering services, RCE’s components for the management and splitting/merging of XML-based data sets are extensively used in the workflows. Furthermore, the workspace provided in RCE enabled interaction among the involved engineers as well as the structured organization of workflow data.

Fig. 4. Distribution of disciplinary expertise at different DLR sites across Germany applied within the FrEACs project

Fig. 5. Server-Relay-Client network implementation using RCE. The relay instance provides the basic access and connection point for all clients and servers within the network.
Enabling collaboration among the participants proved to be a no trivial task, since it requires combining the knowledge of heterogeneous specialists. Within the FrEACs project, “design camps” proved very useful in this matter. A design camp is a special form of project meeting where all participants gather for two and a half days to conduct a special task, e.g., the conceptual design of a configuration. These design camps build upon the results of simulation workflows constructed and executed in RCE. This is enabled by the connectivity and client-server setup of the network established by RCE: every participant involved in the process has access to the simulation data and can provide his/her interpretation on the results.

In FrEACs, the available engineering services were enhanced to cope with the physics of the strut-braced wing configuration. In particular, the introduction of the strut led to the creation and enhancement of engineering services for determining the structural properties of the configuration. The simulation workflow depicted in Fig. 6 was used to test the interconnection of the involved engineering services and to get familiar with design-driving aspects of the configuration. To ensure the correctness of discipline-specific as well as overall results of this workflow, the design camps provided a platform for the required interactions between the involved specialists.

Using the knowledge obtained from the development and usage of this linear analysis workflow, a more complex simulation workflow to perform the actual multidisciplinary analysis (MDA) has been set-up, represented in Fig. 7. For this, all identified input-output dependencies between the services were listed and ordered in a large design structure matrix (DSM) (see [3]). Within the workflow, the available engineering services are grouped according to their fidelity level. For each fidelity level considered, a converged and consistent analysis result was obtained. The fidelity levels were loosely coupled within the overall simulation workflow. Since RCE allows for the inspection of intermediate results during the execution of the workflow, this allowed the design team to analyze results after completion of the iterations within a fidelity level, while the higher fidelity calculations have already started. All analysis phases from initialization until analyses at the highest involved level of detail are automatically triggered and base on the results from previous phases. A multi-disciplinary feasible (MDF) approach is chosen for the formulation of the MDA.

The process can be divided into an initialization and subsequent stepwise increasing fidelity level MDF mass iteration parts. In the first part; the Top Level Aircraft Requirements (TLAR’s) are set, a cabin layout is generated and mass properties as well as the engine performance map of the involved counter-rotating open-rotor engine is imported. Within the following initialization part of the workflow, the geometrical layout of the wings, struts and empennage is created using a combination of empirical correlations and surrogate models. In the subsequent analyses of level-1 fidelity; the aerodynamic properties of the configuration and structural mass of the wings, struts, empennage and pylons are determined. With the engine performance and aerodynamic properties known and after updating the mass breakdown of the configuration, a mission simulation is performed to determine the required fuel for the defined reference mission. The physics-based results of the engineering services are then provided to the geometrical layout tool to perform a synthesis on the empennage layout and remaining masses. The analyses within the current level of fidelity are iterated until the operating empty mass and maximum takeoff mass converge.

Afterwards, analyses of level-2 fidelity are started which use the converged results as basis. These follow the same MDF convergence procedure as in the level-1 part of the workflow; however incorporate a larger set of load cases and full finite element modelling (FEM) capabilities for the detailed determination of the structural masses of the wings, struts and empennage. Finally, in the post processing block, detailed payload-range capabilities are determined and a global FEM model including fuselage and wings is created and structurally sized. All results from the analyses are provided to the team using the RCE workspace based upon which the suitability of the chosen parameter values is assessed during collaborative result interpretation sessions within the organized design camps.

Fig. 6. The multidisciplinary analysis (MDA) simulation workflow for testing the enhanced strut-braced wing analysis capabilities within process integration software RCE.
Fig. 7. Simulation workflow for the strut-braced wing, resembling a multi-level approach. The four large groups of engineering services represent the initialization & consecutive analyses on increasing level of detail.
Using the workflow, several designs of experiments (DoEs) have been conducted. Fig. 8 shows the parameter variations performed during the strut-braced wing analysis and illustrates the resulting strut-braced wing configuration. Further details are published in [3].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass properties</td>
<td></td>
<td></td>
</tr>
<tr>
<td>wing aspect ratio</td>
<td>-</td>
<td>15–20</td>
</tr>
<tr>
<td>wing/area</td>
<td>-</td>
<td>0.08–0.12</td>
</tr>
<tr>
<td>wing loading</td>
<td>kg/m²</td>
<td>0.8–5.10</td>
</tr>
<tr>
<td>Strut</td>
<td></td>
<td></td>
</tr>
<tr>
<td>strut number</td>
<td>-</td>
<td>0.2–0.6</td>
</tr>
<tr>
<td>strut depth (“cone”)</td>
<td>-</td>
<td>0.2–0.6</td>
</tr>
<tr>
<td>strut 2/3 wing</td>
<td></td>
<td>0.1–0.4</td>
</tr>
<tr>
<td>Operational</td>
<td></td>
<td></td>
</tr>
<tr>
<td>initial cruise altitude km</td>
<td>11–13</td>
<td></td>
</tr>
<tr>
<td>flow boundary</td>
<td>(using upper/lower &amp; wind)</td>
<td>0%, 50%</td>
</tr>
</tbody>
</table>

Fig. 8. Overview of parameter variations performed for the strut-braced wing configuration and impression of the obtained result

B. MEPHISTO Project: Multidisciplinary design studies of agile and highly swept flying wing configurations

The design of agile and highly swept flying wing UCAV (Unmanned Combat Aerial Vehicle) configurations is a challenging task: The assessment of performance and maneuverability requirements, which are essential design drivers for the overall concept, demands for rather detailed data concerning mass distribution, engine performance, and aerodynamic characteristics for a wide range of flight conditions. We investigated such a design case within the DLR research project Mephisto. Its aim was to redesign the so-called SACCON (Stability And Control CONfiguration) UCAV configuration, known from its predecessor projects UCAV-2010 and FaUSST [13], with respect to a set of extended, agility-related design requirements. SACCON is a tailless, lambda-shaped flying wing UCAV concept, characterized by a 53° swept wing with parallel edges for low radar signature purposes. For redesigned concept, the name MULDICON (MUlti-Disciplinary CONfiguration) was chosen.

We designed the MULDICON configuration in close cooperation with the NATO STO task group AVT-251 on “Multi-Disciplinary design and performance assessment of effective, agile NATO Air Vehicles” [14]. It was a rather special design task, as the outer shape of MULDICON (a slightly modified SACCON shape) was already fixed in the beginning and the design task was purely to integrate an aircraft into that shape.

Based on CPACS, RCE, and selected analysis modules we created a workflow for investigating and sizing MULDICON which we show in Fig. 9. It consists of three consecutive steps which are marked in red, blue, and green. Each of the big boxes in the diagram represents one of the distributed analysis tools which have been selected for this process. The data passed among the tools typically consists of a complete CPACS dataset, however, it can also be a set of one or more single parameters which is handed over. The small boxes and circles represent the built-in components of RCE, most prominently the input reader (upwards arrow), which reads and provides additional data to the input, as well as the XML merger (gray arrow with green outline), which joins together data coming from two sources. The combination of a reader module with an XML Merger is typically used to infuse additional data into the dataset. Such a combination can be seen prior to each of the analysis tools, where tool-specific control data are provided. The remaining built-in components save the current state of the CPACS dataset to a storage medium (downwards arrow) and control the flow of data through the workflow.

The workflow starts with two reader modules in the upper left corner of the diagram. The topmost one reads the initial CPACS dataset and passes it to a TiGL Viewer [11] component, which is a built-in component of RCE that displays the geometry. The leftmost reader component provides a control parameter, specifying where to start the workflow (red, blue, or green step). The other built-in components outside the marked steps are responsible for passing the initial CPACS dataset to the beginning of the selected step.
The second branch (right) creates a set of aerodynamic performance maps: The first map contains force and moment coefficients over a variety of Mach numbers, Reynolds numbers, angles of sideslip, and angles of attack for the "clean" configuration without control surface deflections. On top of this four-dimensional clean configuration dataset, a five-dimensional delta-coefficient performance map is created for each control surface (introducing the deflection of the control surface as fifth dimension). By superposition of different control surface delta-coefficients with the absolute coefficients of the clean configuration dataset it is possible to combine the deflections of multiple control surfaces. A third set of aerodynamic performance maps contains the 18 damping derivatives (6 coefficients x 3 rotation rates) for each point of the clean configuration dataset. Depending on the number of each of the dimensions' entries and on the number of control surfaces, this aerodynamic dataset may grow quite large. In fact, for the MULDICON dataset used here, it accounts for 45,500 entries in total. Even with modern computer systems it is not possible to handle such a number of Reynolds-averaged Navier-Stokes (RANS)-CFD computations in an acceptable timeframe - but using simple, potential flow theory based aerodynamics methods, a performance deck with this size can be created within a few hours or even within minutes. In this process chain, it can be selected whether DLR’s open source “LIFTING_LINE” method [15,16,17] shall be used, or Analytical Methods' commercial “VSAERO” tool [18]. In combination with DLR's simple "HandbookAero" method which accounts for viscous drag and wave drag, a rather complete aerodynamic dataset can be created. Control surfaces like spoilers, which cannot be modeled with inviscid, potential flow based methods, can either be applied via HandbookAero using guessed control derivatives from handbook formulas, or they can be taken from higher-fidelity methods and integrated here manually. At the end of the red block, the resulting performance maps for propulsion and aerodynamics are merged together and the complete CPACS dataset is written to the selected storage medium.

Thereafter, the workflow directly continues with the second step ("Convergence loop", marked in blue), which is the convergence loop for aircraft sizing. It starts with three blocks, integrating template data structures for mass breakdown and weight and balance, as well as starting parameters for the convergence loop. The component labelled “Convergence” is the driver component for an

Fig. 9. MULDICON conceptual design workflow.
iteration loop in the workflow. It repeats the rest of the blue part until the computations of design mission fuel and landing gear mass have converged. The iteration loop, starts with a Microsoft Excel spreadsheet (big square with green “X”) for calculating mass, CG (Center of Gravity) location, and mass moments of inertia for eleven selected weight and balance cases. This is followed by a small Python-script which is responsible for deriving a maximum landing mass for sizing the landing gear. Currently, this is just done by taking a constant factor of 0.9 from the MTOM (Maximum Take Off Mass). Then, the outputs from the Converger, the Excel spreadsheet and the landing mass script are joined together in another XML-Merger component before the workflow splits up into two parallel branches. The left one runs the DLR “flightSim” tool, a 3/6 degree of freedom flight simulation tool [19], which is used here in the 3 degree of freedom mode to perform a simulation of the design mission. As a result, the flight trajectory and the required fuel are written back to the CPACS file. In the right branch the DLR tool “LGDesign” is used to analyze and size the landing gear of MULDICON [20]. As a result, it provides mass and geometry of the landing gear, which is combined with the mission fuel mass and trajectory from flightSim and fed back into to Converger module for the next iteration. The “CalculateRequiredFuelCapacity” component (lower left corner of the blue region) is just a simple Python-script which computes a required fuel capacity in percent based on the mission fuel demand resulting from flightSim. At the end of the blue block, the aircraft is completely sized and the results are again written to a CPACS file.

The third step (“Post analysis”, marked in green) consists of different analysis tools, further investigating the properties of the aircraft. On the left side of the workflow, there is “HAREM”, a DLR analysis tool for investigating and evaluating the handling qualities of an aircraft [21,22,23]. In this branch, the flightSim tool is used again, but this time it creates a 6 degree of freedom dynamic aircraft model which is handed over to HAREM. HAREM is used to assess some of the design requirements like the roll performance. The other two branches are intended for future flight performance and landing performance investigations, however, they are not used yet.

Using this RCE workflow it was possible to investigate the MULDICON design and size and position the main components. As typical for flying wing configurations, a special focus had to be laid on the location and movement of the CG. To give an impression of the very tight limitations here, it shall be mentioned that for the operational empty mass case, the CG movement due to retracting the landing gear already uses around one third of the permitted CG range. Finally, a good compromise for the internal arrangement was found. In order to go beyond current possibilities to visualize a CPACS dataset using the TiGL Viewer, the Microsoft Excel spreadsheet from the MULDICON workflow was also used as a construction table for the Dassault CATIA CAD software, resulting in the 3D visualization shown in Fig. 10. Further details regarding the MULDICON design work are published in [24] and [25].

Even though the RCE workflow described above was used as a pure MDA application within Mephisto, it could easily be encapsulated by some driver component to perform trade studies, DoE and optimization runs for further enhancement.

Fig. 10. 3D model of MULDICON with internal arrangement.
V. Selected MDO Applications Making Use of RCE and CPACS

A. Digital-X Project: Collaborative Multi-Level MDO Process Development and Application

Within the DLR project Digital-X [26] a new challenge for RCE was to support the use of high-fidelity analysis tools, some of which were to run on HPC resources. Up to that point, RCE was applied mostly to assemble processes with lower-fidelity tools, such as in conceptual aircraft or spacecraft design. Moreover, the projected MDO process in Digital-X was to be a multi-level one, comprising tools and sub-processes ranging from low-fidelity, over mid-fidelity, to high-fidelity and computation-intensive [27,28,29]. It involved disciplinary expert groups from eight DLR institutes, each committed to integrating their tools and sub-process into the overall MDO process. A schematic view of the target process is shown in Fig. 11.

![Fig. 11. Multi-level/multi-fidelity MDO process in DLR’s Digital-X project (schematic) & disciplinary models](image)

To support these new requirements, RCE was extended in several ways. The most obvious extension was implementing a built-in component to support HPC clusters. This component sends data to a cluster, submits the job to the cluster's queuing system, waits for it to start or finish, fetches the results and propagates them into the workflow. Other adaptations included enhancements to workflow engine, network and storage layers to handle very large data sets more efficiently (on the order of terabytes (Tb) per iteration). The process sketched in Fig. 11 was implemented in RCE as shown in Fig. 12.
Fig. 12. RCE implementation of the Digital-X MDO process

The components (disciplinary tools) in a running workflow were executed on workstations at six DLR institutes and on one HPC cluster which is also part of the DLR network. Both the RCE tool nodes and the workflow controller node connected to an instance configured as a relay server (in fact, to two of them, for a fail-over backup), in order to make all tools in the network visible to the controller node. The operating system differed between the tool nodes. This hardware and network environment is depicted in Fig. 13.
Fig. 13. Network of tool nodes and workflow controller for running the Digital-X MDO workflow: each black-dotted box represents a DLR institute at a particular DLR site in Germany, red boxes represent tool nodes or HPC clusters, the blue box represents the workflow controller, the green box is the relay node used to make tool nodes visible to the workflow controller and receives and forwards data during the execution of the process.

Fig. 14. Half-model of generic long-range transport aircraft used as a baseline for MDO in Digital-X

The high-fidelity aspect of the workflow introduced very long run times as well. Table 1 shows the run time by sub-process (composed of one or more tools), which summed to the total run time of about 24 hours. However, when executing the workflow, we were not yet able to use the recently released version of RCE which includes the robustness features detailed above in Chapter II. Hence, the workflow had to be restarted often from a state saved at each outer optimizer iteration, due to network failures, tool node restarts (e.g., after installing security updates), and tool node overload (e.g., no more disk space left). This brought the "effective" run time of a single design analysis, computed as the total workflow run time divided by the number of evaluated designs, to about 56 hours.

<table>
<thead>
<tr>
<th>Sub-process</th>
<th>Run time [h]</th>
<th>Of total [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preliminary design</td>
<td>1.3</td>
<td>5.5</td>
</tr>
<tr>
<td>Loads</td>
<td>5.8</td>
<td>24.6</td>
</tr>
<tr>
<td>Structure sizing</td>
<td>15.2</td>
<td>64.4</td>
</tr>
<tr>
<td>Mission (Breguet)</td>
<td>1.3</td>
<td>5.5</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>23.6</strong></td>
<td><strong>100.0</strong></td>
</tr>
</tbody>
</table>

Table 1. Runtime breakdown of a single design analysis
The MDO problem was to minimize mission fuel burn of a twin-engine long-range airliner. The baseline aircraft configuration is shown in Fig. 14. All design constraints (such as stability margin, landing/takeoff distance, or structure failure criteria) were satisfied within the respective disciplinary sub-processes, so that the outer optimizer worked on an unconstrained optimization problem. Although the complete aircraft configuration was analyzed, the design parametrization was for the wing only: Table 2 shows the list of nine selected design parameters, consisting of seven planform parameters and two section parameters, their limits for the optimization, the baseline and optimized values. The outer optimizer was the derivative-free Subplex method. More details on the setup of the MDO process, the disciplinary models and the optimization results can be found in [28,29].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min.</th>
<th>Max.</th>
<th>Base</th>
<th>Opt.</th>
<th>Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspect ratio (AR)</td>
<td>7</td>
<td>12</td>
<td>9.2</td>
<td>9.38</td>
<td>+0.18</td>
</tr>
<tr>
<td>Sweep (φ1,1) [°]</td>
<td>24</td>
<td>40</td>
<td>32</td>
<td>32.9</td>
<td>+0.9</td>
</tr>
<tr>
<td>Taper ratio 2-3 (σ23)</td>
<td>0.20</td>
<td>0.80</td>
<td>0.59</td>
<td>0.572</td>
<td>-0.018</td>
</tr>
<tr>
<td>Taper ratio 3-4 (σ34)</td>
<td>0.20</td>
<td>0.80</td>
<td>0.55</td>
<td>0.532</td>
<td>-0.018</td>
</tr>
<tr>
<td>Twist 2 (ε2) [°]</td>
<td>-6</td>
<td>6</td>
<td>0.5</td>
<td>0.14</td>
<td>-0.36</td>
</tr>
<tr>
<td>Twist 3 (ε3) [°]</td>
<td>-6</td>
<td>6</td>
<td>1.0</td>
<td>0.64</td>
<td>-0.36</td>
</tr>
<tr>
<td>Twist 4 (ε4) [°]</td>
<td>-6</td>
<td>6</td>
<td>-2.0</td>
<td>-1.64</td>
<td>+0.36</td>
</tr>
<tr>
<td>Section 2 thickness change (δt2) [%]</td>
<td>-25</td>
<td>25</td>
<td>0</td>
<td>-10.2</td>
<td>-10.2</td>
</tr>
<tr>
<td>Section 4 thickness change (δt4) [%]</td>
<td>-25</td>
<td>25</td>
<td>0</td>
<td>1.2</td>
<td>+1.2</td>
</tr>
</tbody>
</table>

Given the long effective run time of a single design analysis of about 56 hours, at the conclusion of the project the optimization was not yet fully converged. However, we could confirm the general feasibility of highly collaborative, multi-level MDO with many disciplinary groups. Regarding the workflow run time and causes of interruptions, in the time since RCE was improved to handle more robustly network failures. Solving the issues stemming from tool nodes lacking uptime, computational and storage resources, however, lies outside the scope of RCE in its role as an integration framework. This motivated moving to an all-HPC based solution, called Cybermatrix MDO protocol, in the follow-on DLR project VicToria [30]. The Cybermatrix MDO protocol is a novel approach towards computationally demanding and collaboration intensive MDO and its implementation is described in detail in [31].

B. EU-Project AGILE: Aircraft 3rd Generation MDO for Innovative Collaboration of Heterogeneous Teams of Experts

Within the EU-funded AGILE project [32], the focus was on streamlining and accelerating the deployment of large-scale design and optimization processes. The first challenge one was to drastically reduce the time needed to implement an MDO process within a process integration design and optimization environment. For complex products the input and output (I/O) parameters which are handled and exchanged by models and tools might reach the order of several thousands. Up to this point, most of the MDO processes require time consuming activities in order to manually connect all the tools involved, until the desired MDO strategy is implemented. Even when standards are adopted to facilitate the exchange of data (such as CPACS), the number of tools composing the MDO problem might quickly grow to the point to inhibit desired changes to the MDO process under deployment. The second challenge is to enable the composition of MDO processes which integrate multiple engineering services (such as a specific disciplinary simulation) which are provided and hosted by different organizations. Interoperability of platforms and integration of existing legacy processes as sub-processes are key enablers in such scenarios.

In AGILE a total of 19 partners from industry, research and academia from Europe, Canada and Russia have developed multiple solutions to cope with the challenges of collaborative design and optimization of complex products. During the project multiple extensions have been developed for RCE in order to:

1. Enable the automatic implementation of workflows.
2. Support the cross-organizational execution of workflows.

I. Automatic implementation of workflows

Any MDO process can be de-facto described by an XDSM (eXtended Design Structure Matrix) [33] representation. Especially during the architcturing phase of an MDO process, such a representation provides a way to describe multiple MDO strategies. Within AGILE a machine interpretable MDO schema (CMDOWS) containing all...
the elements available within an XDSM representation has been developed. As companion to the schema definition, a dedicated RCE parser has been developed, which materializes RCE workflows from the MDO schema definition. This enabled the design teams with the flexibility to change or adapt the MDO strategy by manipulating the XDMS schema, without the need to manually re-implement the RCE the workflows, which are instead updated automatically.

We provide an example for a simple problem in Fig. 15: here, two MDO architectures are illustrated as XDSM for the Sellar problem. These two architectures are at first saved into the MDO model CMDOWS, and in a second step the RCE workflows are automatically generated and can then be directly imported into RCE.

![Fig. 15. The Sellar problem: MDO formulation as XDSM, saved as MDO models in CMDOWS format, and automatically generated as RCE workflows implementation.](image)

2. Cross-organizational execution of workflows

An additional proprietary component called “remote service component” was developed for RCE to enable the implementation of “workflows of engineering services” which are distributed between multiple organizations. To this purpose such RCE component serves as a proxy for a generic engineering service which is hosted in a different company and eventually implemented within a different MDO platform. Therefore, an MDO master workflow is generated (automatically) which consists only of RCE “remote service” components. At execution time, RCE will take care of executing the MDO workflow implemented, as it would do for a standard RCE workflow. In addition the “remote service” components take care to forward the data to be analyzed to the remote organizations, and fetch the results back when available. The communication between different organization networks is taken care of by a collaborative architecture developed during the project [34].

We illustrate an example for a “workflow of engineering services” in Fig. 16, in which the master MDO workflow is implemented in RCE via the “remote service” components, which provide access to legacy sub-workflows hosted at different organizations.
Fig. 16. Service Oriented Architecture: Master RCE workflow composed by “remote service” components, working as proxy for sub-workflows hosted at different organizations and implemented in heterogeneous platforms (RCE or others).

Within the AGILE project several conventional and unconventional aircraft use cases have been investigated by making use of the mentioned technologies. We show an example for a strut-brace wing aircraft in Fig. 17 [35]. Here, the formulated MDO process (an MDF architecture) is automatically implemented in a RCE workflow, composed by remote services hosted at different organizations.

Fig. 17. AGILE strut-braced-wing use case. Left: XDSM representation of the MDO process. Right: corresponding implemented RCE workflow, automatically generated as “workflow of engineering services”.

C. VicToria Project: Integrated Process Chain for Aerostructural Wing Optimization Using a Distributed Analysis Framework

In the DLR project VicToria three different MDO approaches are pursued [36]. Two of these approaches use a Python framework for running all simulation programs and tools in an HPC environment [37]. In contrast to these two approaches, the integrated process chain for aerostructural wing optimization presented herein follows a distributed analysis approach. This MDO process chain is based on high-fidelity simulation methods and is a further development of the process chain that was developed in the collaborative research project AeroStruct and funded by the German National Aeronautics Research Program (LuFo IV) [38,39,40]. We use this process chain to better understand multidisciplinary interactions in aerostructural optimization of flexible wings and to assess load alleviation technologies.
The employed disciplinary analysis and simulation tools are making use of typical aerospace industry standards (CAD modeling based on CATIA® V5, CFD and FSI based on the FlowSimulator [41,42] environment, structural analysis using MSC Nastran, structural sizing using HyperSizer, mesh generation using Pointwise). The challenge was to integrate commercial software into the process chain, including software that only runs under Windows on desktop computers and other software that is executed on a Linux HPC cluster. This integration has been successfully realized with the help of RCE. The main RCE tasks here are file transfer and running applications in a distributed framework with different operating systems. Due to the use of RCE, a robust and secure solution with runtimes on the order of weeks is available. Furthermore, the control of RCE workflows with the supported SSH interface allows the efficient execution in automated HPC centered processes.

![Diagram](image)

**Fig. 18. VicToria project: integrated process chain for aerostructural wing optimization based on high-fidelity simulation methods using RCE to integrate commercial Windows programs and distributed analysis processes in an HPC environment.**

Fig. 18 shows the integrated process chain for aerostructural wing optimization using high fidelity simulation methods. The main characteristics of the developed process chain are as follows:

- Usage of a central file format for parametric aircraft description (CPACS),
- Automated grid deformation for aerodynamic simulations,
- Automated structural model generation for structural simulations,
- Parallel static aeroelastic analysis for an arbitrary number of flight and load cases,
- Structural wing box sizing for composite structures,
- Applicability for large geometrical changes,
- A global optimization strategy.

The selected MDO architecture falls in the category of MDF-optimization. In the MDF architecture a full multidisciplinary analysis (MDA) is performed each iteration of the optimization. This means that the investigated design fulfills all constraints in each optimization step and hence is called a feasible design.

Usually, the starting point for a wing optimization is a detailed geometrical model of a given reference aircraft configuration. From this nonparametric model a fully parametric description of the aircraft using the Common Parametric Aircraft Configuration Schema (CPACS) has to be generated. All disciplinary simulation programs in the process chain provide interfaces to this central hierarchical and human readable file format. Based upon a design
parameter variation and a following transfer to the CPACS dataset the disciplinary models are built or updated automatically. Thereby, the design parameters describe the wing planform including twist and airfoil thickness distributions and the orthotropy direction of the composite structure.

For the CAD model update in CATIA and the structure model generation with DELiS [43] the RCE framework is used. Both programs provide their functionalities as a published component on a RCE tool server. The static aeroelastic analysis is then run in parallel for all flight cases under cruise flight conditions and all maneuver load cases. In the actual implementation, the process chain is limited to steady state maneuver load cases and only the wing fuselage configuration is analysed within the high-fidelity simulation process. For each flight case and each load case the surface pressure distribution and aerodynamic coefficients of the wing are determined by solving the RANS equations within a numerical flow simulation. Elastic characteristics of the wing and its internal loads are determined using the FEM. Subsequently, the wing mass is deduced by processing these internal loads. The interactions between the aerodynamic forces and the structural deformations of the elastic wing are taken into account in the static aeroelastic analysis. Thereby, the fluid-structure coupling loop stops when the values for the lift-to-drag ratio, wing mass and fuel consumption are converged.

Within the parallel static aeroelastic analysis the wing box structure is sized and the bending and torsional stiffness of the wing converge in the fluid-structure coupling loop. Thereby, the structural sizing forms an inner loop to fulfill the structural constraints in terms of failure criteria and fulfills the margins of safety and the wing mass for a fixed aerodynamic load. The structural analysis and sizing process [44] is based on the commercial programs HyperSizer and MSC Nastran and is integrated into the process chain by using RCE. The main results of this parallel analysis are the wing mass and the deformed wing shapes for the flight cases under cruise flight conditions, which are normally called “1g-flight shapes”. Based on these 1g-flight shapes the aerodynamic performance in terms of lift-to-drag ratios L/D is determined for the selected flight missions.

The last step in the process chain is the evaluation of the objective function for the multidisciplinary assessment of the wing design. In general the objective function defines a weighted fuel consumption of different flight missions. The optimization algorithm then calculates a new set of values for the design parameters based on the value of the objective function. For the aerostructural wing optimization a surrogate based optimization (SBO) method [45] has been used successfully. This optimization method searches the global optimum and offers a high level of robustness.

![Fig. 19. RCE workflows of the VicToria integrated high-fidelity MDO process chain.](image)

In Fig. 19 the three simple RCE workflows are shown, which are an integral part of the overall process chain. These RCE workflows are running in batch mode and allow the robust and efficient control of the used commercial programs on Windows operating systems.

### VI. Conclusions and Outlook

DLR’s remote component environment (RCE) is an open source, distributed integration environment. It supports the integration of custom tools and their composition into automated, executable process chains, so-called simulation workflows. The key features of RCE have been presented and the use of RCE for implementing selected collaborative MDA and MDO workflows in DLR projects has been discussed. Being an open source tool, RCE is being used in many other multidisciplinary design and optimization projects and has become an essential tool for many engineers and scientists at DLR and for external users worldwide. By working in close collaboration with users, we ensure that RCE not only satisfies the specific requirements of the users, but also that it is a versatile framework that transparently supports users in their daily tasks. We are continuously improving RCE for its continuously growing user base. To this end, we are currently pursuing a number of projects, some of which aim to implement specific user requirements, while others serve to strengthen RCE’s foundation and to ensure the continued development of RCE for the years to come.
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While RCE allows for the configuration of all features via its graphical user interface, supports users via its context-sensitive online help, and introduces new users via an external user guide, it does not yet feature a complete and consistent usability concept. We are currently working on designing and implementing such a concept to improve the user experience, and further increase user productivity.

Moreover, the central code coordinating the execution of workflows and tools was originally designed for much simpler requirements than those imposed by contemporary workflows. In particular, a mapping of tools to executing machines currently has to be defined before the start of the workflow. This fixed mapping prevents us from dynamically assigning idle machines to the execution of tools, which would lead to improved scalability of large workflows.

Also, users have noted that the maintenance of complicated workflows could be simplified by allowing for the hierarchical inclusion of “sub-workflows”. This necessitates, however, adaptations to the central code for execution of workflows in order to support such sub-workflows as virtual tools. We are currently overhauling the central code governing the workflow execution to, among other improvements, increase its performance and maintainability, to support the above-mentioned automatic load-balancing, and to account for sub-workflows.

Finally, we are aiming to make RCE’s pre-integrated optimizer component more flexible. This component is currently hardwired to provide the optimization algorithms implemented by the Dakota framework. We are working to enable users to substitute arbitrary MDAO-frameworks for this hardwired one, thus providing them with the possibility to greatly decrease the running time and increase precision of their design and optimization workflows.
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