Simulation of a Piloted Turbulent Sooting Jet-Flame using a Transformed-PDF and a Sectional Soot Modeling Approach
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In this work a Reynolds-averaged Navier-Stokes (RANS) simulation of a piloted turbulent ethylene/air jet flame is presented that combines a transported probability density function (TPDF) combustion modeling approach for the thermochemical PDF with a contemporary soot model. The soot model uses a sectional approach and a reversible model for the polycyclic aromatic hydrocarbons (PAH) that has been developed recently. Both models have been tested in earlier works successfully and they are known to have superior properties compared to simpler model approaches. In this work the TPDF and sectional soot model approaches are combined in order to predict the soot yield more accurately. Results are compared to the experiment and to an additional simulation using a standard combustion model. It is shown that the TPDF model predicts the soot volume fraction distribution better than the standard model.

I. Introduction

The accurate prediction of emissions that occur in technical combustion is very important when developing new combustion devices. Jet-engine designing and manufacturing companies have to deal with increasingly stricter regulations for combustion emissions like nitrogen oxides (NOX), soot and unburned hydrocarbons (UHCs). These regulations are defined e.g. in international contracts like the Kyoto protocol from 2005, the recent Paris climate agreement and by the International Civil Aviation Organization (ICAO). Moreover, the presence of soot particles is suspected to be responsible for the formation of cirrus clouds that further reinforce the greenhouse effect [1, 2]. Therefore, it is of paramount importance to reduce combustion emissions, soot emissions in particular. The numerical simulation of combustion is a promising tool for the development of technical combustion devices that produce less soot emissions.

Modeling the formation and destruction of soot in technical combustion is very arduous since the chemical phenomena behind it are very complex and are not fully understood. There are several problems that arise in the simulation of turbulent sooting flames: First, the soot precursors, also known as polycyclic aromatic hydrocarbons or PAH in short, are known to be highly dependent on the gas phase kinetics. Second, the soot model has to be able to predict the soot yield accurately, i.e. the main formation paths and phenomena that lead to soot have to be included. Furthermore, in the presence of turbulent flows these problems are exacerbated with the closure problem of the highly non-linear formation rate of chemical species and the accurate prediction of the interaction between turbulence and chemistry.

In the present work the described problems are tackled using a transported probability density function approach in conjunction with a soot model that employs a sectional approach in both, the soot precursor model and the soot model. The flow dynamics are captured using the Reynolds averaged Navier-Stokes (RANS) ansatz. The TPDF methodology is very attractive for combustion simulations since the aforementioned closure problem of the non-linear chemical source terms is inherently avoided. The soot model employed in this work is capable to predict soot precursors accurately using

*PhD student, German Aerospace Centre (DLR), Stuttgart, 70569, Germany.
†Postdoctoral Fellow, German Aerospace Centre (DLR), Stuttgart, 70569, Germany.
‡Professor, IVLR University of Stuttgart, Stuttgart, 70569, Germany.
§Professor, German Aerospace Centre (DLR), Stuttgart, 70569, Germany.
a recently developed soot precursor model with reversible PAH chemistry \[3\]. The combination of these two approaches is promising in the accurate prediction of the soot yield.

The objective of this work is to simulate the turbulent sooting jet flame investigated by Lee et al. \[4\] with the aforementioned models. The flame is fueled with ethylene and is stabilized with a hydrogen pilot burner. Ethylene as a fuel seems to be a good compromise for investigating soot formation. It exhibits sufficient soot emissions and it is a simple molecule that can be described by relatively simple gas phase kinetics. In comparison, more complicated fuel, e.g. diesel or Jet A-1, requires much more species and reactions to be accurately described.

The structure of the paper is the following: First, the solver framework and the applied models are introduced. Then, the experimental as well as the computational setup of the turbulent flame is described. Afterwards, the results are presented and discussed. Finally, the work is summarized and conclusions are given.

II. Models

A. Solver Framework

For the computational solution of the governing equations the in-house-code THETA (Turbulent Heat Release Extension of the TAU-Code) \[5,6\] is coupled with a TPDF particle solver. Since a low Mach-Number approach is applied a Poisson equation is solved for the pressure \[7\]. THETA is a flexible solver for multiphase, turbulent reactive flows on unstructured meshes. It is employed in this work for the solution of the conservation equations of mass and momentum together with two transport equations of turbulent variables. In this work a $k - \epsilon$ model \[8,9\] is used for turbulence closure, including the proposed round jet correction for the parameter $C_{\epsilon 1} \[10,11\]$.

The conservation equations of enthalpy and species mass fractions are solved with the TPDF solver in order to handle the highly non-linear modeling closure of the chemical source terms properly. The coupling between both codes is depicted in Fig. 1. The velocity field and the turbulence variables (a turbulent time scale) are transferred to the TPDF solver. In the opposite direction averaged quantities of density and molecular viscosity, which are calculated from the particle data, are sent back to the flow solver.

![Flow Solver (THETA) and TPDF Solver](image)

Fig. 1 Data exchange between the flow solver (THETA) and the thermochemical TPDF solver.

B. TPDF Modeling

The joint TPDF equation of the thermochemical random variables $\phi = [h, Y_\alpha]^T$ (with the corresponding composition space $\psi$) is solved using a Lagrangian Monte-Carlo particle solver. The TPDF equation is given by \[12\] (Einstein notation)

$$
\frac{\partial}{\partial t} \mathcal{F}_\phi + \frac{\partial}{\partial x_i} \left( (u_i | \psi) \mathcal{F}_\phi \right) = \frac{\partial}{\partial h} \left( \frac{1}{\rho} \frac{\partial q_i}{\partial x_i} \mathcal{F}_\phi \right) + \frac{\partial}{\partial Y_\alpha} \left( \frac{1}{\rho} \frac{\partial j_{\alpha i}}{\partial x_i} \mathcal{F}_\phi \right) - \frac{\partial}{\partial h} \left( \hat{q}_i \mathcal{F}_\phi \right) - \frac{\partial}{\partial Y_\alpha} \left( \hat{m}_\alpha \mathcal{F}_\phi \right). \tag{1}
$$

$\mathcal{F}_\phi$ denotes the Mass Density Function (MDF) that was introduced by Pope \[12\], $u_i$ the velocity component in $i$-direction, $\rho$ the density, $\hat{q}_i$ the heat radiation source term and $\hat{m}_\alpha$ the chemical source term of the species $\alpha$. It is
remarkable that in Eq. (1) the chemical source term appears in closed form. However, the convective and diffusive 
transport terms (denoted by the mathematical operator for conditional expectations, \( \langle \cdot | \psi \rangle \)) require modeling.

The convective transport in Eq. (1) (second term of the left hand side) is closed by the gradient-diffusion model as 
proposed by Pope \[12\], this equation can be solved with a Lagrangian particle methodology and reads

\[
\langle u_i | \psi \rangle \overline{\mathcal{J}_\phi} = \bar{u}_i \overline{\mathcal{J}_\phi} - \langle \rho \rangle \Gamma_T \frac{\partial}{\partial x_i} \left( \frac{\mathcal{J}_\phi}{\langle \rho \rangle} \right),
\]

where \( \Gamma_T \) is the turbulent diffusivity and \( \bar{u}_i \) denotes the Favre-averaged velocity component in \( i \)-direction calculated by 
the flow solver.

The closure of the diffusion terms in Eq. (1) is accomplished by employing the modified Curl model \[13–15\] in conjunction with a diffusion model that accounts for mean molecular diffusion transport in composition space \[16\].
It was found that the modified Curl model has a favorable effect on the stabilization of the flame and was preferred 
conjunction with a diffusion model that accounts for mean molecular diffusion transport in composition space \[16\].

Equation (1) can be solved by means of standard discretization methods (e.g. the finite difference method), but

due to the high dimension of the composition space this would be very expensive and therefore unfeasible. Instead, as 
proposed by Pope \[12\], this equation can be solved with a Lagrangian particle methodology and reads

\[
dX^*_i = \left( \bar{u}_i + \frac{1}{\langle \rho \rangle} \frac{\partial (\langle \rho \rangle \Gamma_T)}{\partial x_i} \right) dt + \sqrt{2\Gamma_T} dW_i,
\]

\[
dh^* = \left( \dot{q}^*_i + \bar{V}_h \right) dt + \Xi^*_h (dt, h^*(t), t),
\]

\[
dY^*_\alpha = \left( \delta^*_{\alpha,i} + \bar{V}_Y \right) dt + \Xi^*_Y (dt, Y^*_\alpha(t), t).
\]

\( \Xi^*_j \) denotes an random change of the variable \( \phi_j \) due to a Poisson process. Behind this process the mixing model is concealed. Particle quantities are denoted by an asterisk (\( * \)). The quantities \( \bar{V}_h \) and \( \bar{V}_Y \) describe the mean molecular drifts in composition space \[16\], which are defined as

\[
\bar{V}_h = - \sum_{i=1}^{3} \frac{1}{\langle \rho \rangle} \frac{\partial (q_i)}{\partial x_i},
\]

\[
\bar{V}_Y = - \sum_{i=1}^{3} \frac{1}{\langle \rho \rangle} \frac{\partial (j_{ni})}{\partial x_i}.
\]

The system is solved using a Lagrangian approach. From the particle data \( N_P \), the number of particles in cell \( j \) 
density-weighted ensemble averages are calculated by

\[
\overline{\phi^*}_{\alpha,j} = \frac{\sum_{n=1}^{N_{P,j}} m^*_n \phi^*_{\alpha,n}}{\sum_{n=1}^{N_{P,j}} m^*_n}.
\]

For the solution of Eq. (1) an operator splitting technique of first order of accuracy is employed that can be summarized as

\[
\overline{\mathcal{J}_\phi} (t + \Delta t) = (I + \Delta t \mathcal{D} ) \cdot (I + \Delta t \mathcal{M} ) \cdot (I + \Delta t \mathcal{R} ) \cdot \overline{\mathcal{J}_\phi} (t) + O \left( \Delta t^2 \right).
\]

The operator \( \mathcal{D} \) denotes the diffusion step, \( \mathcal{M} \) the mixing step, \( \mathcal{R} \) the reaction step and \( \mathcal{I} \) the transport step, respectively. 
\( I \) denotes the identity operator. The time step \( \Delta t \) is limited due to convective and diffusive transport and is calculated as in \[16\]. The Courant-Friedrichs-Lewy (CFL) number is set to 0.7. Using this splitting technique the TPDF equation \( (1) \)
and respectively the system of equations (4) can be solved sequentially, i.e.

\[ \mathcal{F}_\phi^{(1)}(t) = (I + \Delta t \mathcal{D}) \mathcal{F}_\phi(t), \]
\[ \mathcal{F}_\phi^{(2)}(t) = (I + \Delta t \mathcal{M}) \mathcal{F}_\phi^{(1)}(t), \]
\[ \mathcal{F}_\phi^{(3)}(t) = (I + \Delta t \mathcal{R}) \mathcal{F}_\phi^{(2)}(t), \]
\[ \mathcal{F}_\phi(t + \Delta t) = (I + \Delta t \mathcal{T}) \mathcal{F}_\phi^{(2)}(t). \]

(8)

Therefore, the solution of the numerical stiff reaction step can be isolated and solved separately. The SUNDIALS CVode library [17,18] is employed for this step. The heat radiation term in the enthalpy equation is included in the reaction step. In this work heat radiation is incorporated for the species CO$_2$, H$_2$O and soot using the optically thin medium assumption [19]. This approach models the loss of radiative power as a heat sink in the enthalpy transport equation

\[ q_r = -4\sigma_S \rho T^4 \sum_{\alpha_{rad}} \epsilon_{\alpha_{rad}}(T) Y_{\alpha_{rad}}. \]

(9)

\( \sigma_S \) is the Stefan-Boltzmann constant and \( \alpha_{rad} \) denotes a radiating species. The species emissivity coefficients \( \epsilon_{\alpha_{rad}} \), which are temperature dependent, are derived from the work of Mauss [20]:

\[ \epsilon_{\text{CO}_2} = \frac{46.241 \frac{1}{m} \mathcal{R}}{p_0 M_{\text{CO}_2}} \exp \left(-8.888 \times 10^{-4} T\right) T, \]

(10)

\[ \epsilon_{\text{H}_2\text{O}} = \frac{22.6 \frac{1}{m} \mathcal{R}}{p_0 M_{\text{H}_2\text{O}}} \exp \left(-1.546 \times 10^{-3} T\right) T, \]

(11)

\[ \epsilon_{\text{soot}} = \frac{-3.5 \times 10^5}{\rho_s} + \frac{1735}{\rho_s} T, \]

(12)

where \( \mathcal{R} \) is the universal gas constant, \( p_0 \) the standard pressure (1 atm), \( \rho_s \) the density of soot and \( M_\alpha \) denotes the molecular mass of the species \( \alpha \). Since heat radiation absorption effects are neglected in this model the heat radiation term in the TPDF equation (4) appears in closed form, which simplifies the turbulence-radiation-interaction (TRI) problem tremendously (see Ref. [19]).

The TPDF code is parallelized in a hybrid fashion, i.e. it combines a distributed memory approach (using the Message Passing Interface library - MPI) and a shared memory approach (using the OpenMP library). The computational domain is decomposed into sub domains and every MPI process is responsible for one sub domain. The particles are tracked over domain boundaries and its properties are communicated to the domain neighbors. To each cluster node one MPI process is assigned and every MPI process controls a team of OpenMP threads. The number of OpenMP threads coincides with the number of physical cores in the cluster node. The load balancing problem is tackled by calculating cell weights in the domain partitioning tool, which is executed prior to the simulation run. Since the most expensive part of the simulation is the reaction step, the cell weights are determined from accumulated the CPU times in chemistry solver.

C. Chemistry and Soot Modeling

The entire chemistry model consists of the gas phase kinetics, the PAH model and the soot model. All reactions are merged together into one large reaction mechanism that is available in CHEMKIN format [21] and is solved in the reaction step. The distinction of the gas phase, the PAHs the soot model is made according to the molecular weight as depicted in Fig. 2

![Fig. 2 The gas phase, the soot precursor and the soot model.](image-url)
The underlying chemical kinetics of the gas phase is modeled using a reaction mechanism that consists of 43 species and 304 elementary reactions [22]. This reduced mechanism has been derived from the detailed mechanism of Slavinskaya et al. [23] and has been successfully used in previous works [24–26].

The gas phase model treats aromatics up to benzene and toluene. Larger aromatics, i.e. PAHs, are modeled using a sectional approach in order to reduce the computational costs. PAHs, which are defined between a molecular weight of 100 g/mol and 800 g/mol, are discretized in three logarithmically scaled sections, cf. Fig. 2. The PAH model contains sub models for the gas phase interaction, PAH surface reactions (growth and oxidation) and PAH growth via coagulation. The interaction with the gas phase kinetics is described by a PAH formation mechanism that conveys the aromatic species benzene and the aromatic radicals phenyl and benzyl to the first PAH bin [3]. For the PAH surface growth with acetylene (C_2H_2) the PAH model of Eberle et al. [3] is utilized. This model contains PAH radicals (PAH^*) that accounts for the reversible nature of the hydrogen-abstraction, carbon-addition (HACA) mechanism. Rate parameters are derived from a detailed reaction mechanism. Hydrogenation of PAH bins is considered by H-atoms, O-atoms, hydroxyl (OH) and unimolecular decomposition. Further, interactions between the PAH radicals and between PAH radicals and PAH molecules are incorporated by the extended PAH coagulation sub model. More information about the employed PAH model can be found in Eberle et al. [3].

Coagulation involving PAH_3 or PAH^*_3 bins as reactants leads to the nucleation of soot. The first soot bin is defined starting with a molecular weight of 800 g/mol that corresponds to an incipient soot diameter of 1.28 nm. A constant soot density of \( \rho_s = 1800 \text{ kg/m}^3 \) [27,28] is assumed. The soot model also utilizes the sectional approach and discretizes soot particles in 25 soot bins with logarithmically increasing molecular weights. This soot model was implemented by Blacha et al. [24] and further improved by Eberle et al. [26]. It contains sub models for soot nucleation, soot surface reactions (growth and oxidation), as well as models for PAH-soot condensation, soot coagulation and soot agglomeration. A detailed description of the soot model can be found in Eberle et al. [26].

III. Experimental and Computational Setup

A. Burner Presentation

The turbulent flame considered in this work is an atmospheric flame investigated by Lee et al. [4]. The flame is fueled with a jet of pure ethylene and is stabilized and attached by a pilot burner, which is operated at a low hydrogen mass flow compared to the main burner. The pilot burner basically consists of a flame holder with three rings of drilled holes, as can be seen in photo in Fig. 3. The geometry of the burner is sketched in Fig. 3. The inner diameter \( d_i \) of the fuel tube is 2.18 mm. The pilot burner is enclosed between the fuel tube (3.96 mm outer diameter, o.d.) and an outer tube (15.06 mm inner diameter, i.d.). The recess depth of the flameholder amounts to 4 mm.

![Fig. 3 Illustration of the burner setup: Schematic sketch and a photo of the burner (private communication with Robert J. Santoro).](image)

The following measurements were conducted by Lee and its coworkers [4]: Temperature by using coherent
anti-Stokes Raman spectroscopy (CARS), measurements of the hydroxyl radical (OH) using laser-induced fluorescence (LIF, only qualitative) and the laser-induced incandescence (LII) technique was employed for measurements of the soot volume fraction.

B. Computational Setup

The Reynolds number of the jet (based on the inner tube diameter, \(d_n\)) is 12,000 and the mass flow rate of ethylene is 0.209 g/s. The burned hydrogen of the piloted flame is prescribed at an equilibrium state with an equivalence ratio of one. The entire mass flow rate of the pilot burner amounts to 0.0016 g/s (based on a hydrogen mass flow rate that is 1% of the ethylene mass flow). The temperature of the burned pilot gases is calculated to be 2380.5 K. In order to reduce the computational costs only an eight degree section of the axisymmetric configuration is simulated with an overall number of 173,650 volumes. The number of particles per cell is set to 60 and a split/annihilation algorithm ensures that this number remains approximately constant during the simulation. For RANS simulations an additional time averaging is performed in order to reduce the stochastic noise.

IV. Results

In order to give a first impression of the flame the calculated temperature distribution is shown in Fig. 4a. The high temperatures of the pilot burner gases are clearly visible in this contour plot. The distribution of the soot volume fraction is shown in Fig. 4b. The maximal temperature of the main flame amounts to 1904 K and the maximal soot volume fraction is 1.353 ppm. The presence of hot, burned gases in the pilot flame keeps the ethylene flame attached to the burner. Also visible is the contraction of the flame at approximately \(z/d_n = 10\). This contraction arises from two facts. First, at the location of the contraction the ethylene jet is initially ignited from the hot pilot gases and second, the surrounding co-flowing air is rapidly soaked into the flame. This causes the flow field of the pilot flame to be bent towards the main axis. This behavior is characteristic for piloted jet flames. The soot volume fraction peaks at around 120 fuel tube diameters above the burner exit. As mentioned before the soot model incorporates oxidation due to OH and O\(_2\). The presence of OH and O\(_2\) as well as the high temperatures in the flame wings are responsible for high progress rates of soot oxidation in these areas. Therefore, the soot yield is confined at an area close to the symmetry axis, which is recognizable in Fig. 4b.

In the following experimental results are compared to the simulation results of the hybrid RANS / TPDF method and to results of an additional simulation with a finite rate chemistry (FRC) model and a laminar chemistry closure (these results are henceforth denoted as LAM). The latter simulation is conducted with the same code and uses the same gas phase, soot precursors and soot models as in the TPDF simulation.

The axial temperature profile as well as radial temperature profiles at five locations above the burner exit are depicted in Fig. 5 and Fig. 6. Red lines show the results of the TPDF model, blue lines the results of the LAM simulation and the symbols represent the results of the experiment (closed symbols for the mean, open symbols for the standard deviation). Both simulation models capture the temperature distribution reasonably well. The peak temperatures in the first two radial profiles are predicted more precisely by the TPDF model. The LAM model clearly overpredicts the temperatures in this region. Also, in case of the TPDF model, the profiles of the temperature standard deviation match very well with the experiment. Unfortunately, the width of the flame is overpredicted up to a location of \(z/d_n = 60\). Starting from this location the width is captured reasonable well, but the temperature gradients at the flame wings are too high. Since the problem occurs in both, the TPDF and the LAM model this could be explained by deficiencies of the turbulence model. Moreover, the temperatures at the centerline are too low in comparison with the experiment. This circumstance has been recognized before [29]. One explanation for this issue could be the limitation of the heat radiation model. As mentioned before, the employed radiation model neglects absorption of emitted energy. This radiation absorption peaks at the centerline of the flame and could explain the low temperatures.

The profiles of the soot volume fraction \((f_v)\) are shown in Fig. 7. The maximal soot volume fraction at the centerline is predicted very well by the TPDF model. The standard deviation is underpredicted by a factor of three. The locations of the maximal soot fraction as well as its standard deviation is also predicted very well by the TPDF model. The LAM model underpredicts the maximal soot volume fraction by a factor of 1.6. The difference between the results of the TPDF and the LAM models seems to be due to the different modeling approaches for the turbulence-chemistry-interaction (TCI). In both simulations the production of soot starts too early. In the case of the TPDF simulation this could be ex-
Fig. 4  Temperature and soot volume fraction distributions of the hybrid RANS / TPDF simulation. Additional iso lines of the OH species are shown in the soot volume fraction contour plot. The results are mirrored at the z-axis.

Fig. 5  Axial temperature profile and radial temperature profile at $z = 34 \cdot d_n$. Experimental results are compared to results from LAM and TPDF simulations.
Fig. 6 Radial temperature profiles at different heights above the burner. Experimental results are compared to results from LAM and TPDF simulations.

plained by early, enhanced mixing due to the increased mixing model constant. The TPDF model also shows better results in the radial profiles of soot volume fraction. In case of the TPDF model more soot is transported in radial direction compared to the results of the LAM model. As it will be shown later, in the case of the TPDF model the soot oxidation occurs in a larger zone with smaller intensity, whereas the LAM model predicts a narrow band of soot oxidation with higher oxidation rates. It is interesting that the experiment shows even more soot transport in radial direction. This could be explained by large turbulent eddies in the shear layer of the flame that transport soot in the co-flowing air, which cannot be captured by the RANS approach.

In order to investigate the behavior of the soot formation / destruction of the sub models the soot source terms are unveiled in the following. In Fig. 8 the temperature, the soot volume fraction, the sum of all soot source terms and the soot nucleation sources of the TPDF and the LAM simulations are compared next to each other. Moreover, Fig. 9 shows the soot sources from growth by acetylene (C_2H_2), condensation of PAH molecules as well as oxidation by OH and O_2. In Table 1 the minimal and maximal values of the soot sub models are summarized. First of all, soot nucleation is elevated by a factor of about 1.8 in the TPDF simulation compared to the LAM model. This is due to an increased PAH_3
Fig. 7  Axial and radial profiles of the soot volume fraction. Experimental results are compared to results from LAM and TPDF simulations.
Fig. 8 Comparison of results between LAM and TPDF. a) Temperature, b) Soot volume fraction, c) Accumulated soot sources, d) Soot Nucleation, additional iso lines of third PAH species from $2 \cdot 10^{-6}$ to $1.8 \cdot 10^{-5}$.

concentration in case of the TPDF model (TPDF: $2.005 \cdot 10^{-5}$, LAM: $1.882 \cdot 10^{-5}$). Next, the growth of soot due to the condensation of PAH molecules onto the soot surfaces is almost twice as high in the case of the TPDF model, whereas the maximum values of accumulated PAH mass fractions in both modeling approaches are almost the same (LAM: 0.0652, TPDF: 0.0583). Soot production due to growth by C$_2$H$_2$ is greater in case of the LAM model. This arises from the fact that the maximal mass fraction of C$_2$H$_2$ is greater in the LAM simulation as well (LAM: 0.0652, TPDF: 0.0583). Soot oxidation by oxygen is similar in both simulation, albeit in case of the LAM simulation the maximal oxidation rate occurs further upstream. Finally, the oxidation of soot by OH is almost two orders of magnitude greater than oxidation by O$_2$ (cf. Table 1) and the oxidation rate due to OH is six times greater in the TPDF simulation compared to the LAM simulation. As can be seen the soot sources and sinks are tightly coupled to the gas phase. Therefore, the combustion model has a strong influence on the soot yield.

The sectional soot model is able to predict soot particle size distribution (PSD). In Fig. 10 and Fig. 11 the PSDs are shown at four positions on the centerline of the burner. The soot particle diameter ($d_s$) of soot bin $s$ is calculated from the mass fraction of the respective soot bin and its molecular weight (more information can be found in [26]).

<table>
<thead>
<tr>
<th>Table 1 Minimal / maximal values of selected soot properties.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min./max.</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>LAM</td>
</tr>
<tr>
<td>TPDF</td>
</tr>
</tbody>
</table>
Fig. 9  Comparison of results between LAM and TPDF. a) Soot growth by C\textsubscript{2}H\textsubscript{2}, additional iso lines of the C\textsubscript{2}H\textsubscript{2} species from 0.01 to 0.06. b) Soot growth by PAH condensation, additional iso lines of accumulated PAH species at 10\textsuperscript{-6}, 10\textsuperscript{-5} and 10\textsuperscript{-4}. c) Soot oxidation by OH, additional iso line of the OH species at 2 \cdot 10\textsuperscript{-4}. d) Soot oxidation by O\textsubscript{2}, additional iso lines of the O\textsubscript{2} species from 0.02 to 0.22.

Fig. 10  Particle size distributions at z = 50 \cdot d\textsubscript{n} and z = 100 \cdot d\textsubscript{n} (on the centerline) of the burner.

The nucleation zone is characterized by a monotonically decreasing particle size distribution and has therefore an unimodal shape. In the soot nucleation stage the TPDF simulation produces more larger particles than the LAM
simulation. This trend is actually present in all four PSDs, especially at the farthest point to the burner exit ($z = 200 \cdot d_n$). At $z = 100 \cdot d_n$ one can find a bimodal distribution and further downstream a transition takes place back to unimodal PSD shapes. The minimum in the bimodal PSD occurs at a particle diameter of about 20 nm in both, the LAM and TPDF simulation.

![Graphs showing particle size distributions at $z = 150 \cdot d_n$ and $z = 200 \cdot d_n$.](image)

**Fig. 11** Particle size distributions at $z = 150 \cdot d_n$ and $z = 200 \cdot d_n$ (on the centerline) of the burner.

### V. Summary and Conclusion

In the present work the soot formation in a piloted turbulent ethylene jet flame is modeled with a hybrid RANS / TPDF method and a sectional model for PAHs and soot. In addition, a simulation with a laminar chemistry model is performed with the same gas phase, soot precursor and soot models. It is found that both models can reproduce the experimentally observed flame structure reasonable well. Both models show similar results in the temperature profiles. The TPDF simulation underpredicts the peak temperatures, whereas the LAM simulation overpredicts the temperatures in the front part of the flame. Unfortunately, the width of the temperature profiles in both simulation revealed deficiencies that are caused most probably by the turbulence model. There are clear differences in the soot production / destruction between both modeling approaches. The TPDF model shows better results in the soot volume fraction. Especially the maximal value of soot volume fraction matches very well with the experiment. The better accuracy of the TPDF simulation can only be caused by the superior properties of the TPDF model.
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