Determination of the optimal camera distance for cloud height measurements with two all-sky imagers


Abstract

All-sky imager based systems can be used to measure a number of cloud properties. Configurations consisting of two all-sky imagers can be used to derive cloud heights for weather stations, aviation and nowcasting of solar irradiance. One key question for such systems is the optimal distance between the all-sky imagers. This problem has not been studied conclusively in the literature. To the best of our knowledge, no previous in-field study of the optimal camera distance was performed. Also, comprehensive modeling is lacking.

Here, we address this question with an in-field study on 93 days using 7 camera distances between 494 m and 2562 m and one specific cloud height estimation approach. We model the findings and draw conclusions for various configurations with different algorithmic methods and camera hardware.

The camera distance is found to have a major impact on the accuracy of cloud height determinations. For the used 3 megapixel cameras, cloud heights up to 12000 m and the used algorithmic approaches, an optimal camera distance of approximately 1500 m is determined. Optimal camera distances can be reduced to less than 1000 m if higher camera resolutions (e.g. 6 megapixel) are deployed. A step-by-step guide to determine the optimal camera distance is provided.
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1. Introduction

Cloud heights are of interest for energy meteorological applications such as the nowcasting of solar irradiance \cite{Nouri2017, Chu2017}, weather services \cite{Campbell2018, Miller2018} and aviation \cite{Wiegmann2002, Mecikalski2007}, where cloud height is critical for non-instrument flight operations. All-sky imager based systems can provide such cloud height measurements. In comparison to ceilometers, they are less expensive, can provide multiple cloud heights at once and are not confined to a point-like measurement area above the instrument. In recent years, many approaches to determine cloud heights based on two (or more) all-sky imagers were published (see Tab. [1]).

Due to the low installation and maintenance costs, all-sky imager configurations with two cameras are especially relevant. Moreover, in \cite{Kuhn2018b}, such a configuration is found to be the most promising one out of five different cloud height providing systems. A key question for such systems is the optimal distance between the cameras. This question is addressed here. The answer to that question depends on a multitude of chosen hardware and software parameters.

To the best of our knowledge, the question of the optimal camera distance was not previously investigated with in-field studies. This might have been caused by the uncertainty achieved using all-sky imagers for cloud height estimations being considered too high for certain applications. Recently, however, mean absolute deviations of 17\% were reported \cite{Nouri2018b}, demonstrating the potential of such approaches.

In most publications listed in Tab. [1] the used camera distance is not specifically motivated or studied, but seems to be imposed by local availability. In the following, we briefly summarize previous works relevant for this study.

Using cameras with a similar resolution (1748×1748 pixels) as the cameras used here and a distance of 1230 m, \cite{Nguyen2014} derive that clouds at 2627 m can be optimally measured and the configuration is reliable up to 5250 m. These values are derived by looking at the change of the overlap between the cameras’ viewing cones (\(\Delta\)Overlap, change in the sky area seen by both cameras) in relation to the change in cloud height. A threshold of \(\frac{\Delta\text{Overlap}}{\text{cloud base height}} = 0.1\%\) is chosen for "demonstration purposes" and not further motivated. The dependency on the camera resolution is not studied. However, the interplay between cloud heights and the optimal camera distance is identified.

In \cite{Massip2015}, a stereographic sensitivity [pixel/m] study is conducted for four of the five cameras used here, including a study on the directional dependencies on a 4 km² area and a cloud base height of 3000 m. The stereographic sensitivity can be derived from the camera resolution and the parallax in pixel caused by an altitude variation of the cloud height in [m]. "For limited variation of altitude (less than 500 m), this stereoscopic sensitivity is linearly increasing" with decreasing cloud height. A direct translation of these findings into an optimal camera distance is difficult. However, \cite{Massip2015}
Table 1: Camera distances and resolutions used for cloud height measurements as published in literature.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Camera distance</th>
<th>Camera resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>de WA (1885)</td>
<td>410 m</td>
<td>theodolites (human eye)</td>
</tr>
<tr>
<td>Strachey and Whipple (1891)</td>
<td>730 m</td>
<td>analog camera</td>
</tr>
<tr>
<td>Kassander and Sims (1957)</td>
<td>2100 m</td>
<td>analog camera</td>
</tr>
<tr>
<td>Orville and Jr. (1961)</td>
<td>4820 m</td>
<td>analog camera</td>
</tr>
<tr>
<td>Allmen and Kegelmeyer Jr (1996)</td>
<td>5540 m</td>
<td>256×256 pixels (indicated in Johnson et al. (1989))</td>
</tr>
<tr>
<td>Kassianov et al. (2005)</td>
<td>540 m</td>
<td>352×288 pixels</td>
</tr>
<tr>
<td>Seiz et al. (2007)</td>
<td>850 m</td>
<td>3060×2036 pixels / 3072×2048 pixels</td>
</tr>
<tr>
<td>Damiani et al. (2008)</td>
<td>not specified</td>
<td>2048×1536 pixels</td>
</tr>
<tr>
<td>Hu et al. (2009)</td>
<td>1500 m</td>
<td>2048×1536 pixels</td>
</tr>
<tr>
<td>Janeiro et al. (2012)</td>
<td>28.9 m</td>
<td>3888×2592 pixels</td>
</tr>
<tr>
<td>Urquhart et al. (2012)</td>
<td>1800 m</td>
<td>640×480 pixels</td>
</tr>
<tr>
<td>Nguyen and Kleissl (2014)</td>
<td>1230 m</td>
<td>1750×1750 pixels</td>
</tr>
<tr>
<td>Öktem et al. (2014)</td>
<td>1000 m</td>
<td>1296×960 pixels / 1024×768 pixels</td>
</tr>
<tr>
<td>Andrée et al. (2014)</td>
<td>17 m</td>
<td>3072×2304 pixels</td>
</tr>
<tr>
<td>Peng et al. (2015)</td>
<td>2477 m / 956 m</td>
<td>640×480 pixels</td>
</tr>
<tr>
<td>Roy (2016)</td>
<td>590 m</td>
<td>2560×1920 pixels</td>
</tr>
<tr>
<td>Beekmans et al. (2016)</td>
<td>300 m</td>
<td>2448×2048 pixels</td>
</tr>
<tr>
<td>Katai-Urban et al. (2016)</td>
<td>90 m</td>
<td>5184×3456 pixels</td>
</tr>
<tr>
<td>Savoy et al. (2017)</td>
<td>100 m</td>
<td>5184×3456 pixels</td>
</tr>
<tr>
<td>Blanc et al. (2017)</td>
<td>572 m</td>
<td>2048×1536 pixels</td>
</tr>
<tr>
<td>Katai-Urban et al. (2018)</td>
<td>90 / 100 / 130 m</td>
<td>5184×3456 pixels</td>
</tr>
</tbody>
</table>
et al. (2015) highlight the anisotropy and sensitivity of cloud height measurements, raising the related question of the best orientation of a two camera system for given local conditions such as prevailing wind direction. This question is briefly addressed in section 5.

Katai-Urban et al. (2018) model the challenges of camera-based cloud height derivations and address the question of the optimal camera distance for cloud heights between 1000 m and 2000 m. They find that for the applied approaches, using a camera resolution of $5184 \times 3456$ pixels, cloud height deviations decrease up to a camera distance of 200 m. Beyond a camera distance of 200 m, little improvements are found. Without further explanations, optimal camera distances between 2000 m and 10000 m for cloud heights between 1000 m and 5000 m are postulated in Katai-Urban et al. (2016), also stating that such large distance would "show too much geometric and photometric distortion, which makes the matching of cloud pixels unfeasible" (Katai-Urban et al. 2016).

Our approach to address the question of the optimal camera distance for cloud height measurements with two all-sky imagers is twofold:

(1) We present an in-field study with various camera distances within a two camera configuration (section 2). In this study, cloud heights derived from configurations with different camera distances are compared to cloud base heights measured by a ceilometer. (2) In a second step, we model the expected cloud height deviations as a function of the camera distance to determine the optimal distance and compare the results to the finding of the field study (section 3).

Usually, camera-based cloud height measurements approaches rely on cloud segmentation or locating common points of interest within images, which might be, according to Berncker et al. (2013), a main origin of errors. To reduce hardware dependencies and increase the robustness, a cloud segmentation-independent approach to derive cloud heights from two all-sky imagers is developed in Kuhn et al. (2018a). This approach is explained in the next section and used here.

In section 4 we attempt to extrapolate the findings to different camera hardware. The distances between the cameras are not only relevant for the accuracy of cloud height measurements, but also for other aspects. For instance, large distances between cameras lead to a larger area of the sky being imaged by the multi-camera system. Such considerations will be discussed in section 5. The applicability of the findings to other all-sky imager based cloud height estimation algorithms is studied in section 6.

A step-by-step guide to define relevant parameters is included in section 7. The conclusion is given in section 8. This study is motivated by the industrial and practical relevance as well as by the variety of different camera distances used in the literature (see Tab. 1).

To summarize our findings, a list of parameters that impact the optimal camera distance is given here in decreasing importance: (1) cloud height itself, (2) camera resolution, (3) minimum viewing angle, (4) cloud positions in relation to the image geometry and (5) cloud positions in relation to the cameras' axis.
2. In-field study of cloud heights derived by two all-sky imagers at different camera distances

2.1. Approach, settings and configurations

This study is conducted using five all-sky imagers and seven camera distances on the Plataforma Solar de Almería (PSA) in southern Spain. The positions of the cameras are indicated in Fig. 1. The minimum distance is 494 m, the maximum distance is 2562 m. Although there is a gap between 890 m and 1679 m, the distances are well distributed and, as of 2018, globally unique for such a study (see Fig. 1). The all-sky imagers have a resolution of 3 megapixel (MP) and are off-the-shelf surveillance cameras (Mobotix, Q24 at Metas, HP and Diss as well as Q25 at Kontas and External. All cameras use CMOS chips.).

Pairs of two cameras are used to calculate the cloud height as described in, benchmarked on 59 days against four other systems in and with the same parameters of Kuhn et al. (2018b). This approach is briefly summarized here and shown in Fig. 2. To derive a cloud height, two images from both cameras, taken 30 s apart, are subtracted \(d_i(x,y)\) in Fig. 2 and projected into one orthoimage for each camera \((o_i(m,n))\). These difference orthoimages are segmented into binary images \((b_i(m,n))\) by using a dynamic threshold (98th percentile). The binary images are then matched, deriving a cloud speed in [pixel/s].

This so-called matching distance between the orthoimages is a key parameter and corresponds to the known distance of the camera. This allows the conversion of the matching distance from [pixel/s] to [m/s].

With both the angular and the absolute velocity derived, one general cloud height for each timestamp is calculated for the whole image.

This approach is independent from cloud detection algorithms, which reduces dependencies on camera hardware. For instance, different camera chip models are used in this study. The novel differential
approach matches cloud velocities, not specific points of interests within all-sky images. In a fisheye image, this (angular) velocity depends on the position of the cloud within the image. This effect is corrected by transforming the fisheye image into an orthoimage. If the same cloud is seen by both all-sky imagers, matching its velocity is considered far more robust than matching points of interest, which might also be more challenging due to perspective differences. As a result of the dynamic threshold, cloud speeds and heights are also derived during overcast situations for which approaches based on matching segmented binary cloud masks cannot provide measurements. The algorithm used in this study provides one cloud height for each pair of all-sky images. However, in Nouri et al. (2018b), this differential approach for cloud height estimation was expanded to provide several cloud heights. If multiple cloud heights are measured simultaneously, matching these measurements to ceilometer data becomes more complicated. As the focus of this study is on the optimal camera distance, these challenges are avoided by using one cloud height per timestamp on a dataset filtered for constant cloud height situations (see explanations below).

Here, as inputs, jpg images are used, whose color channel values (1) have suffered a lossy discrete cosine transformation and (2) are confined to discrete values between 0 and 255. However, jpg images are
considered to be feasible as the amount of data is far smaller than e.g. while using tiff images, the lossy
compression does not introduce strong blurring effects and the discretization was found to be irrelevant
with usual pixel values beyond 100 at the cloud edges in the difference images.

Although independent from cloud segmentation algorithms, the exterior and internal orientations of
the cameras must be known to calculate the orthoimages. The used orthoimages have a resolution of
1000 \times 1000 \text{ pixels} \ (N \times N). In principle, this resolution could be increased. However, due to the limited
amount of pixels on the cameras’ chips, this increase would not yield more physical information. The
minimum elevation angle $\alpha = 12^\circ$ is the minimum angle present in the orthoimage for all azimuth angles.

In the edges of the quadratic orthoimage, smaller elevation angles are projected into the orthoimage,
which is considered to be of minor importance in this study. Figure \ref{fig:orthoimage} visualizes these parameters.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{orthoimage.png}
\caption{Sketch showing the properties of the orthoimage (adapted from \cite{Kuhn2018}).}
\end{figure}

Conventional deviation metrics such as root-mean-square deviations (RMSD), standard deviation
(std), mean-absolute deviations (MAD) and bias (equ. \ref{eq:bias}) on 10 min gliding medians are used to
quantify the deviations between the all-sky imager derived cloud heights ($h_{\text{ASI-ASI,}i}$) and the ceilometer
cloud base heights ($h_{\text{ceiometer,}i}$).

\begin{align}
\text{bias} &= \frac{1}{N} \sum_{i=1}^{N} (h_{\text{ASI-ASI,}i} - h_{\text{ceiometer,}i}) \quad (1) \\
\text{std} &= \sqrt{\frac{1}{N} \sum_{i=1}^{N} (h_{\text{ASI-ASI,}i} - h_{\text{ceiometer,}i}) - \text{bias}}^2 \quad (2) \\
\text{RMSD} &= \sqrt{\frac{1}{N} \sum_{i=1}^{N} (h_{\text{ASI-ASI,}i} - h_{\text{ceiometer,}i})^2} \quad (3) \\
\text{MAD} &= \frac{1}{N} \sum_{i=1}^{N} |h_{\text{ASI-ASI,}i} - h_{\text{ceiometer,}i}| \quad (4)
\end{align}

Cloud heights as measured by the ceilometer and the cloud heights measured by the all-sky imager
systems are not identical: Ceilometers measure cloud base heights directly above the position of the
instrument. On the other hand, the all-sky imager based approach used here is more likely to measure
a mean cloud height of optically thick clouds. Also, ceilometers can show "a considerable degree of
scatter" \cite{Martucci2010} and comparisons found an average bias of 160 m \cite{Martucci2010}
or 50 m [Gaumet et al. 1998] between two ceilometers. Nonetheless, we consider the ceilometer used here (CHM 15k NIMBUS, G. Luft Mess- und Regeltechnik GmbH) to be a valid reference.

The evaluation is conducted for periods during which the ceilometer measured a temporally relatively constant cloud height. This limitation is needed to avoid multiple cloud height situations. These situations are excluded as the ceilometer conducts point-like measurements whereas the all-sky imager systems determine the heights of clouds causing the largest difference in the difference images (see Fig. 2). In situations, in which both optically thick cumulus clouds and optically thin ice clouds are present, the all-sky imager configurations thus tend to derive the height of the (usually lower) cumulus clouds. Therefore, in multi-layer conditions, systematic deviations between the camera-derived and the ceilometer measurements are present, which are not the subject of this study. Thus, multi-layer cloud situations are excluded.

The periods of temporally relatively constant cloud heights are manually pre-selected by looking for constant cloud height conditions in ceilometer measurements. In a second step, timestamps for which the ceilometer measures a standard deviation in cloud base heights larger than 30 % relative to the ceilometer mean cloud base height measurements within a period of 3 h (90 min around each timestamp) are excluded. Moreover, only timestamps for which all systems derived a cloud height are included in the comparison. This leads to a total of 39491 timestamps on 93 days.

2.2. Experimental results of the in-field study on cloud heights using different camera distances

Figure 4: Raw data of all-sky imager derived cloud heights in comparison to ceilometer cloud base heights on 2017-07-01.

We specifically look at the raw data of three of the 93 days to highlight certain effects. The first day, 2017-07-01, is shown in Fig. 4. Throughout the selected period of time, a constant cloud height of 3000 m is present, which is accurately measured by all configurations. On 2017-01-19, shown in Fig. 5...
the ceilometer also measures a relatively constant cloud height at about 2000 m. However, configurations with large camera distances show significant deviations.

Figure 5: Raw data of all-sky imager derived cloud heights in comparison to ceilometer cloud base heights on 2017-01-19.

Figure 6 depicts the cloud heights measured during a selected period on 2017-05-29. During that period, the ceilometer measures a constant cloud height at about 7000 m. Configurations with small camera distances of 494 m and 890 m often over-estimate this cloud height, with overshootings being present especially for the setup with the smallest distance. The configuration with the camera distance of 771 m, however, does not show such overshootings.

Larger camera distances of 1679 m, 2051 m, 2390 m and 2562 m derive cloud heights similar to the ceilometer cloud heights between 17:00 h and 17:50 h. Between 16:20 h and 16:45 h, these setups measure lower cloud heights than the ceilometer. During this period, high ice clouds are present over the ceilometer. The all-sky imager, however, also image lower cumulus clouds (see Fig. 7). Due to the differential approach of the all-sky imager setups, such cumulus clouds are more likely to be matched as optically thin ice clouds. Therefore, the all-sky imager derived cloud heights of approximately 2000 m might be physically correct. The steep increase in the estimated cloud heights visible in Fig. 6 at approximately 16:50 h is caused by the 10 min gliding median applied to the all-sky imager measurements.

For the following comparisons, cloud heights are called "low" if the ceilometer measures a height at or below 3000 m. "High" cloud heights correspond to ceilometer measurements at or above 8000 m. "Medium" cloud heights correspond to ceilometer measurements between 3000 m and 8000 m.

All-sky imager derived cloud heights above 12,000 m are set to this maximum cloud height. The applied maximum cloud height is introduced to physically limit the all-sky imager derived cloud heights and does not affect ceilometer measurements.
The deviations are displayed in Fig. 8 for low, medium and high clouds as well as all considered camera distances. The number of measurements used in this comparison for all system is 18927 for low clouds, 14935 for medium clouds and 5629 for high clouds.

For high clouds (dotted lines), the deviations decrease with larger camera distances: From 98.8 % RMSD for the smallest camera distance (494 m) via 60.3 % at a distance of 1679 m to 62.7 % for the maximum distance considered here (2562 m). The same holds, on a lower deviation level, for medium clouds (dashed lines, from 64.8 % RMSD via 21.2 % to 29.2 %). For low clouds (solid lines), the deviations increase with larger camera distances (from 11.4 % RMSD via 12.0 % to 22.4 %).

For high clouds, the second smallest distance (771 m) sticks out with a significant negative bias. This bias is not present for this distance for low and medium clouds, for which this distance is more accurate than similar distances.
Figure 8: Derived cloud height deviations on 93 days using 7 camera distances. The number of measurements for low clouds is 18927, for medium clouds 14935 and for high clouds 5629.

The MADs and the standard deviations show trends similar to those of the RMSD with a tendency to decrease for larger camera distances and high clouds as well as to increase for larger camera distances and low clouds. For high clouds, the MAD decreases from 81.4 % (494 m) to 37.6 % (2051 m) and 41.6 % (2562 m). For medium clouds, the MAD decreases from 55.1 % (494 m) to 19.1 % (2562 m). For low clouds, the MAD decreases from 5.8 % (494 m) to 11.9 % (2562 m).

The standard deviation drops for high clouds from 97.8 % (494 m) to 60.6 % (2562 m) with a minimum of 47.6 % for a camera distance of 1679 m. For medium cloud heights, the standard deviation decreases from 58.0 % (494 m) to 29.0 % (2562 m) with a minimum of 21.2 % for 1679 m. For low clouds, the standard deviation increases from 11.4 % (494 m) via 9.4 % (771 m) and 22.8 % (2390 m) to 22.1 % (2562 m).

In Fig. 8, we see two distinct trends: (1) For medium and high clouds, the deviations shrink with larger camera distances up to 1679 m. For camera distances beyond 1679 m, no major improvements of the metrics are found. (2) For low clouds, the deviations increase with larger camera distances.

To further study the impact of different camera distances, scatter density plots of each configuration are shown in Fig. 9a-9g. The scatter density plots visualize the cloud height deviations found between the all-sky imager configuration and the reference ceilometer.

Fig. 9a shows the scatter density plot for the smallest camera distance (494 m). This configuration is able to accurately derive cloud heights up to approximately 2500 m. Greater cloud altitudes are
measured with a significant amount of scatter. Many clouds, measured by the ceilometer to have heights between 11000 m and 12000 m, are determined by this configuration to have heights of about 2000 m. This could be an indication that not every multi-layer cloud situation is filtered out. As the filtering is only conducted on the data of the ceilometer reference, clouds not being measured by the ceilometer could cause this effect. In such situations, the ceilometer might determine the altitude of a high cloud directly above the instrument whereas the all-sky imager system may measure a general height of other clouds in the sky. As highlighted with Fig. 7, this could explain a certain amount of the artefacts seen in the scatter density plots (Fig. 9a-9g).

In Fig. 9b, the scatter density plot corresponding to a camera distance of 771 m is presented. This system measures cloud heights up to approximately 3000 m with better accuracy for cloud heights between 3000 m and 5000 m compared to the 494 m system. The scatter at higher altitudes is biased, meaning that the system underestimates cloud heights more frequently than overestimations occur. This is reflected in the large negative bias shown in Fig. 8.

The configuration with a camera distance of 890 m is depicted in Fig. 9c. In contrast to the very similar distance of 771 m, shown in Fig. 9b, the scatter is not biased towards lower estimations. However, for cloud heights above 2500 m, cloud heights cannot be accurately determined. Fig. 9d shows the configuration with the overall best accuracy, having a camera distance of 1679 m. Low, medium and high cloud heights are derived with less scatter in comparison to other distances. For larger camera distances (Fig. 9e-9g), the scatter increases in comparison to the results of the camera distance of 1679 m.

Figure 10 shows the standard deviations of the configurations relative to ceilometer cloud base heights for a bin size of 200 m. Corresponding to Fig. 8 and 9, we see that small camera distances (solid lines) scatter less than large camera distance (dotted lines) for low cloud heights, but scatter more for high clouds. Beyond 10000 m, the scatter is similar for all camera distances, which is contributed to the discussed multi-layer situations.
Figure 9: Scatter density plot for cloud heights on 93 days derived by two all-sky imagers and various camera distances. Cloud heights derived from both the all-sky imagers and the ceilometer are compared with a bin size of 200 m. The color shows the relative frequency of the temporally matched cloud heights within each ceilometer cloud height bin. This means that the relative frequencies in one column, which is one ceilometer cloud height bin, add up to 100%. The results are displayed again for 10 minute medians derived from the all-sky imager systems and compared to 10-minute median measurements of the ceilometers.
3. Modeling the findings of the in-field study

3.1. Explaining deviations for small distances and high clouds

In order to study the overshooting effects visible e.g. in Fig. 6 and Fig. 9a for small camera distances and high clouds, we study a specific timestamp. This timestamp is 2017-08-04, 13:47:00 UTC+1. For this timestamp, the ceilometer measures a cloud height of 11613 m. The two all-sky imager systems with a camera distance of 1678 m derives a cloud height of 10353 m, the system with 494 m camera distance calculates a non-physical cloud height of 53066 m (53 km). The derived cloud velocity [pixel/s] of both systems is the same: \(\Delta y = 0\) pixel/30 s and \(\Delta x = -1\) pixel/30 s. The same velocity in [pixel/s] derived from \(d_1(x,y)\) and \(d_2(x,y)\) in Fig. 2 leads, due to the different camera distances, to distinctly different cloud velocities of 3.2 m/s (for a camera distance of 1678 m) and 16.4 m/s (for the camera distance of 494 m) and hence to the high deviation in the derived cloud heights (10353 m and 53066 m). The reason for this mismatch is the lack of camera resolution in the matching of the difference images: For the camera distance of 494 m, a matching distance of a fraction of a pixel in the orthoimages would result in the ceilometer cloud height. Due to discretization, this is not possible. Setups using small camera distances thus undersample pixel-resolution-wise clouds at high altitudes, resulting in scatter.

In Fig. 11 the relation between matching distances between the orthoimages of the cameras \((b_1(x,y)\) and \(b_2(x,y)\) in Fig. 2 see section 2.1 for explanations) and the ratio of cloud heights and camera distances is shown. A matching distance of 10 pixels is present if the cloud heights are 10.6 times higher than the camera distance. The matching distance is 51 pixels if this ratio is 2.1 and drops to 2 if the cloud height are 53.1 times larger than the camera distance.

Figure 11 is derived using equ. 5 which is based on equ. 4 in Kuhn et al. (2018b). In equ. 6 \(s_{match}\) is the matching distance, \(N\) is the size of the orthoimage in one dimension, \(\alpha\) is the minimum viewing
angle, \( h \) is the height of the cloud layer and \( D \) the distance between the cameras.

\[
s_{\text{match}} = \frac{N}{2 \cdot \tan(90^\circ - \alpha)} \cdot \frac{1}{h/D} \tag{5}
\]

Figure 12 shows the corresponding cloud height errors divided by the camera distance. A minor mismatch of one singular pixel has a stronger impact on the expected accuracy if the ratio between cloud height and camera distance is large.

The undersampling effect shown in Fig. 11 and 12 for large ratios affects the configurations with camera distance below 1000 m (Fig. 9). This effect is biased for the setup with a camera distance of 771 m towards lower cloud heights. Furthermore, this setup shows little deviations in comparison to ceilometer measurements for certain periods shown in Fig. 6. The reason for both this bias and the good agreement on 2017-05-29 remains unclear, but due to the lack of physical information (undersampling) for high clouds, we opt to not consider this any further.
3.2. Explaining deviations for large distances and low clouds

In section 2.2, deviations and scatter are found to increase with increased camera distances for low cloud heights. The reason for this is explained by the concept of overlap. If the cameras are further apart, the overlap of the cameras’ viewing cones is reduced (Fig. 13). Clouds which are not located inside this overlapping volume are only seen by one camera (or none). The heights of such clouds cannot be determined. In general, increasing the camera distance reduces the matching area, which makes mismatches more likely.

![Figure 13](image13.png)

Figure 13: Small distances between the cameras lead to large overlaps. If the cameras are further apart (larger camera distance $D$), the overlap is reduced.

The overlap depends on the ratio of cloud heights and camera distances as shown in Fig. 14. For instance, for a ratio of 1 (same cloud height and camera distance, e.g., 2 km), the overlap is 86.5%. If the cloud height is 4 times greater than the camera distance, the overlap increases to 96.6%. Similarly, a ratio of 0.5 results in an overlap of 73.1%. If the camera distance is 5 times larger than the cloud height (ratio of 0.2), the overlap is further reduced to 35.7%. As a comparison, EKO Instruments (2018) suggests a ratio of 5 (overlap: 97.3%) to 7 (overlap: 98.1%) for optimal accuracy.

![Figure 14](image14.png)

Figure 14: Overlap between two cameras in relation of ratios of cloud heights over camera distances.

Figure 14 is derived using equ. 6. In equ. 6, $R$ is the radius of the viewing cone with $R = h \tan(\alpha)$ ($h$: cloud layer height; $\alpha$: minimum viewing angle) and $D$ is the distance between the cameras.

$$\text{Overlap} = \frac{2 \cdot R^2 \cdot \arccos\left(\frac{D}{2 \cdot R}\right) - 0.5 \cdot d \cdot \sqrt{4 \cdot R^2 - D^2}}{\pi \cdot R^2} \cdot 100\%$$ (6)
4. Impacts of the camera hardware and parameters on the optimal camera distance

In this section, we link our findings to camera hardware and settings, which enables a limited generalization and extrapolation to other setups. Section 4.1 considers the impacts of the camera resolution on the optimal distance. The effects of the minimum viewing angle $\alpha$ are studied in section 4.2. Section 4.3 briefly discusses the influence of the cloud positions within the all-sky image geometry. The impacts of the image acquisition rate are presented in section 4.4. In section 4.5 further potential impacts on all-sky imager based cloud height estimation deviations are named.

4.1. Relation between camera resolution and optimal distance

The resolution of the camera is considered to be the most relevant parameter for this study. For example, Janeiro et al. (2012) use a very small camera distance of only 28.9 m in combination with a relatively high resolution camera with $3888 \times 2592$ pixels. Here, this relation between camera distances and resolutions is discussed.

In this study, the orthoimage has a resolution of $1000 \times 1000$ pixels. The orthoimage is derived from the fisheye jpg images and can be set to have a higher resolution. However, due to the lack of information, this artificially higher resolution does not come with higher accuracy. The used all-sky imagers (Mobotix Q24 and older Q25 models) have a resolution of 3 MP. Higher resolution fisheye cameras, e.g. with 12 MP or more, are available.

With this physically higher resolution, orthoimages with a higher resolution can be employed. For instance, the orthoimage could be $\gamma = \frac{2048}{1536} = 1.3$ larger if a 6 MP ($2048 \times 3078$) camera instead of a 3 MP camera ($1536 \times 2048$) is used. This camera resolution is applied in the new camera model Mobotix Q25, which is used in Nouri et al. (2017). The orthoimage is therefore enlarged by the factor $\gamma$ in each direction (more detailed calculations are presented in the next sections). This linearly increases the matching distance between the cameras’ orthoimages ($y$-axis in Fig. 11) by a factor of $\gamma' = \gamma \cdot M$, $M = \{x|1 \leq x \leq \sqrt{2}\}$ (depending on the direction of the matching, diagonal or along the edges of the orthoimage). This factor has a non-linear impact of $1/\tan(\gamma')$ on the accuracy (see Fig. 11 and 12). Thus, higher camera resolutions reduce the required camera distances. This behavior is partially reflected in the distances and resolutions summarized in Tab. 1.

4.2. Minimum viewing angle $\alpha$ and optimal camera distance

The minimum viewing angle considered so far is $\alpha = 12^\circ$. Several important parameters of the orthoimage depend on this angle, which will be studied here for several camera resolutions. Figure 15 shows the elevation angles within a 3 MP jpg fisheye image. In Fig. 16 where the elevation angles of the center row are depicted, we see a linear relation with a gradient of approximately $\pm 0.103^\circ$ per pixel.

Although custom lenses exist (e.g. Gutwin and Fedak (2004), Singh et al. (2006), Schmidt et al. (2015)), we assume that the linear relation visible in Fig. 16 holds for most fisheye cameras. Assuming
Figure 15: Elevation angles in a 3 MP fisheye raw image.

Figure 16: Elevation angles of the center row within a 3 MP fisheye image, corresponding to Fig. 15.

Furthermore that the first pixel of the center row images a minimum elevation of $\theta_{\text{min}} = 0^\circ$ and the center pixel a maximum elevation of $\theta_{\text{max}} = 90^\circ$, the gradient $\Delta \beta$ can be calculated using equ. 7. This yields a gradient of $0.117^\circ$/pixel for a 3 MP image ($2048 \times 1536$ pixels; due to the symmetry of all-sky images, the relevant resolution value in this section is always the smaller one.). This calculated gradient is reasonably close to the gradient shown in Fig. 16.

\[ \Delta \beta = \frac{\theta_{\text{max}} - \theta_{\text{min}}}{\text{pixel indices}} \to \frac{90^\circ - 0^\circ}{(0.5 \cdot 1536 - 1) \text{ pixels}} = 0.117^\circ/\text{pixels} \]  

Equation 7

If an orthoimage is generated (see Fig. 17), the center area is compressed into relatively few pixels. On the other hand, the edge region is stretched. This stretching depends on the minimum viewing angle $\alpha$ as shown in Fig. 18.

Under the assumption of a linear elevation gradient (see equ. 7), the physical plane-projected resolution (PPR) can be calculated using equ. 8 with $\Delta \beta$ being the gradient derived in equ. 7, $n$ being the pixel distance to the center and $h$ being the cloud layer height. The PPR describes the physical spatial resolution within a plane at a given height which depends on the elevation angles of the corresponding pixels in the raw fisheye image. A visual explanation of the parameters is given in Fig. 19. Figure 20 shows the relation between elevation angles, camera resolutions and the physical plane-projected resolutions, normalized by the cloud height.

\[ PPR = h \cdot (\tan(n \cdot \Delta \beta) - \tan((n - 1) \cdot \Delta \beta)) \]

Equation 8
Figure 17: Elevation angles in an orthoimage with a resolution of $1000 \times 1000$ pixels and a minimum viewing angle of $\alpha = 12^\circ$, corresponding to Fig. 15. Small minimum viewing angles may lead to extrapolations caused by the lack of physical information.

Figure 18: Elevation angles of the center row within an orthoimage with a resolution of $1000 \times 1000$ pixels ($N \times N$) and two minimum viewing angles, corresponding to Fig. 15. Smaller minimum viewing angles result in stronger compression of the center area and stretching of the raw fisheye image’s edges.

Figure 19: Visual explanations corresponding to equ. 8 and the concept of the physical plane-projected resolution ($PPR$). $\Delta \beta$ is the gradient derived in equ. 7, which depends on the camera’s resolution. The normalized $PPR$ is shown in Fig. 20.

We derive from Fig. 20 that a minimum viewing angle of $\alpha = 12^\circ$ corresponds to a $PPR$ normalized by the cloud height of 0.047 for a camera resolution of 1536 pixels and to a normalized $PPR$ of 0.021 for a camera resolution of 3456 pixels. For a cloud layer height of 5000 m, this corresponds to a minimum physical plane-projected resolution of 231.4 m and 104.1 m, respectively. These minimum resolutions
hold for the minimum viewing angle. If we allow such edge pixels to be extrapolated over a maximum stretching factor of e.g. $\kappa = 5$ pixels in the corresponding orthoimage, the orthoimage has a resolution of $\frac{235 \text{ m}}{5 \text{ pixels}} = 46.3 \text{ m/pixel}$ or $20.8 \text{ m/pixel}$.

The corresponding sizes of the orthoimages are calculated using equ. 9 to be $N = 1009$ pixels and $N = 2252$ pixels, respectively. In equ. 9 $N$ is the size of the quadratic orthoimage in one dimension, $PPR$ is the physical plane-projected resolution determined by equ. 8 and $\kappa$ is the stretching factor for the least resoluted fisheye pixel in the orthoimage.

$$N = \frac{2}{\kappa} \cdot \sum_{\zeta_{ele}} PPR(\zeta_{ele}) \tag{9}$$

For a minimum viewing angle of $\alpha = 5^\circ$, the minimum $PPR$ increases to $1293.8 \text{ m}$ and $591.9 \text{ m}$. Using the same resolutions of the orthoimage as before, the orthoimages’ sizes expand to $N = 4053$ pixels and $N = 4015$ pixels, with the least resolved pixel of the fisheye image being stretched over 27.9 pixels or 28.5 pixels in the orthoimage.

As a conclusion, a feasible minimum viewing angle must be chosen keeping the physical plane-projected resolution and the corresponding optimal size of the orthoimage in mind. Large minimum viewing angles reduce the overlap between the cameras, but are beneficial for the amount of physical information in the orthoimage. If the minimum viewing angles are small, the chosen resolution of the orthoimage may become non-physical with singular pixels from the raw image being stretched over dozens of pixels in the orthoimage, caused by the lack of physical information. This stretching makes mismatches more likely and thus reduces the expected accuracy, especially for clouds imaged far away from the center of the all-sky images (see next section).
4.3. Impact of cloud positions in relation to the image geometry

Using $\Delta \beta$ as defined in equ. 7, the vertical resolution can be calculated, e.g. for a vertical plane between the cameras as depicted in Fig. 21. This vertical resolution is specified by equ. 10 with $D$ being the distance between the cameras and $n$ the pixel distance to the center of the raw fisheye image.

Equation 10 is visualized for the $\Delta \beta$ of the used cameras. With a distance between the cameras of 1500 m, the corresponding vertical resolution between the cameras at 10000 m altitude is for instance 247 m.

\[ v_n = \frac{D}{2} \left( \tan(90^\circ - n \cdot \Delta \beta) - \tan(90^\circ - (n - 1) \cdot \Delta \beta) \right) \]  

This vertical resolution is less resolved for positions far away from the cameras. Thus, the deviations of cloud height measurements depend on the position of the cloud in relation to the image center. In general, this relation could be, similar to the discussion in section 4.2, camera-specific. Besides the reduced vertical resolution, clouds seen under small elevation angles for a camera are imaged in the distorted edge regions of the fisheye image. There, the calibration accuracy might be worse than in
the center. These deviations impact the orthoimage, leading to matching deviations. These deviations depend on the cameras’ calibrations and their imaging systems.

In addition to that, clouds at the edges of the fisheye all-sky images are rather seen from the side, not from the bottom. This might lead to perspective errors in certain cloud height measurement approaches (Kuhn et al., 2018a). Moreover, as discussed in section 4.2 and shown e.g. in Fig. 17 the physical resolution within the orthoimage decreases towards the edges and pixels from the fisheye raw image might be stretched over several pixels in the orthoimage. This clearly reduces the accuracy of cloud height measurements in these regions.

As many of these effects are camera-specific or depend on chosen settings, a general qualitative assessment is not conducted here. However, measured heights of clouds near the center of the images / above the cameras’ positions are, based on the considerations presented in this section, estimated to be more accurate.

4.4. Image acquisition rate and optimal camera distance

High temporal resolutions (e.g. 1 s) combined with limited pixel resolutions could lead to an oversampling effect. This holds for the differential approach used here, which matches differences between subsequent images. If the image acquisition rate is too high, the spatial difference in the cloud positions between two subsequent images could be below the camera resolution. In this scenario, a matching is not possible. Yet, non-subsequent images with larger temporal differences could still be used to obtain cloud heights. On the other hand, very low temporal resolutions larger than 1 min could increase matching errors due to cloud dynamics (blur effects).

Other approaches to determine cloud heights from two all-sky imagers are based on two images taken simultaneously by both cameras (e.g. Allmen and Kegelmeyer Jr (1996), Kassianov et al. (2005), Seiz et al. (2007), Nguyen and Kleissl (2014), Beekmans et al. (2016) and Blanc et al. (2017)). In these approaches, the image acquisition rate only determines the amount of measurements per unit of time and does not affect the cloud height determination itself.

4.5. Further factors affecting the accuracy of all-sky imager based cloud height measurements

Besides the parameters impacting the accuracy of all-sky imager based cloud height estimations discussed in the previous sections, further effects are briefly discussed here. Hypothetically, cloud height deviations might correlate to specific cloud types. Arguably, this could be a major challenge for approaches based on matching specific points of interest between images taken by two all-sky imagers. Potentially, this matching might be less robust for cirrus than for cumulus clouds. In general, cumulus clouds are thought to provide easier recognizable features. The differential approach used here, which matches differences, might show less dependency of cloud types. However, this has not been studied.
Another factor impacting all-sky imager derived cloud heights is the accuracy of the interior and exterior orientations. For the interior orientation, well established toolboxes as the one used here (Scaramuzza et al., 2006) are available. However, small deviations cannot be avoided completely. The exterior orientation can be obtained by tracking e.g. star constellations or the moon, with the latter being done for the cameras in this study. Besides certain uncertainties present in these approaches, the exterior orientation might also be affected by e.g. thermal expansion of support structures beneath the cameras, causing shifts in the camera’s position. Due to geometrical properties, these factors are thought to have their strongest impact on clouds near the horizon of the all-sky images. Besides initial accurate determinations of the orientations, continuous monitoring could limit the corresponding deviations. Furthermore, as realized in Nouri et al. (2018b), several redundant pairs of cameras could be used to detect and correct erroneous measurements of one specific configuration.

One main challenge for all-sky imagers is soiling as their upward facing lens is exposed to the elements. Using the differential approach, stationary dirt does not cause mismatching, but might lead to the occlusion of clouds. Soiling is considered the major challenge for all approaches based on matching stationary points of interests or segmented cloud masks.

5. Further aspects relevant for the optimal camera distance

As shown in the previous sections, the distance between the cameras of an all-sky imager system impacts its ability to accurately determine cloud heights. However, besides cloud heights, the camera distance is of importance for other parameters as well.

If, for instance, a network of relatively independent all-sky imagers shall cover an area as large as possible, the overlap should be reduced to the required minimum. The derivation of cloud height information is thus more difficult or even impossible. However, depending on the application, cloud height information might be less relevant or could be externally provided to the cameras. Such example applications are the all-sky imager based detection of solar variability classes (e.g. Steffen et al., 2012, Nouri et al., 2018), cloud coverage (e.g. Ackerman and Cox, 1981, Tapakis and Charalambides, 2013), Jayadevan et al. (2015), Dev et al. (2017), Kuhn et al. (2017), cloud type classifications (e.g. Heinle et al., 2010, Martínez-Chico et al., 2011, Kazantzidis et al., 2012, Taravat et al., 2015, Xia et al., 2015), or camera-derived solar irradiance measurements (e.g. Tolising et al., 2013, Tolising et al., 2014, Tzoumanikas et al., 2016).

Furthermore, for certain applications, low clouds are more important than high clouds, e.g. for not instrument-rated pilots (e.g. Hunter, 2002, Atsushi, 2004, Fultz and Ashley, 2016). Therefore, the focus of the application has an impact on the optimal camera distance. In practice, however, maximum distances between the cameras of nowcasting systems are often defined by property boundaries or the availability of infrastructure.
Optimal orientation of the cameras. A question related to the optimal camera question is the optimal orientation of the cameras, which is briefly addressed in Massip et al. (2015). Depending on the predominant cloud motion direction, the intended application and algorithmic approaches, an orientation of the two cameras’ axis in parallel or orthogonal to the main cloud motion direction is preferable. An orientation orthogonal to the main cloud motion direction is, to a minor degree, superior for cloud height measurements as clouds coming from this main direction are seen by both cameras at a similar time, enabling earlier cloud height derivations for clouds with motion vectors aligned with the axis of the two cameras. If the early detection of clouds is more important than their heights, an orientation in parallel with the main cloud motion direction is more appropriate. Moreover, if a cloud field is approaching the cameras, one cloud motion vector and one cloud height could be derived from the foremost cloud and extrapolated to the whole cloud field.

6. Quantitative generalization of the findings to other all-sky imager based cloud height measurement approaches

In this section, we try to generalize our findings to other all-sky imager based cloud height measurement approaches. We discuss several competing algorithms. Methods only validated in simulations (e.g. Kassianov et al. 2005, Mejia et al. 2018) are not considered.

At first, the method presented in Blanc et al. (2017) is summarized. This approach is based on a binary cloud segmentation, which classifies each pixel into clouded or cloud-free. Certain clouded pixels are selected within the considered image of one all-sky imager based on texture and contrast information to be tie points for the cloud height estimation. The matching is conducted using one image of a second all-sky imager by maximizing the correlation between the images starting at an assumed cloud height of 4500 m. A k-Nearest-Neighbor classifier is used to distinguish up to five different cloud layers. Areas between the tie points are extrapolated. This way, a cloud height is assigned to every clouded pixel. This algorithm was validated on one day using camera hardware also used in this study. For this setup, the discussions on the relation between camera distance and camera resolution, e.g. regarding the vertical resolution, hold without adaption. Also, the considerations of the impacts of cloud positions within the all-sky images (see section 4.3) and the image acquisition rate (see section 4.4), which only defines the amount of measurements per time in this approach, are directly applicable. As no orthoimage is used in this algorithm, certain ideas mentioned in section 4.1 must be modified. Potentially, the effects of different cloud types on the deviations, which are discussed in section 4.5, are more relevant for this approach than for the differential approach used here.

In Nguyen and Kleissl (2014), a method based on two all-sky imagers is validated on four days. Using 16-bit depth saturation images, matching is conducted within orthoimages ("georeference projection of sky images" Nguyen and Kleissl (2014)). These orthoimages have minimum elevation angles of $\alpha = 20^\circ$. 
This approach provides one cloud height for each set of all-sky images. Due to the similarity of the algorithms, we think that all findings not directly related to the differential approach can be applied to this method. However, matching saturation images might be more prone to perspective challenges, especially for camera distances larger than the distance of 1230 m used in Nguyen and Kleissl (2014). Another approach based on matching points of interest is also introduced, which is found to be less robust in comparison to the single layer approach, especially for multi-layer cloud situations.

The differential approach used here was further developed and benchmarked on 30 days in Nouri et al. (2018b). This further development includes the capability to derive multiple cloud heights from a pair of all-sky images. A configuration based on two all-sky imagers and a configuration based on four all-sky imagers, both using this modified differential approach, are compared to a voxel-carving and segmentation based system using the same camera hardware (Nouri et al., 2018b). The latter system was significantly outperformed by the configurations using the differential approach. Due to inherent redundancies, the four camera differential configuration achieved an MAD of 17%. For the two camera setup with the modified differential approach, an MAD of 29% was found. The voxel-carving based system yielded an MAD of 46%. All findings presented here are directly applicable to the two differential systems. This does not hold for the third configuration: For voxel-carving approaches, the camera distances should ideally be larger than the expected cloud dimensions.

7. Step-by-step guide to determine the optimal distance between cameras and further required parameters for all-sky imager based cloud height measurements

We start with the assumption of having two cameras with the same resolution. The cameras are further assumed to have standard fisheye lenses, which hypothetically show a linear relation between the imaged elevations and the pixels similar to Fig. 16. In the following, the relevant configuration parameters are derived step by step. This list is, to a certain degree, specific for the algorithmic approach used in this study.

1. Calculate the gradient $\Delta \beta$, adapting equ. [7] to the used camera hardware.
2. Calculate the $PPR$ using equ. [8]
3. Chose the minimum viewing angle $\alpha$ as large as possible for your application. For most applications, angles of $\alpha = \{\alpha | 10^\circ \leq \alpha \leq 30^\circ \}$ are considered to be feasible.
4. Define the minimum $PPR$/cloud height based on the minimum viewing angle $\alpha$ and equ. [8] shown in Fig. 20
5. Chose the maximum stretching factor $\kappa$ between the fisheye jpg image pixel at the minimum viewing angle and the corresponding pixel in the orthoimage. A reasonable stretching factor for these edge pixels is thought to be 5.
6. Define the cloud height $h$, which is considered most important for your application. Relevant heights could be between $h = \{h | 100 \text{ m} \leq h \leq 10 \text{ km}\}$.

7. Calculate the minimum resolution $\text{res}_{\text{min}}$ in the orthoimage with $\text{res}_{\text{min}} = PPR_{\text{min}}/\kappa$. Is this minimum resolution feasible for your application? If this is not the case, you might reconsider the minimum viewing angle $\alpha$ or the required camera resolution. A $\text{res}_{\text{min}}$ (far) smaller than 100 m/pixel is thought to be adequate.

8. Calculate the optimal size $N \times N$ of the orthoimage using equ. 9.

9. Define the minimum matching distance $s_{\text{match}}$. Reasonable minimum matching distances are considered to be around 10 pixels. From this minimum matching distance and the relevant cloud height $h$, the distance between the cameras $D$ can be derived using equ. 5.

10. Control the overlap of the cameras’ viewing cones with equ. 6. Arguably, this overlap should be larger than 95% for most applications. You may also like to check the vertical resolutions at relevant distances from your setup using equ. 10.

If camera distances are defined by local infrastructure, calculate backwards to assure the feasibility or assess limitations of the imposed distance.

8. Conclusion

We aimed at identifying the optimal camera distance of a cloud height measurement system consisting of two all-sky imagers. An in-field study on 93 days, using 7 configurations, is presented and the findings are explained using modeling. For the used configuration and all cloud heights, an optimal camera distance of approximately 1500 m appears to be best suited. Smaller camera distances result in undersampling effects for clouds at high altitudes. Larger camera distances do not improve the deviations found for high clouds but introduce (to a minor extend) scatter, especially for low clouds. This is caused by a reduced overlap in the cameras’ fields of view.

We consider the resolution of the camera the most important lever to utilize if small camera distances are needed. We estimate that camera distances between 500 m and 1000 m are feasible for camera resolutions at and above 6 MP, which mostly corresponds to parameters used in the literature: For instance, Hu et al. (2000) use the same camera resolution (2048 × 1536 pixels) and a camera distance of 1500 m. Similar distances and resolutions are used by Nguyen and Kleissl (2014) (1230 m, 1750 × 1750 pixels) and Öktem et al. (2014) (1000 m, 1296 × 960 pixels / 1024 × 768 pixels). Smaller camera distances and higher camera resolutions are used by Seiz et al. (2007) (850 m, 3000 × 2036 pixels / 3072 × 2048 pixels), Roy (2016) (500 m, 2560 × 1920 pixels), Beekmans et al. (2016) (300 m, 2448 × 2048 pixels) and Savoy et al. (2017) (100 m, 5184 × 3456 pixels). These combinations of camera resolution and distance are in alignment with our findings.
In [Andreev et al. (2014)](#), a camera distance of 17 m and a resolution of 3072 $\times$ 2304 pixels are used. Our findings indicate that this combination is only feasible for low clouds, which is confirmed in [Andreev et al. (2014)](#): The deviation estimation reaches 50% for cloud heights of 2000 m and the authors state that the accuracy can be improved by "increasing the distance between the cameras or use higher image resolutions" ([Andreev et al. (2014)](#)). In [Janeiro et al. (2012)](#) (28.9 m, 3888 $\times$ 2592 pixels) validate the obtained cloud heights on one day with two cloud layers (1500 m and 6000 m), showing good agreement to a reference ceilometer. They note that the vertical resolution for clouds at 6000 m is only 350 m and that this "problem can be reduced by increasing the distance between the two cameras" ([Janeiro et al. (2012)](#)). The combinations of camera resolution and distances used in [Katai-Urban et al. (2016)](#) (90 m, 5184 $\times$ 3456 pixels) and [Katai-Urban et al. (2018)](#) (90/100/130 m, 5184 $\times$ 3456 pixels) as well as the modeling conducted there also agree with our findings as the focus in these publications is on low clouds.

Some publications use combinations of camera resolution and distances which are not in accordance with our findings. For instance, [Kassianov et al. (2005)](#) models that 352 $\times$ 288 pixels cameras with a distance of 540 m could be feasible. We think that such a setup would only be feasible for low clouds and faces difficulties while determining the altitudes of high clouds. On the other hand, we are convinced that the setup used by [Allmen and Kegelmeyer Jr. (1996)](#) (5540 m, 256 $\times$ 256 pixels) cannot determine low cloud heights due to the lack of overlap.

Voxel-carving approaches (e.g. [Nouri et al. (2017)](#), [Kuhn et al. (2017)](#), [Mejia et al. (2018)](#)) model a 3-dimensional cloud form out of the different viewing geometries of the cameras. For this approach, the viewing geometries must be as different as possible, which lets larger camera distances appear more reasonable. Hence, besides the discussions on the overlap between the cameras, the findings in this study are not directly applicable to voxel carving systems. With the exception of voxel-carving, we estimate that the findings here hypothetically hold for a large variety of algorithmic approaches presented in the literature.

Future work could include a comprehensive comparison of different algorithmic approaches for all-sky imager based cloud height estimations. Moreover, potential dependencies of cloud height deviations and cloud types should be studied, using cloud classification algorithms for all-sky images such as presented e.g. in [Heide et al. (2010)](#), [Kazantzidis et al. (2012)](#) or [Huertas-Tato et al. (2017)](#). In [Nouri et al. (2018b)](#), the differential approach used here was expanded to derive several cloud heights within the all-sky images. Using only one ceilometer, the accuracy of such measurements is difficult to evaluate. Moreover, a likely relation between cloud height deviations and the distance as well as the orientation of the clouds to the all-sky imagers cannot be studied. However, drastic cost reductions in LIDAR technology, which are caused by the development of autonomous cars, could enable affordable spatially resolved cloud height measurements. In the near future, this could be achieved by employing many low
cost LIDAR systems, which are spatially distributed over several square kilometers.

As a conclusion, all-sky imager based systems can automatically measure multiple cloud heights at once, derive cloud types and cloud coverage as well as cloud motion vectors. Therefore, such low cost and robust devices might be the key meteorological instrument in the near future.
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