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Abstract:
With an increasing diversity of electrical energy sources, in particular with respect to the pool of renewable
energies, and a growing complexity of electrical energy usage, the need for storage solutions to counterbalance
the discrepancy of demand and offer is inevitable. In principle, a battery seems to be a simple device since it
just requires three basic components – two electrodes and an electrolyte – in contact with each other. However,
only the control of the interplay of these components as well as their dynamics, in particular the chemical
reactions, can yield a high-performance system. Moreover, specific aspects such as production costs, weight,
material composition and morphology, material criticality, and production conditions, among many others,
need to be fulfilled at the same time. They present some of the countless challenges, which make battery design
a long-lasting, effortful task. This chapter gives an introduction to the fundamental concepts of batteries. The
principles are exemplified for the basic Daniell cell followed by a review of Nernst equation, electrified interface
reactions, and ionic transport. The focus is addressed to crystalline materials. A comprehensive discussion of
crystal chemical and crystal physical peculiarities reflects favourable and unfavourable local structural aspects
from a crystallographic view as well as considerations with respect to electronic structure and bonding. A brief
classification of battery types concludes the chapter.
Keywords: battery, electrochemistry, ionic transport, diffusion, migration, interface kinetics, crystallography
DOI: 10.1515/psr-2017-0111

Electrical energy is generally considered as highest quality form of energy, since it can easily be converted into
other forms such as mechanical, thermal, or radiation energy. The drawback of electrical energy is the problem
of its storage. Conventional capacitors provide only limited energy density which is why storage in other forms
is inevitable for most applications. The conversion to chemical energy is a very efficient way to increase energy
density by orders of magnitude but, due to the dynamics of the involved chemical processes, at the cost of
power density (see Figure 1). This principle is realised for example in modern super- or ultracapacitors. In the
most usual case, the electrostatic capacitance arises from charge separation at the electrodes’ interfaces with
ions in the electrolyte shielding the external electric field, the so-called Helmholtz double layers. By adding
fast electronic charge-transfer from additionally reacting adsorbed ions at the electrode, the capacitance can be
augmented by this supplementary electrochemical pseudocapacitance. Nevertheless, the accompanied increase in
energy density is limited predominantly by the saturated amount of adsorbate at the interface. One solution to
overcome this constraint of a limited interface region is to realise the electronic charge transfer and accompanied
change of oxidation states for a large volume as is provided by batteries.

Matthias Zschornak is the corresponding author.
© 2018Walter de Gruyter GmbH, Berlin/Boston.
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Figure 1: Ragone plot comparing specific energy and power of electrical and electrochemical energy storage technologies
with conventional combustion technologies. Redrawn from [1] with additional data from [2].

Batteries contain electrochemical cells that convert the chemical energy stored in the active materials into
electrical energy by means of ongoing exergonic electrochemical reactions. A cell is made up of two half-cells
each consisting of an electronically conducting electrode, to deliver electric potential and current via contacts
to an external circuit, and a volume of electrolyte interfacing the electrode. Both spatially apart half-cells are
connected in series by a separator that prohibits electronic but permits ionic conduction in combination with the
electrolyte to balance the disproportion of charge and to close the charge circuit. A schematic setup of a basic
cell, the so-called Daniell cell (see section The Daniell cell for details), is shown in Figure 2.

Figure 2: Daniell cell with oxidation of zinc at the anode and reduction of copper at the cathode. The cell voltage (V) will
provide a current (A) for the outer electric circuit with resistance R.
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The oxidation takes place in one half-cell increasing the oxidation state of the involved ionic species and
depositing electrons into the respective electrode, the anode. During the discharge process, without externally
applied electric potential, this electrode acquires a negative charge and corresponds to the electrode with the
negative electric potential, also called negative mass. In the other half-cell, the reduction takes place decreasing
the oxidation state of the participating ionic species and depleting the amount of electrons in the respective
electrode, the cathode. During the discharge process, this electrode acquires a positive charge and corresponds
to the electrode with the positive electric potential, also called positive mass. As the battery is being charged, an
externally applied electric potential reverses ionic migration in the electrolyte and therefore anode and cathode
and respectively the location of oxidation and reduction, but the negative and positive mass remain fixed. A
more detailed description about these terms is given in chapter “Electrodes” of [3].

Nernst equation

The fundamental equation that relates the battery’s cell potential to the concentration of reacting chemical
species is the Nernst equation [4]. The charged battery is in a thermodynamically non-equilibrium state with
an excess of free enthalpy 𝐺 [J], also known as Gibbs free energy, i. e. chemically stored energy. This excess drives
the chemical redox reaction towards the equilibrium state and is responsible for the electronic charge transfer
with the electrodes and the accompanied electric potential providing the electric energy for the external circuit.
The change in free enthalpy Δ𝐺 following the redox reaction induces a change in electrode potential Δ𝐸 [V]
according to

Δ𝐺 = −𝜈𝑒𝑒Δ𝐸

with 𝜈𝑒 being the electron transfer number for the reaction and 𝑒 [C] the elementary charge. In the picture of
a grand-canonical ensemble, i. e. systems with boundaries open to energy as well as particle transfer, Δ𝐺 is
directly related to the chemical potential and can be derived from Boltzmann factors with Boltzmann constant
k [J K−1] respecting the probability for the ions to be in the oxidised or reduced state. The Nernst equation

Δ𝐸 = Δ𝐸0 + 𝑘𝑇
𝜈𝑒𝑒

ln
𝑎Ox
𝑎Red

,

named after the German physicist and chemist Walter Nernst, reflects this balance with the logarithm of the
reaction quotient as the ratio of chemical activities 𝑎Ox and 𝑎Red for the oxidised and reduced form of the rel-
evant ionic species, respectively. Since potential differences can only be measured as a voltage between two
electrodes and the theoretical normalisation with respect to the vacuum energy is less accurate than relative
voltage measurements, the standard hydrogen electrode H+/H2 is taken as a reference and assumed to be at
0 V for all temperatures T [K]. For standard ambient conditions (IUPAC-SATP), i. e. at T = 298.15K, a pressure
p = 101.325 kPa, a concentration c = 1 mol/l with activity a = 1, and pH = 0, the respective standard reduction
electrode potentials 𝐸0 of common redox pairs are given in the electrochemical series. To present an overview,
Table 1 summarises typical electrode potentials ranging from about −3 to +3 V. The full cell voltage results in
Δ𝐸0 = 𝐸0

Red − 𝐸0
Ox.

Table 1: Electrochemical series of common redox pairs.

Oxidised
form

𝜈𝑒 Reduced
form

E0 (V) References Oxidised
form

𝜈𝑒 Reduced
form

E0 (V) References

Li+ 1 Li −3.05 [5] AgBr 1 Ag + Br− 0.07 [5]
Rb+ 1 Rb −2.93 [5] Sn4+ 2 Sn2+ 0.15 [5, 6]
K+ 1 K −2.93 [5] Cu2+ 1 Cu+ 0.16 [5]
Ra2+ 2 Ra −2.92 [5] Bi3+ 3 Bi 0.20 [5]
Cs+ 1 Cs −2.92 [5] AgCl 1 Ag + Cl− 0.22 [5]
Ba2+ 2 Ba −2.91 [5] Hg2Cl2 2 2Hg +

2Cl−
0.27 [5]

Sr2+ 2 Sr −2.89 [5] Cu2+ 2 Cu 0.34 [5–8]
Ca2+ 2 Ca −2.87 [5, 6] ClO−

4 +
H2O

1 ClO−
3 +

2OH–
0.36 [5]

Na+ 1 Na −2.71 [5, 6] Cu+ 1 Cu 0.52 [5, 6]
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La3+ 3 La −2.52 [5] I−
3 2 3I− 0.53 [5]

Cd3+ 3 Ce −2.48 [5] I2 2 2I− 0.54 [5, 6]
Mg2+ 2 Mg −2.36 [5, 6] MnO−

4 1 MnO−
4 0.56 [5]

Sc3+ 3 Sc −2.09 [5] MnO2–
4 +

2H2O
2 MnO2 +

4OH−
0.60 [5]

U3+ 3 U −1.79 [5] Hg2SO4 2 2Hg +
SO4

2–
0.62 [5]

Al3+ 3 Al −1.66 [5] BrO− +
H2O

2 Br− +
2OH−

0.76 [5]

Ti2+ 2 Ti −1.63 [5] Fe3+ 1 Fe2+ 0.77 [5, 6]
V2+ 2 V −1.19 [5] Hg2+

2 2 2Hg 0.79 [5]
Mn2+ 2 Mn −1.18 [5] NO–

3 +
2H +

1 NO2 +
H2O

0.80 [5]

Cr2+ 2 Cr −0.91 [5] Ag+ 1 Ag 0.80 [5, 6, 8]
2H2O 2 H2 +

2OH−
−0.83 [5] Hg2+ 2 Hg 0.86 [5]

Cd(OH)2 2 Cd +
2OH−

−0.81 [5] ClO− +
H2O

2 Cl− +
2OH−

0.89 [5]

Zn2+ 2 Zn −0.76 [5, 6, 8] 2Hg2+ 2 Hg2+
2 0.92 [5]

Cr3+ 3 Cr −0.74 [5, 6] NO−
3 +

4H+
3 NO +

2H2O
0.96 [5, 6]

U4+ 1 U3+ −0.61 [5] Pu4+ 1 Pu3+ 0.97 [5]
In3+ 1 In2+ −0.49 [5] Br2 2 2Br− 1.09 [5]
S 2 S2− −0.48 [5, 6] O2 + 4H+ 4 2H2O 1.23 [5, 6]
Fe2+ 2 Fe −0.44 [5] ClO−

4 +
2H+

2 ClO−
3 +

H2O
1.23 [5]

In3+ 2 In+ −0.44 [5] MnO2 +
4H+

2 Mn2+ +
2H2O

1.23 [5]

Cr3+ 1 Cr2+ −0.41 [5] O3 +
H2O

2 O2 +
2OH−

1.24 [5, 7]

Cd2+ 2 Cd −0.40 [5, 6] Cr2O
2−
7 +

14H+
6 2Cr3+ +

7H2O
1.33 [5, 6, 9]

In2+ 1 In+ −0.40 [5] Cl2 2 2Cl− 1.36 [5, 6]
Ti3+ 1 Ti2+ −0.37 [5] Au3+ 3 Au 1.40 [5]
PbSO4 2 Pb +

SO2−
4

−0.36 [5] MnO−
4 +

8H+
5 Mn2+ +

4H2O
1.51 [5, 6, 9]

In3+ 3 In −0.34 [5] Mn3+ 1 Mn2+ 1.51 [5]
Tl+ 1 Tl −0.34 [5] 2HBrO +

2H+
2 Br2 +

2H2O
1.60 [5]

Co2+ 2 Co −0.28 [5, 6] Ce4+ 1 Ce3+ 1.61 [5]
Ni2+ 2 Ni −0.23 [5, 7] 2HClO +

2H+
2 Cl2 +

2H2O
1.63 [5]

AgI 1 Ag + I– −0.15 [5] Pb4+ 2 Pb2+ 1.67 [5]
In+ 1 In −0.14 [5] Au+ 1 Au 1.69 [5]
Sn2+ 2 Sn −0.14 [5, 6] H2O2 +

2H+
2 2H2O 1.78 [5]

Pb2+ 2 Pb −0.13 [5, 6] Co3+ 1 Co2+ 1.81 [5]
O2 +
H2O

2 HO−
2 +

OH−−
−0.08 [5] Ag2+ 1 Ag+ 1.98 [5]

Fe3+ 3 Fe −0.04 [5] S2O
2−
8 2 2SO2−

4 2.05 [5]
Ti4+ 1 Ti3+ 0.00 [5] O3 + 2H+ 2 O2 +

H2O
2.07 [5–7]

H+ 2 H2 0.00 [5–9] F2 2 2F− 2.87 [5–7, 9]

The Daniell cell

The Daniell cell is considered the first electrochemical cell able to deliver current for a long time. It was invented
by John F. Daniell in 1836 and is based on the observations of Luigi Galvani in 1786 on frog legs and Alessandro
Volta’s pile of alternating copper and zinc discs in 1800, which is considered the very first “wet battery cell”
[10].
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A Daniell cell consists of a zinc and a copper electrode immersed in zinc sulfate and copper(II) sulfate elec-
trolyte solutions, respectively. Considering the metal electrodes, zinc is less noble than copper with a work
function of 4.34 eV [11] and 4.65 eV [7], respectively. Furthermore, Zn has a much higher solution pressure [12]
causing a significantly higher concentration of Zn2+ in the zinc sulfate than Cu2+ in the copper(II) sulfate so-
lution as well as a significantly higher concentration of electrons in the zinc than in the copper electrode. The
metal ions in both electrolyte solutions will stay close to the metal electrode interfaces forming the Helmholtz
double layer, with an accompanied charge separation that causes the electric potential difference between each
electrode/electrolyte interface. The full cell as combination of both half-cells is driven by the oxidation of metal-
lic zinc Zn(s) in the solid state (s) and the simultaneous reduction of copper(II) ions Cu2+

(aq) in solution (aq) (see
Figure 2) according to

Zn(s)
+0.76 V→ Zn2+

(aq) + 2e−

Cu2+
(aq) + 2e− +0.35 V→ Cu(s)

with standard electrode potentials 𝐸0
Zn2+/Zn = −0.76V and 𝐸0

Cu2+/Cu = +0.35V providing a total electrode po-
tential difference of +1.11 V for the full redox reaction:

Zn(s) + Cu2+
(aq)

+1.11 V→ Zn2+
(aq) + Cu(s)

As soon as the outer electronic circuit is closed, the redox potentials can act and supply electrical energy by
means of the electrode potential difference and the used current. The ongoing reactions will accumulate pos-
itively charged Zn2+ ions in the electrolyte of the anode half-cell (referred to as anolyte) and SO2−

4 in the elec-
trolyte of the cathode half-cell (referred to as catholyte) due to the depletion of Cu2+ ions. This imbalance of
ionic charge between both electrolytes and the resulting electrostatic potential as well as the local excess of prod-
uct (anode) and shortage of reactant (cathode) species would saturate the reactions at some point. To counter
this saturation, a salt bridge (separator with electrolyte) connects the electrolytes of both half-cells. It is made
up of a chemically inert salt with respect to the electrolytes, e. g. Na2SO4, possibly with similar conductivity
of anions and cations. It allows SO2−

4 and Na+ ions from the salt bridge to neutralise the Zn2+ and SO2−
4 ex-

cess, respectively. The concentration imbalance of the salt’s remaining ions and the accompanied difference in
chemical potential between the electrolyte/salt bridge interfaces will be reduced by ionic migration of predom-
inantly Na+ ions from the anode and SO2−

4 ions from the cathode half-cell through the bridge. The whole cell
is a combined series of electrochemical gradients which induce mass and charge transport and determine the
dynamics of the battery discharge process towards the equilibrium state. Specific electrochemical cells with a
solid electrolyte will be discussed in detail in chapter “Separators and Solid Electrolytes” of [3].

Reactions at electrified interfaces

Regardless of the choice of system, electrochemical storage of energy is largely based on interfacial reaction
and transport processes, which determine the overall performance. In principle, all electrochemical systems
have at least two chemically different but conducting phases. At the phase boundary, free charge carriers are
rearranged due to different properties of the phases. Thus, the interface is electrified and local electric fields are
produced. Those formed space charges and potential gradients affect reactions at or across phase boundaries.
For electrochemical systems with a solid electrode and a liquid electrolyte, the charged region at the interface
is called electrochemical double layer. In the twentieth century, the conception of the electrochemical double layer
was developed. With the work of Helmholtz [13] on charge distributions in conducting materials, the term
electrical double layer was introduced for the formation of two oppositely charged layers at the surface. Including
work done in the field of electrocapillarity of liquids [14, 15], a first double layer model regarding the metal–
electrolyte interface was established by Chapman in 1913 [16]. Stern finalised the concept of the double-layer
structure describing a fixed and a diffusive part of the charged layer in the liquid phase [17]. Because of this
historical development, the electrochemical double layer is pictured as an inner and outer Helmholtz layer,
which denotes specifically and nonspecifically adsorbed ions, and a diffuse or Gouy–Chapman layer in the
electrolyte, see Figure 3. Based on this concept of the structure, the theory of the electrochemical double layer
characterizing charges and electric potentials was extended by several aspects like e. g. dipole properties or
volumetric effects [6, 18]. A summary of the theoretical models of the electrochemical double layer combined
with the field of electrocapillarity can be found in the classical paper of Grahame [19].
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Figure 3: Schematic illustration of the electrochemical double layer formed at the electrode–electrolyte interface.

In parallel to this development, the reaction kinetics at the electrolyte–electrode interface were investigated.
A general expression for the transfer rate of electrons was derived from kinetic theory for the case of hydrogen
evolution and metal deposition [20–22]. This relation describing the solid electrode current density 𝑖𝑠𝑒 [A m−2]
for an arbitrary charge transfer reaction is known as the Butler–Volmer equation

𝑖𝑠𝑒 = 𝑖0 (exp (𝛼A𝑒
𝑘𝑇 𝜂𝑠) − exp (−𝛼C𝑒

𝑘𝑇 𝜂𝑠)) ,

where 𝛼A and 𝛼C with 𝛼A + 𝛼C = 1 are the weighting factors of the anodic and cathodic part of the reaction
due to the overpotential 𝜂𝑠 [V]. The exchange current density 𝑖0 [A m−2] depends on the composition of the
reactants and products. The driving force of the reaction is given by the measured overpotential 𝜂𝑠, which
describes the difference of electrochemical potential of reduced and oxidized state (further details given in
chapter “Electrodes” of Ref. [3]). In Ref. [23], the Butler–Volmer equation was used for the first time to describe
the intercalation reaction in a lithium ion battery. This has now become the standard approach for modelling
electrode reaction kinetics in electrochemical systems. A first relation between the structure of the double layer
and the reaction rate of the electrode was found by Frumkin [24]. Here, the overvoltage of a metal deposition
reaction was deduced by considering the potential distribution in the double layer. Further developments lead
to the generalised Frumkin–Butler–Volmer equation [25], which adapts the classical Butler–Volmer relation to
capacitive processes of the double layer. The general form of the Butler–Volmer equation is preserved; however,
effective transfer coefficients 𝛼∗ including the structure of the double layer are introduced. This corresponds to
a charge free layer between electrode and diffuse double layer, namely the Stern layer, and an electron transfer
at the outer Helmholtz plane, which depends on the thickness of the Stern layer. As a result, one implicitly
neglects ion adsorption on the inner Helmholtz plane and a dynamic behaviour of the double layer.

Approaches have been made to strengthen the connection of the Butler–Volmer equation to electrochemical
systems. Derivations based on concepts of non-equilibrium thermodynamics were presented [26, 27]. Electron
transfer reactions, where no breaking or establishing of chemical bonds occur, can also be expressed in similar
terms [28]. Furthermore, a sequential treatment of an electrode reaction is possible by considering ion adsorp-
tion and space charges at an electrified interface [29]. Nevertheless, an accurate description of reaction kinetics
at electrochemical interfaces is still a challenging task for today’s research. It presents an indispensable element
of any physics-based model of electrochemical systems, which is a necessary tool for improving battery design
and performance.

Diffusion and migration in crystals

As already indicated above, electrochemical energy storage is based on the movement and valence state change
of ionic species in matter. Therefore, the most important atomic processes involved in these reactions comprise
the diffusion or, in terms of an electric field driven process, the migration of charged ions through a liquid
or solid matrix. Both processes strongly depend on the type of electrolyte and electrochemical redox reaction.
The electrolyte is especially important for the kinetics providing ionic and preventing electronic migration,
as it may and in case of solid electrolytes often does present the limiting transport rates and thus the electric
power capabilities of the device. The redox reaction describes the participating redox couples and available
electrons per reaction and determines, apart from overpotential losses, the potential differences or respective
voltage of the cell and as a consequence the highest achievable theoretical energy density. Both factors are of
tremendous importance for electrochemical energy storage since they eventually define the field of application
and the impact of a certain chemistry within the respective field.
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Diffusion is a very general concept that is observed on very different scales and even different fields of
science. Generally speaking, diffusion describes the movement of a “particle” due to a concentration gradient.
In chemistry and physics, this phenomenon can be observed for example when a drop of coloured solute is
added to a colourless solvent (see Figure 4(a)). If the mixture is not stirred, the solute will slowly start to colour
the solvent, starting from the highly concentrated point where the drop was added. This process is driven
by the different concentrations of solute in the solvent: solute particles move towards the regions of lowest
solute concentration in order to equalise the concentration in the whole solvent. Similar concentration-driven
redistribution of particles takes place in solids, as is exemplified in Figure 4(b) for atomic interdiffusion at
metal/metal interfaces.

Figure 4: Diffusion of dye in a liquid (upper part). After an initially convection-dominated redistribution, the dye moves
from highest to lowest concentration until it is evenly distributed throughout the liquid. [Photo by S. Jachalke]. Diffusion
of atoms in a solid (lower part) illustrated at the interface of two phases with similar atomic structure but made up of
different types of atoms Cu and Ni with a certain degree of solubility for the other type in each phase. With increasing
time, the concentration step will smear out as atoms switch positions and move into the other phase.

Mathematically, based on continuity equation for a conserved number of particles, the particle diffusion
flux jD [m−2 s−1] causes the change of particle density n [m−3] with progressing time t [s] and is described by
Fick’s first and second law [30] and the general local relations

∇𝑗𝐷 = ∇ (−𝐷 ⋅ ∇𝑛) = −𝜕𝑛/𝜕𝑡 = −𝐷Δ𝑛,

where D [m2 s−1] is the so-called diffusion coefficient that describes the magnitude of the process – the propor-
tionality constant with respect to the density gradient. The higher the density gradient between two reservoirs,
the faster will be the transport process.1 This Laplacian relation reflects the local particle redistribution towards
an equilibration distribution, i. e. a positive local curvature of the particle density will promote a local inward
flux, whereas a negative curvature will cause an outward flux. In the picture of charge redistribution, it is con-
venient to include the elementary charge e [C] into the basic physical quantities, i. e. multiplying the above
equation with particle charge q [C]. This way jD becomes the diffusion current density JD representing the flux
of charge diffusion in [C m−2 s−1] or [A m−2] with 𝜌 = 𝑞𝑛 in [C m−3] denoting the charge density.

Apart from a density gradient, charged atoms or ions can also move through arrangements of ions due to
the application of an electric field. Similar to electrons, ions move along the electric field or respective electric
potential ±∇𝜑. When the gradient is inverted, the ions’ movement will be inverted as well. This process is called
ionic “conduction” or “migration” and thus also allows the directed movement of ions in absence of a density
gradient and even against it, if the electromotive force2 is high enough. Similarly to Fick’s equation, conduction
is described as

𝐽C = ∣𝜌∣ 𝜇𝐸 = 𝜎𝐸 = −𝜎 ⋅ ∇𝜑,
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where JC [A m−2] is the current density induced by the electric field E [V m−1], μ [m2 V−1 s−1] is the mobility of
the charge carrier, σ [S m−1 = Ω−1 m−1] the conductivity, and φ [V] the electric potential. Since μ is positive by
definition, the absolute value of charge density 𝜌 has to be used to ensure a unidirectionality of current density
𝐽C and electric field 𝐸.

The ionic transport process is a superposition of diffusion and migration and depends on two potentials:
the chemical and the electric potential, in sum referred to as the electrochemical potential. The stronger will
dominate the movement of ions resulting in a total current density

𝐽 = −𝐷∇𝜌 − ∣𝜌∣ 𝜇∇𝜑.

Conductivity is closely related to the diffusion coefficient and describes the magnitude of achievable movement
of ions due to a varying local electric potential 𝜑 (𝑟). In a classical Boltzmann picture, the equilibrium distribu-
tion according to the particle’s electrostatic energy 𝑞𝜑 follows for a given temperature T [K], the exponential
relation 𝑛 ∼ 𝑒−𝑞𝜑 /𝑘𝑇 . The gradient of the particle density then yields ∇𝑛 = −𝑞𝑛/𝑘𝑇 ⋅ ∇𝜑. From this relation
originates, at zero net flux 𝐽D + 𝐽C = 0 and absence of external electric fields, the Nernst-Einstein equation

𝐷 = 𝜇𝑘𝑇/ ∣𝑞∣

which connects material parameters of diffusion and migration.
The above-given basics are valid for liquid and solid systems. The following discussion focusses on solid

electrolytes and all-solid-state type batteries, in particular based on crystalline materials, since these systems
have a prospering future (cf. chapter “Separators and Solid Electrolytes” of Ref. [3]).

Crystallographic, crystal chemical, and crystal physical peculiarities

This article presents the electrochemistry of batteries from a solid-state physics point of view. The following
section covers ideas and considerations that originate from the ordered structure of crystals specifically reflect-
ing the interdisciplinary field of crystallography3 as a tool to give a non-standard but appropriate approach for
describing this field of research and application.

Ions in crystals are coordinated by other oppositely charged ions. In order to move from one site to another,
this coordination needs to be weakened, which requires energy. Since diffusion or migration is described as
an atomic jump from one equilibrium structural site via an intermediate region, possibly an intermediate site,
to an equivalent equilibrium structural site (see Figure 5), crystallography is a powerful tool for the analysis
of conduction processes. These capabilities are predominantly based on the high potential for the elucidation
of equilibrium structures and electron distributions, which coupled with theoretical techniques provide useful
predictions of ionic conductivity. The derived parameters cover primarily the potential barrier EB [J or eV] and,
taking into account the particle density as well, the diffusion coefficient. On an atomic level, the moving ion
needs to overcome this energetic barrier as it passes through the atomic environment of the minimum-energy
pathway for conduction. This is a statistical, thermally activated process based on the dynamic movement of
the migrating ions with a certain attempt frequency 𝑓𝑖 [s−1] to overcome the migration barrier. This barrier is
biased by the gradient of the electric potential reducing or increasing the barrier by the electrostatic energy
±𝑞Δ𝜑𝑖/2 for forward and backward current, with an electric potential difference Δ𝜑𝑖 per jump along the path i
and a rate of success given by a classical Boltzmann-factor (for details see e. g. Ref. [31]). The accompanied drift
velocity 𝑣D = 𝜇𝐸 [ms−1] in field direction for a specific migration path i with effectively moved distance 𝑠𝑖 [m]

𝑣D,𝑖 = 𝑓𝑖 ⋅ 𝑠𝑖 ⋅ 𝑁𝑖 [exp (−𝐸B − 𝑞Δ𝜑𝑖/2
𝑘𝑇 ) − exp (−𝐸B + 𝑞Δ𝜑𝑖/2

𝑘𝑇 )]
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Figure 5: (a) Typical pair-interaction potentials of two atoms according to the Lennard–Jones and Morse potential type
with a stable minimum position (here normalised to r = 1), a well depth (here normalised to W = –1) giving the dissoci-
ation energy and a certain well width defining strength and range of the bond. (b) Thermally activated hopping process
illustrated for an atom on a stable site 1 via an intermediate site 2 to an equivalent stable site 1 in form of a double well
potential with lattice periodicity a and migration barrier EB.

depends further on the degeneracy4 of the migration path 𝑁𝑖 within the crystal structure of the ion con-
ducting material. In crystalline materials, the drift velocity will depend on the crystallographic direction, with
respect to path degeneracy, moved distance per successful jump, as well as barrier bias. Transport will prefer-
entially take place in the vacancy or void network in between the discrete atomic positions, which are fixed by
the crystal structure. Usually, cations present the most mobile species in solid-state batteries, although anions
may be used as well [32].

The interatomic energy of an atom in the vicinity to another atom can be described by pair potentials, e. g.
the Lennard–Jones potential, balancing out repulsive (due to the Pauli principle in case of overlapping orbitals)
and attractive forces (e.g. van der Waals). Typically, three parameters are characteristic: the dissociation energy,
an equilibrium bond distance, and the potential’s well depth describing the range of the interaction (see Figure
5). The so-called Morse potential extends this description, taking into account anharmonicity of vibrational
modes, the temperature dependence of the equilibrium distance, as well as the description of unbound states
and bond breaking (see e. g. Ref. [5]). With respect to the equilibrium distance with another atom, pair potentials
describe the increase in energy if the atom is displaced. Since the terms of attraction and repulsion between the
coordinating atoms in summary depend on the geometrical arrangement and the direction into which the atom
is displaced, there is always an energetically preferred path where migration proceeds.

The stronger the bonds between a moving cation and the surrounding anions, the more energy is re-
quired for the movement. In particular, ionic compounds may show the disadvantage of stronger, usually more
isotropic interactions. Less electronegative elements – such as S instead of O, Cl instead of F – show better flexi-
bility to electron density delocalisation and polarisability. The liquid-like density smooths the energy landscape
of the migration path, in particular the discrete singularities of the ionic charge. These elements may form more
directed, covalent bonds with other structure-constituting matrix-cations, which offer additional relaxational
degrees of freedom during the hopping process. Preferentially, they are also less electron-affine so that they
may compensate the electronegativity of the anions without altering the charge state of the moving cation as
it approaches the bottleneck position. In general, decreasing changes in the interaction of the moving cation
with the structural environment will flatten the energy landscape and decrease the energy barrier. These inter-
actions are even stronger for higher valent ions, like Mg2+, Ca2+, Zn2+, or Al3+. Therefore, the local chemistry
is extremely important for conductors of these cations.

A chemical concept regarding the possible bonding and bond strength of atoms and ions is called “HSAB”
– theory of “hard” (strong) and “soft” acids and bases [33] – stating that strong acids form strong bonds with
strong bases and weak bonds with soft bases. Analogously, soft acids and soft bases form strong bonds. The
conduction channel in general provides an anionic environment, which is held together by matrix-cations. In
order to have more independent conduction ions, the environment should mainly consist of anions with low
affinity for a chemical bond to the moving ion and high affinity for bonding to the matrix-cations. Most of
the (technologically) interesting cations for ionic conduction are “hard” acids. Therefore, matrices built from
soft acids and bases are of particular interest [34]. In the case of Li, the S-containing ionic conductor materials
identified to this point already show higher promise than their O-containing counterparts.

Ionic compounds mostly show isotropic, non-directional bonds, as each ion tries to surround itself by oppo-
sitely charged ions to passivate or shield central charge and minimise the energy of electric fields. This is best
achieved in highly symmetric atomic environments and can be observed in many oxidic compounds, where
metal-cations are in many cases tetrahedrally or octahedrally coordinated. These highly symmetric building
blocks can then be constructed into crystal structures that may show very differing magnitudes of symmetry:

9
Brought to you by | KIZ der Universitaet Ulm

Authenticated | jessica.lueck@dlr.de author's copy
Download Date | 9/4/18 1:09 PM

http://rivervalleytechnologies.com/products/


Au
to

m
at

ica
lly

ge
ne

ra
te

d
ro

ug
h

PD
Fb

yP
ro

of
Ch

ec
kf

ro
m

Ri
ve

rV
al

le
yT

ec
hn

ol
og

ie
sL

td
Zschornak et al. DE GRUYTER

from highly symmetric cubic structures like spinels to completely amorphous silicates. Both of these extremes
may show cations tetrahedrally coordinated by oxide ions [35].

“Classic crystallography” deals with 3D periodic structures that are described by a unit cell containing
symmetry elements that leave the structure invariant. The more of these elements can be identified, the higher
is the intrinsic symmetry of the system. In addition to the translation due to 3D periodicity, a high-symmetry
structure presents multitudes of symmetry-equivalent regions and respective structure motives in a unit cell.
For a structure of certain symmetry, from a crystallographic point of view, the lower the symmetry of a site,5
the more symmetrically equivalent atoms are generated and the higher is this site’s multiplicity. The set of
symmetry-produced atoms of a specific atomic position is called crystallographic orbit, for which all atoms
have an identical atomic environment and thus the same energy.

As described in Ref [36]., the most important chemical design principle for superionic conductors6 is the
presence of a plurality of partially occupied, energetically identical, or at least similar sites in the crystal struc-
ture. This principle is illustrated schematically in Figure 6. Multitudes of energetically identical sites can be
identified in crystal structures by low-symmetry, high-multiplicity sites. In the best case, only one site of very
high multiplicity is involved in the conduction process. The occupancy of this site is also an important factor
in crystallography that is determined during the experimental crystal structure analysis. Of course, these sites
have to be interconnected in order to allow the movement of an ion through the structure. The connectivity is
defined by a percolation of conduction and intermediate sites. This means that at least one “infinite” path can
be identified in the crystal structure, starting on a point of one face of a unit cell and arriving to this point, but
on the exact opposite face of the unit cell or supercell. If this is not the case, a 0D path is formed (a loop). Infinite
paths can be of 1D (tubes), 2D (planes), and 3D (networks) dimensionality (see Figure 7).

Figure 6: Graphic representation of the three main “crystallographic” features of a superionic conductor; in blue: matrix
anions (matrix cations are omitted to avoid confusion), in red, dotted: void sites, in red, solid: conducted cations. A void
network with void sites is needed for fast conduction. For a flat energy surface, energetically equivalent sites (left) are
preferential, since larger or more displaced anions decrease the space and thus change the energy of the neighbouring
voids (middle). For low energy sites within the conduction network – the dynamical traps, population of other void sites
can be neglected in time-average – an occupancy of about one half is best, since each major hopping process can only be
successful with an adjacent void. If the concentration is too low, the current is limited due to the migrating species. If it is
too high, the current is limited due to the limited amount of necessary voids.

Figure 7: Basic matrix dimensionalities of an ion-conducting matrix (grey polyhedra) with highlighted conduction net-
work (blue network): (a) 0D within a 3D conduction network, (b) 1D within a 1D conduction network, (c) 2D within a 2D
conduction network, and (d) 3D within a 3D conduction network.

Crystal structures can be assigned to a crystal class because of their inherent symmetry. Because of Neu-
mann’s principle, which states that “if a crystal is invariant with respect to certain symmetry elements, any of
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its physical properties must also be invariant with respect to the same symmetry elements” [37], certain dimen-
sionalities can be expected: In cubic, only 3D paths are possible. If a conduction path is parallel to the designated
axis (c axis) in hexagonal, trigonal, and tetragonal structure, it is at least 1D, if the path is perpendicular to the
designated axis, it must be 2D. For all less symmetric crystal classes, no preferences can be deduced from the
available symmetry operations.

Ideal candidates for good conduction are therefore highly symmetric structures. In the case of cationic trans-
port, more accurately, a high-symmetry anion-sublattice should be aimed at [38]. High packing density anion
networks exhibit multitudes of energetically identical or similar sites that are interconnected by likewise iden-
tical or similar coordination-polyhedra faces through which the movement between sites is mediated. In these
cases, the channel between these sites consists of a triangle of anions that is penetrated by the moving cation.
In a recent study, sulphur-containing Li+-conductors were systematised according to their anion-package by
comparing the anion-network to ideal packings of bcc, fcc, and hcp arrangements [34]. The highest promise
was deduced from bcc arrangements of anions: the conduction sites are situated in tetrahedral sites which are
directly connected to each other via a single jump from tetrahedron to tetrahedron. In fcc and hcp structures
tetrahedral sites have no direct connection, they do not percolate, but an intermediate octahedral site needs to
be passed. Additionally, there are no direct octahedron–octahedron connections. Therefore, two possibly ener-
getically different sites increase the “complexity” of the migration network. In fact, the highest Li+-conductivity
sulphur-containing compounds show anion-arrangements that can be mapped to bcc.

In summary, the conduction network should show as little energetic deviation in the conduction path as
possible. This is achieved by having percolating sites with more or less the same energy. Recently, it was also
shown that this implication stays true even if only energetically unfavourable sites are occupied as long as this
path is not connected to lower energy sites [39].

Crystallographic science along with X-ray diffraction, powder X-ray diffraction (PXRD), resonant X-ray
diffraction (RXD), and neutron diffraction measurements provide excellent characterisations of structural fea-
tures that are useful to infer ionic transport (details in chapter “Characterisation of battery materials” of Ref.
[3]). PXRD in particular [40] is of relevance to identify porosity regions that could eventually become ionic con-
duction channels in solid state electrolytes or in solid conductors. In addition, RXD techniques provide spec-
troscopic sensitivities for the investigation of specific chemical species in the crystal structure, their valence
states, crystallographic sites, as well as their respective structural phase [41, 42]. Once the crystal structure is
characterised, first principles computational methods (discussed in chapter “Computational methods for bat-
tery material identification and analysis” of Ref. [3]) are extremely useful to identify minimum potential energy
pathways for ions traveling the solid structures [43, 44] and diffusion mechanisms that can compete in a given
solid or through solid/solid interfaces [45].

Classification of battery applications and types

Once adequate materials have been identified, the electrochemical cell, which is the smallest unit of a battery,
may be designed. The general sequence of material layers is set by the respective electrochemistry, but the final
form of the housing holding the cell may differ according to voltage, capacity, or space requirements of the
application [46].

Small batteries, e. g. for consumer applications like flashlights, remote controls, etc., just consist of one elec-
trochemical cell. Other applications like Laptop batteries require the connection of several cell units in parallel,
in series, or both. Standards in cell packaging, e. g. of typical Li-ion batteries, comprise button, cylindrical, pris-
matic, and pouch cell geometries [47]. For the cylindrical battery, the material stack is cut to a specified width
and rolled to the desired radius, whereas for the prismatic geometry the wrapping is flat, and for the pouch cell
setup the flat material stacks are packed on top of each other to the desired height or are designed as prismatic
flat wrap (see Figure 8). Prismatic cells can be packaged more efficiently than cylindrical cells because of their
form factor and therefore the packing density is higher [9]. They are available in sizes up to 100 Ah, whereas
sizes of up to 200 Ah are available for cylindrical cells. While cylindrical and prismatic cells are predominantly
produced in hard cases, so-called pouch cells are mostly soft packs. They make the most efficient use of avail-
able space and achieve a packaging efficiency of 90–95 %. Because of the absence of a metal can, the pouch pack
has a lower weight and therefore the battery pack will have a higher energy density. However, the cells have
low mechanical stability and therefore a more robust packaging is required for many applications. Typically,
several of these cells are connected to modules, which then contain also individual cell monitoring and tem-
perature control. The assembly of individual modules eventually forms the final battery pack. All mentioned
geometries are typically sealed with a metallic casing due to the impermeability for liquids, moisture, and air
as well as for mechanical stability.
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Figure 8: Standard geometries of conventional Li-ion batteries: cylindrical (upper left), prismatic (upper right), and pouch
cell geometries (lower). Copyright Johnson Matthey Plc © 2012 [9] – reprinted with permissions.

In the case of commercially available Li-ion battery packs for automotive applications, about 500 single parts
have to be assembled in one battery system, together with about 300 screw connections and 250 welding points
[46]. The most widespread Li-ion battery on the market today is the 18,650 round cell. It has to be noted that for
the emerging battery technologies, like the high-temperature Na–S battery, the cell design is different owing
to the fact that the electrodes are liquid and therefore separated by a solid-state material. Hence, tube-shaped
ceramics are used as containers here [48].

In today’s life, batteries power numerous applications with diverse needs and demands for electrical energy
in terms of parameters (voltage, energy density, current, power density, etc.) and handling (mobility, charge-
ability, cycle life, etc.). With respect to the powered device, one basic classification of a battery is therefore
made according to its portability. Mobile applications comprise a variety of everyday consumer tools like mobile
phones and smartphones, laptops, or watches up to electrically powered cars or busses, to name a few. Station-
ary applications may be used to balance generated and consumed electricity on all scales, from single houses
to interregional or even national and international electrical grids, or to ensure power supply in case of grid
failure, e. g. by means of uninterruptible power supplies. Accessibility as well as power demand often deter-
mine if a battery may be changed or recharged regularly or not, as is the case e. g. for medical applications like
implantable neurostimulators or cardiac pacemakers, or batteries for military and space applications.

Batteries are further classified regarding their chargeability. Primary batteries are based on chemical reactions
that cannot be easily reversed, which usually allows for higher energy densities. These batteries are disposed
after use. Secondary batteries or accumulators can be recharged. They convert externally provided electrical
energy back to chemically stored energy in the battery, reversing the internal chemical reactions. Thus, the
battery can be cycled many times before degradation processes start to limit the capacity. Tertiary cells are
sometimes referred to and describe cells with quasi-unlimited energy and power. They basically describe two
electrodes that are independent of the active masses consumed during the electrochemical reactions. The more
active mass is available, the more energy can be generated. Power can be increased by increasing the surface of
the electrodes and thus the amount of charge generated per time. A fuel cell is the prime example for a tertiary
cell, depending only on the amount of hydrogen and oxygen to be converted to water.

Battery types comprise various concepts to realise conversion of chemically stored energy to electrical en-
ergy. Among the most common, prevalent types are based on cation migration. Representatives cover, e. g., Li
batteries [49], Ni–Cd batteries [50], polymer batteries [51], redox flow batteries [52–54], metal–air batteries [55],
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Pb accumulators [56], and concentration cells [8]. Several of these types and concepts are presented in detail in
chapter “Battery Concepts” of Ref. [3].

Notes
1 The model of heat flow uses the same kind of equation showing the generality of the concept.
2 Electromotive force is the voltage supplied to an electrical circuit by a source of electrical energy, such as a capacitor, a battery, or an
electric generator.
3 Crystallography describes the atomic arrangement of crystalline matter and offers general tools for the description of non-periodic struc-
tures as well.
4 In the context presented here, the term degeneracy describes the number of symmetry-equivalent paths within the unit cell of the
structure. The symmetry may be reduced by the specific direction of the electric field.
5 The International Union for Crystallography defines a symmetry operation as “a transformation under which two objects, or two con-
figurations of an object, are brought to coincide” [57]. The crystallographic description of a structure is based on the placing of different
symmetry elements – geometric elements, mostly points, lines, and planes, that apply a symmetry operation – in a 3D space. Each specific
set defines a unique space group. If an atom is placed on a specific position in this 3D space filled with symmetry elements, all symmetry
operations are applied to this position. If the position does not coincide with any symmetry element, it is called “general position”, if it
coincides with one or more symmetry elements it is called a “special position.” The more symmetry elements leave an atom invariant,
the less “symmetrically equivalent” atoms are generated and the higher the position’s local symmetry. The sets of symmetry elements of
all positions reflect the possible “site symmetries” in a space group and define the “crystallographic sites.” The amount of symmetrically
equivalent atoms generated on a certain site is called “multiplicity.” In case there are free positional parameters on a crystallographic site,
as is always true for the coordinates of the general position, a specific coordinate triplet defines a “crystallographic orbit.”
6 Ionic conductors with very high conductivity are commonly referred to as superionic conductors.
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