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Abstract—Automatic building extraction and delineation from high-resolution satellite imagery is an important but very challenging task, due to the extremely large diversity of building appearances. Nowadays, it is possible to use multiple high-resolution remote sensing data sources which allow the integration of different information in order to improve the extraction accuracy of building outlines. Many algorithms are built on spectral-based or appearance-based criteria, from single or fused data sources, to perform the building footprint extraction. But the features for these algorithms are usually manually extracted, which limits their accuracy. Recently developed fully convolutional networks (FCNs), which are similar to normal convolutional neural networks (CNNs), but the last fully connected layer is replaced by another convolution layer with a large “receptive field”, quickly became the state-of-the-art method for image recognition tasks, as they bring the possibility to perform dense pixel-wise classification of input images. Based on these advantages, i.e., the automatic extraction of relevant features, and dense classification of images, we propose an end-to-end fully convolutional network (FCN) which effectively combines the spectral and height information from different data sources and automatically generates a full resolution binary building mask. Our architecture (Fused-FCN4s) consists of three parallel networks merged at a late stage, which helps propagating fine detailed information from earlier layers to higher-levels, in order to produce an output with more accurate building outlines. The inputs to the proposed Fused-FCN4s are three-band (RGB), panchromatic (PAN), and normalized digital surface model (nDSM) images. Experimental results demonstrate that the fusion of several networks is able to achieve excellent results on complex data. Moreover, the developed model was successfully applied to different cities to show its generalization capacity.

Index Terms—deep learning, fully convolutional networks, building footprint, binary classification, data fusion, satellite images

1 INTRODUCTION

Since the launch of the first satellite for Earth monitoring, the development of different sensors significantly increased the availability of high-resolution remote sensing imagery, providing a huge potential for meaningful and accurate terrestrial scene interpretation. The analysis of satellite imagery involves the identification of building rooftops as one of the most challenging, but important objects among various terrestrial targets in an image. This information is useful for many remote sensing applications, such as urban planning and reconstruction, disaster monitoring, 3D city modeling, etc. A vast amount of manual work is done on interpretation and identification of targets in remote sensing imagery by human interpreters. However, it is very time-consuming and expensive to distinguish buildings from other objects and delineate their contours manually. Therefore, there was a great number of attempts to develop methodologies to extract buildings automatically.

Some algorithms for building detection on the basis of aerial [1] and high-resolution satellite imagery [2, 3] utilize specific criteria of building appearance like the uniform spectral reflectance values [4, 5]. The main problem to be encountered in these approaches is the confusion of the building with other objects with similar spectral reflectance. Many automatic building extraction methods from multi-spectral imagery or digital surface models (DSMs), providing height information for a scene, define the criteria such as the shapes of relatively homogeneous buildings follow a certain pattern [6–8]. However, these methodologies are very limited, because the defined criteria work only for certain types of buildings but fail to generalize to areas with complex and heterogeneous buildings. Different data sources can provide complementary information to each other. As a result, the integration of different data sources creates the opportunity for improving accuracy and robustness of the extraction results. Therefore, recently developed methodologies apply the use of fusing data sources, such as multi-spectral images with either stereo DSM or light detection and ranging (LIDAR) DSM rather than the use of only a single data source [9, 10]. Although many approaches have been proposed for building footprint extraction, this topic remains a complex problem for scientists.

With the revolutionary development of deep learning techniques, the definition of task-specific features is not under demand anymore for learning-based image analysis tasks. Instead, the most suitable features can be discovered automatically during the training procedure on a big dataset.
through the organization of multi-layer neural networks. Convolutional neural networks (CNNs) [11, 12] are one of the most successful deep learning architectures. They achieved state-of-the-art results and became the dominant approach for image understanding in computer vision. The main objective of this work is to adapt the CNNs for remote sensing imagery understanding with high accuracy. This is a challenging task since the satellite imagery is very different from usual computer vision images in a sense of size, perspective view and semantic meaning of every pixel within the whole scene.

In this paper, we analyze the potential of end-to-end CNN learning and apply it to a dense pixel-wise binary classification problem of building vs. non-building identification. In order to take advantage of multiple remote sensing data, we design a hybrid fully convolutional network (FCN) architecture, based on approach [13], to produce dense binary classification maps from raw images. The network performs a late fusion of the pre-trained model derived from ImageNet data for spectral images (RGB and PAN) with DSM features trained from scratch. Besides, the network is augmented with additional connections which provide the top classification layers with the access to high-frequency information and, as a result, makes it possible to predict at a finer spatial resolution. Moreover, we compare the proposed framework with “naive” fusion of a triple-stream architecture which naively averages the predictions from multi-source data and show that the proposed merged neural network improves the prediction accuracy.

Code is available at https://gitlab.com/ksenia_bittner/fused-fcn4s.

The remainder of the paper is arranged as follows. In Section 2, related work for building extraction from earlier approaches to more advanced using CNNs is summarized. The background of CNNs, their transformation to FCNs, and details of our deep network architecture are described in Section 3. In Section 4, we introduce the dataset and present implementation details and training strategies. The experimental results on two different datasets applying the proposed deep network architecture, together with their quantitative evaluation are shown and discussed in Section 5. Section 6 concludes the paper.

2 RELATED WORK

A significant amount of work has been done on building extraction from remote sensing imagery. In general, the existing methods can be grouped into two classes according to the information used for building extraction: Aerial or high-resolution satellite imagery and 3D information in the form of DSMs. The earlier studies introduce methodologies based on low-level feature extraction—like edges, line segments and corners—which were grouped together to form building hypotheses [14–17].

It was observed that building rooftops within relatively homogeneous areas have more regular shapes represented by rectangles or combinations of them. As a result, the methodologies employing the shape information were developed. Karantzalos et al. [18] integrate multiple shape priors into the segmentation process, for extracting the building footprints from a PAN image. Sirnacek et al. [19] extract building boundaries from DSM data based on building skeletons, which are split into various pieces and introduced to a box-fitting algorithm. Then, the active rectangular shape growing is performed, until the difference between the previously extracted building edges and the rectangle is reduced. Guercke et al. [16] first detect building edges and separate them from other above-ground information using DSM data and normalized difference vegetation index (NDVI), then iteratively fit a rectangle to the building contour until all building parts become rectangles. Although the algorithms based on geometrical primitives achieve good results, they experience difficulties especially with more complex, non-rectangular building shapes.

Geometrical information, like shape, is a very useful feature for segmentation of remotely sensed images. For example, the shadow information can serve as hints for building location [4, 5] or prediction of its shape and height properties [15]. Moreover, the spectral information also presents another useful data source. The NDVI data extracted from red and near-infrared (NIR) channels of a multi-spectral image indicate vegetation and, as a result, can help to eliminate trees. The early approaches for image classification typically employ task-specific features like color histograms or local binary patterns and pass them to machine learning algorithms to generate a labeled image [20–22]. Ngo et al. [23] decompose an image into small homogeneous regions, which are then grouped into clusters. The assumption that buildings are typically accompanied with shadows is used to merge these building segments with their neighboring regions in the same cluster to produce final building proposals. But the features can be extracted not only from spectral images.

In remote sensing, the increasing number of air- and space-borne sensors also led to the emergence of several mixed datasets [32]. The combination of imagery and DSMs is the most prominent application for data fusion, as both modalities have their advantages and limitations. Their integration can help to improve building extraction accuracy, as well as robustness. Sohn et al. [9] first identify the isolated building objects by investigating the height property of laser points and NDVI from IKONOS imagery. Then, a full description of building outlines is accomplished by merging convex polygons obtained from the hierarchical division of proposed building region by rectilinear lines using the binary space partitioning (BSP) tree. Rottensteiner et al. [33] fuse features extracted from the normalized digital surface model (nDSM) and RGB images using the Dempster-Shafer methodology [34]. Zabuawaala et al. [35] extract the initial building footprint, based on an iterative morphological filtering approach. This initial segmentation result is enhanced afterward with color aerial imagery by first generating a combined gradient surface and then applying the watershed
algorithm to find ridge lines on the surface. Turlapaty et al. [36] first obtain an initial test dataset by thresholding those samples from DSM that certainly do not correspond to buildings. Then, the block-based features are extracted from the potential building segments. Finally, these features are used for support vector machine (SVM) classification to discriminate buildings from non-building objects in the initial test dataset. Although the methodologies based on hand-crafted features have shown promising results, their main drawback is that they are not robust to the natural large variety of shapes and appearances of buildings within remote sensing images of different scales.

With a tremendous jump in development in the field of artificial neural networks, it became possible to learn image features automatically instead of extracting them by classical methods. A pioneering work in learning large-extent spatial contextual features for labeling an aerial image is Mnih [37]. It utilizes a specific patch-based architecture, where instead of the inference of a single value to classify a whole image, a dense classification patch is retrieved as a final outcome. In order to enhance the performance of the proposed algorithm, the results were processed by conditional random fields (CRFs), as this approach improves the predictions by encouraging smoothness between similar adjacent pixels. However, due to cropping the images to a fixed size, the procedure introduces discontinuities on the border of the classified patches. In our earlier work [38], we present a four-layer fully connected (FC) neural network for building footprint extraction from nDSMs. This approach is able to extract the complete building footprints to a high degree of accuracy. But the computation of such network is heavily influenced by the FC layers and the level of details, which directly depends on the patch size.

Since Krizhevsky et al. [11] introduced the innovative architecture based on earlier works on deep CNNs [39, 40], they became the state-of-the-art for image recognition tasks. Although CNNs are well established for image classification problems, the methodologies related to segmentation tasks are still under exploration. Socher et al. [41] introduce a model based on convolution and pooling layers. In other words, the low-level features learned from CNN layer are given as inputs to multiple recursive neural networks (RNNs) in order to build higher-order features. Like in the present paper, this work uses, additionally to RGB, a depth image which is processed in a separate stream. However, in contrast to our work, there is no end-to-end training. Farabet et al. [42] assign patch-wise predictions from a CNN with three convolutional layers and a fully connected layer to superpixels which are combined into meaningful regions after applying a CRF. Similar to our work, that approach processes each scale from the generated image pyramids separately with the CNN but the filter weights are shared across scales.

In the field of semantic segmentation, it became more popular to follow the idea of FCNs proposed by Long et al. [13]. The FCNs are the type of CNNs which consist of convolutional and pooling layers plus activation functions. Thus, there are no FCs layers in this type of network. As a result, they can compute spatially explicit label maps efficiently and are independent from input size. To deal with the loss of spatial resolution due to the pooling layers or filters applied not on every pixel but skipping some convolutions through, the series of papers propose to up-sample the probability maps back to the resolution of the input image. A similar approach to ours for recovering high-frequency information is presented in the U-Net architecture [43]. Each step of the upper part of the network is comprised of $2 \times 2$ convolutions (“up-convolution”) concatenated with the correspondingly cropped feature maps from the lower part of the network and $3 \times 3$ convolutions. The final layer is a $1 \times 1$ convolution which brings the number of layers in the last layer to the desired number of classes. In contrast, fully convolutional DenseNet [44] approach recovers higher frequencies by using a so-called Transition Up block. This block is composed of a transposed convolution to up-sample the incoming feature map, then a skip connection is used to concatenate the input of the Transition Up block with the up-sampled features, producing the final output of the block at the target resolution. In the context of building footprint extraction, Yuan [45] proposes a type of FCN architecture where the outputs of each stage of the network are up-sampled, stacked together, and fed into a convolutional layer with a filter of size $1 \times 1 \times n$ (where $n$ is the number of stacked feature maps). A sort of prediction map is generated, where, in contrast to our

Fig. 1: Schematic representation of our FCN4s architecture.

Fig. 2: Schematic representation of the proposed Fused-FCN4s architecture.
work, the values of pixels correspond to their distance to the building boundaries. Going even further, Zuo et al. [46] propose a hierarchically fused FCN (HF-FCN) which approaches a similar strategy as Yuan [45] by hierarchically fusing the information from multi-scale receptive fields of the network built on the basis of VGG-16 architecture. Maggiori et al. [47] convert the fully connected network proposed by Mnih [37] to FCN and generate a building mask out of RGB satellite imagery by, firstly, training the network on possibly inaccurate OpenStreetMap (OSM) data, and, finally, refining the model on a small amount of hand-labeled data. The major differences from our work are that the network architecture is much shallower and does not produce the output map of the same size as the input image. On the other hand, like in our work, the approach combines coarse and fine information from different layers in order to produce more detailed results. In continuation of their previous work, Maggiori et al. [48] investigate the network built on the basis of FCN proposed by Long et al. [13] combined with a multi-layer perceptron (MLP) on top of it. However, MLP is a FC network applied to every pixel individually and it significantly enlarges the number of parameters in the network. In our earlier work [49], we propose to use a deep learning network FCN8s developed by Long et al. [13] for segmenting the buildings only from nDSM data. In contrast to the current work, we copy the nDSM three times and initialize the network with the model pre-trained on RGB images. However, there is no influence on the final result, as the elevation information has a different statistics in comparison to spectral information and, thus, requires different feature representation.

An important milestone for semantic segmentation of remote sensing images with deep learning was multi-stream architectures that learn separate convolution layers for different data modalities. A study of Lagrange et al. [50] shows that combining image and DSM is essential for retrieving some specific classes. A further development of deeper networks and the late fusion of the spectral and height information were investigated in the work of Marmanis et al. [51]. This work is most closely related to ours, motivated by the interaction of multi-source information and integration of more detailed information from earlier layers to top. The difference from our work is an ensemble learning of the developed model which is a naive averaging after training the model with different initializations. This strategy is not integrated in our current work as we want to demonstrate the model strength to make good predictions after only one complete training. Besides, we do not engage the gradual training which does not guarantee the improvements of final results. A similar architecture strategy is approached by Sherrah [52]. However, in contrast to many deep learning architectures, this work presents a novel no-downsampling network to maintain the full resolution of the imagery at every layer in the FCN. This is achieved by using the “atrous” algorithm [53] which removes the pooling layers that caused the down-sampling effect. In contrast to our work, the fusion is done much earlier in the fully-connected layers. However, the fusion at this point did not lead to significant improvement. Besides, in opposite to our strategy, the authors did not up-sample the resulted output image from the network but used bilinear interpolation afterward to achieve the same size as the input image. Both works [51, 52] advocate using pre-trained networks for the spectral channels, but train the network for height channel from scratch. Audebert et al. [54] investigate the hybrid encoder-decoder architecture from Badrinarayanan et al. [55] for dealing with diverse data sources by concatenating the intermediate feature maps of separately trained dual-stream architecture and feeding the merged results to a three-convolution layers network. Besides, they introduce multi-kernel convolutional layers in the decoder part to aggregate multi-scale information while up-sampling. Although, their fusion network is similar to ours the main difference is the additional combination of the output from the fusion network with average scores of the two independent branches. In our case, the fusion is supposed to correct errors within one fusion network without additional concatenations by giving more weight to the activations of the most suitable information among complementary sources. Moreover, the presented architecture, in contrast to ours, does not have any “skip” connections which allow the decoder to recover important details that are lost due to the down-sampling in the encoder. Another difference to our work is the data they used. The addition to spectral image in this work is a composite image consisting of DSM, nDSM, and NDVI information. As NDVI is a good indicator for vegetation, the authors believe that this kind of auxiliary information helps to improve vegetation detection. But, as the components of the index calculation (the infrared (IR) and red (R) channels) are already given to the network as input, the network is capable to distinguish the vegetation itself. Another reason not to take NDVI into account, at least for the building detection, is that we do not need a precise vegetation prediction but only buildings discrimination from above-ground objects.

In the context of urban scene understanding, not only the DSM can provide complementary knowledge. Recently, efforts have been made for joint edge detection and semantic classification. Marmanis et al. [56] present an end-to-end ensemble of CNNs for semantic segmentation with an explicit awareness of semantically meaningful class boundaries. The boundary detection significantly improves semantic segmentation results and the overall accuracy achieved more than >90% on the ISPRS Vaihingen benchmark. Hu et al. [57] investigate the fusion of spectrum information of hyperspectral image and the scattering mechanism of PolSAR data. They propose a novel architecture which fuses two separated streams in a balanced manner. Since spaceborne remote sensing videos are becoming essential resources for remote sensing applications, Mou et al. [58] propose to fuse multi-spectral images and space videos for spatiotemporal analysis, to achieve a fine-resolution spatial scene labeling map.

Currently, generative adversarial networks (GANs) are also investigated in the remote sensing domain. Isola et al. [59] attempt to generate a mapping function to convert a satellite photo into a map and vice versa. Marmanis et al. [60] propose to use the GAN for artificial synthetic aperture radar (SAR) images generation in order to increase the training dataset.

In this paper, we explore the potential of multi-source data fusion, within one FCN architecture, for fully auto-
3 Methodology

3.1 Convolutional Neural Networks

CNNs are a category of artificial neural networks that have successfully been applied to visual imagery understanding. They are commonly organized in a series of layers. This hierarchy allows the network to learn multiple levels of data representation, starting from low-level features at the bottom layers, such as edges and corners, proceeding to generate coarse feature maps with high-level semantic information at the top layers. CNNs take advantage of the 2D structure of an input image by applying on it learnable 2D convolutional filters

\[ y^l_j = \sigma \left( \sum_{k \in W_j} w^l_{jk} \cdot y^{l-1}_k + b^l_j \right) \]  

which connect each neuron at level \( l \) with a specially localized region of fixed size \( W \times W \) from previous layer \( l - 1 \), and takes a weighted sum over all neurons followed by some activation function \( \sigma \). The \( b^l_j \) corresponds to a bias. Due to the weights \( w^l_{jk} \) being shared across all neurons for each dimension per layer, the number of free parameters is significantly reduced in the model, compared to the standard MLP, which differs mainly by the fact that no weight sharing takes place in this type of neural networks. Additionally, the weight sharing introduces translation equivariance [61], another desirable attribute for the network. The bias can be considered yet another weight (with \( y^l_i = 0 \)). The merit of the activation function is to introduce non-linearity into the network. The most common activation function applied after each convolutional layer in CNNs is the rectified linear unit (ReLU)

\[ y^l_{\text{relu}} = \max(0, y^l) \]  

which sets all negative numbers in the convolution matrix to zero and keeps the positive values unchanged.

The main advantages of using ReLU in neural networks are, first, it induces sparsity in the hidden units, second, it does not suffer from the gradient vanishing problem [62].

As CNNs were originally developed for image classification problems, their goal was to predict the correct class associated with the input image. Therefore, the top layers of the network are usually FC layers, which merge the information of the whole image. The final layer is a 1D array and consists then of as many output neurons as there are possible classes, representing class assignment as probabilities, most often using softmax normalization on each of the neurons.

The classifier computed by the network is determined by the weights and biases parameters. To generate an optimal network classifier means to find such weights and biases which will minimize the difference between predicted values and target values. The misclassifications are penalized by a loss function \( \mathcal{L}(x, t, p) \). The commonly used cross-entropy loss function

\[ \mathcal{L}(x, t, p) = - \sum_i t_i \log p(x_i) \]  

avoids the problem of slowing down the learning (in comparison to, for instance, the Euclidean distance loss function) and provides a more numerically stable gradient when paired with softmax normalization [47]. Here, \( x = \{x_1, \ldots, x_n\} \) is the set of input examples in the training dataset and \( t = \{t_1, \ldots, t_n\} \) is the corresponding set of target values for those input examples. The \( p(x_i) \) represents the output of the neural network for given input \( x_i \). We minimize the logistic loss of the softmax outputs over the whole patch.

A standard technique to minimize the loss function is gradient descent which computes the derivatives of the loss function with respect to parameters \( \frac{\partial \mathcal{L}}{\partial w_i} \) and \( \frac{\partial \mathcal{L}}{\partial b_i} \) and updates the parameters with learning rate \( \lambda \) in the following way:

\[ w_i \leftarrow w_i - \lambda \frac{\partial \mathcal{L}}{\partial w_i} \]  
\[ b_i \leftarrow b_i - \lambda \frac{\partial \mathcal{L}}{\partial b_i} \]

The derivatives \( \frac{\partial \mathcal{L}}{\partial w_i} \) and \( \frac{\partial \mathcal{L}}{\partial b_i} \) are calculated by the backpropagation algorithm [63] commonly used in the stochastic gradient descent (SGD) optimization algorithm in small batches for efficiency. In this model, we used SGD with momentum, an extent to the vanilla SGD method. Additional methods have been suggested recently like ADAM [64] and RMSGProp [65]. Although the optimization technique is very critical in the case of training from scratch, its role is muted in the case of pre-training, because the network is hindered from rapidly changing the weights, typically by using a very small learning rate. Therefore the technique itself plays finally a less important role in the convergence. A good...
3.2 Fully Convolutional Network Architecture

In this paper, we address a full pixel-wise binary labeling problem for building vs. non-building classes. It means that we want to give the network an image and receive an output image of the same size, with meaningful shape and structure of building footprints. The original CNNs were constructed for recognition tasks where only one label is assigned to each image. The recently developed FCNs became the state-of-the-art methodology for semantic segmentation. They are the extensions of the traditional CNN architecture, where all FC layers are replaced with convolutional layers. The advantage of this transformation is the independence of the input image size. Additionally, in contrast to the basic CNNs, FCNs do not lose the spatial information in the top layers but allow to track it back. The per-class probability maps $c_l(x, y)$, which the FCNs generate, have a coarse resolution due to the pooling and convolution with stride larger than 1 operations along the network. The number of probability maps $c_l(x, y)$ in the last convolutional layer is equal to the number of classes of the task. So, for our binary classification problem, this number is equal to 2.

In order to up-sample the feature maps from the previous layer, the FCNs are augmented with “deconvolution” layers. This type of layer performs a learned interpolation from a set of nearby points. The construction of the network with several deconvolution layers at its top part allows obtaining the resulted class probability maps of the same size as the input image. In our network, we initialize the deconvolution weights with a set of bilinear interpolation parameters.

3.2.1 FCN4s Network

Applying several up-sampling layers and, as a result, bringing the classification maps to the original size, does not guarantee very detailed and accurate object boundaries in the resulting images. Long et al. [13] were the first who suggested to use the high-frequency information from the feature representations of the shallow part of the network, bypassing several layers of nonlinear processing, and combining it using an element-wise addition with the output from the deconvolution layers at the same resolution. This type of structure received the name of “skip” connection and is depicted in Figure 1 by a long arrow in violet color. In this way, the FCN8s network proposed by Long et al. [13] hierarchically includes the earlier layers pool4 and pool3 to the upper layers of the network, adding more detailed information.

However, the FCN8s was originally created for semantic labeling in the field of computer vision, where objects are big and well separated. Remote sensing imagery, in contrast to multimedia images, is very different. First of all, due to the big difference in the ground sampling distance (GSD), even if the resolution of remote sensing images is high, still, the containing information is very heterogeneous. It consists of many objects like trees, buildings, roads, etc. Secondly, those objects can be represented only by a small number of pixels. Therefore, it is more challenging to extract very accurate boundaries and structures from such images. As a result, we modify the FCN8s network to an FCN4s by adding yet another “skip” connection from pool2 layer, which incorporates even finer details, allowing more efficient building footprint reconstruction (see Figure 1). We also adapt the number of channel dimensions from 21 to 2. The training is done by fine-tuning the weights of the model, which is pre-trained on the large image collection of ImageNet.

3.2.2 Fused-FCN4s Network

For the semantic segmentation task, the data used are often three-channel imagery. In this work, we propose a new network which integrates image information from RGB and PAN images, together with depth information from nDSM, as the latter provides geometrical silhouettes, which allow a better separation of buildings from the background.
Besides, depth images are invariant to illumination and color variations. Since depth information and intensity have different physical meaning, we propose a hybrid network where three separate networks with the same architecture are used: We feed one part with the red, green, and blue spectral bands and initialize it with the weights pre-trained on ImageNet as mentioned in Section 3.2.1. The second part we feed with the PAN image converted to three-channel by copying it three times. The network is initialized the same way as the first part. The reason to use pre-trained weights for gray scale image is twofold: First, the pre-trained networks demonstrate a strong ability to generalize to images outside the Imagenet dataset via transfer learning. Thus, we make modifications in the pre-existing model by fine-tuning it. Second, the PAN image has the same topology as our RGB image. So, as the visual filters from generic images can be built upon for RGB images, they are applicable for PAN images too. The third branch is fed with one-channel nDSM, initializing the convolutional layers randomly since elevation data and intensity data have different modalities and, as a result, require different feature representations.

We examine two fusion strategies: a) a naive averaging of three branches after softmax, and b) merging by the neural network itself.

The schematic diagram of the proposed network architecture is illustrated in Figure 2. First, it stacks the sets of spectral and height features from three streams at a very top level, but before the last up 4 up-sampling layer as depicted in Figure 2. As a result, the number of features increases three times. Second, the up-sampling is applied to bring the combined feature maps to the final size. Finally, the resulting intermediate features are sent as an input to three additional convolutional layers of size 1 × 1, which play the role of information fusion from different modalities, and can correct small deficiencies in the predictions, by automatically learning which stream of the network gives the best prediction result. This architecture is similar to the one presented by Marmanis et al. [51]. Although our implementation is based on the paper description, we made additional modifications which experimentally improve our final results. For example, the number of feature maps at the higher layers of the network is set to a larger number to allow the network to learn a wider range of features. However, we decreased the number of channels suggested by Marmanis et al. [51] from 60 to 30 and, experimentally, obtained better results. Besides, having a network with a huge number of parameters but rather small training set can lead to overfitting. Additionally, in contrast to Marmanis et al. [51], we did not find it necessary to introduce local response normalization (LRN) to the last layer of three independent branches for spectral intensities and height before merging as the network is able itself to balance the activations between heterogeneous data. It also prevents from additional tuning of the hyper-parameters for LRN.

The network can only see a part of the image when it is centered at a pixel. This region in the input is the receptive field for that pixel and can be computed by the formula mentioned in Le et al. [67]

\[
R_k = R_{k-1} + (f_k - 1) \prod_{i=1}^{k-1} s_i, \tag{6}
\]

where \(R_k\) is the current layer, \(R_{k-1}\) is the previous layer, \(f_k\) represents the filter size of layer \(k\), \(s_i\) is the stride of layer \(i\). The receptive field of the output unit of the network that we use in this work is 404 × 404 pixels.

4 Study area and experiments

We performed experiments on WorldView-2 data showing the Munich city, Germany, consisting of a color image with red, green, and blue channels, a very high-resolution stereo PAN imagery and a DSM derived from it using the semi-global matching (SGM) method [68]. The RGB and PAN images used in the experiment have been ortho-rectified,
because it is important for building detection to have images where every pixel in the image is depicted as if viewed at nadir, so that occlusions do not pose a challenge.

As a ground truth for our training, a building mask from the municipality of the city of Munich, covering the same region as the satellite imagery, is used for learning the parameters in the neural network.

In order to investigate the prediction model capacity over a different urban landscape, a second WorldView-2 dataset showing a small part of Istanbul city, Turkey, was considered. As the ground truth for this area is not available, a building mask was extracted from OSM. However, only a few building footprints are available for this area and the rest is missing. Therefore, a small area of around 0.5 km$^2$ was selected over the available building footprints. The rest was manually delineated.

4.1 Data Pre-processing

To perform a network training from the multiple data sources, first a PAN image with a GSD of 0.5 m was used to pansharpen the color image with a GSD of 2 m using the pansharpening method proposed by Krauß et al. [69].

Secondly, in order to obtain above-ground information only, namely to generate a nDSM, the topographical information was removed from DSM based on the methodology described by Qin et al. [70]. Additionally, by investigating the histogram of height data in the nDSM, it was found that there are about 0.05% outliers, which enlarge the distribution range dramatically (to 205 m height), although the majority of values lay within a much smaller range. The explanation to these outliers can be the presence of noise, due to the absence of information because of clouds. Therefore, the decision was made to remove this 0.05% of outliers and use linear spline interpolation to find the values of thresholded points. It should be mentioned that even if there are some buildings in the image higher than the selected threshold, for our binary classification task it is not very critical to loose the true height of very high buildings within the city area, since we are only interested in footprints. Another advantage of the suggested data pre-processing is the simplicity of the network training.

4.2 Implementation and Training Details

We developed our FCN4s and Fused-FCN4s models based on the FCN8 implemented in Caffe deep learning framework [71]. For learning process, we prepared the training data consisting of 22057 pairs of patches, and validation data of 3358 pairs, selected from a different area. The patches cropped from the satellite image have a size of 300 x 300 pixels. Having a large receptive field size of the architecture leads to the question about the relative influence of boundary effects on the predictions. In our case, as the context information is available only within 300 x 300 pixels, each output unit of the network is influenced by the boundary effect. Therefore, to prevent artifacts and discontinuity at patch boundaries, we used an overlap of 200 pixels out of 300 (67%) when sliding the window across the satellite image in both directions. To further improve the prediction on boundaries, all overlapping patches are stacked together first, then the final prediction is calculated as the average at each pixel. As a result, some pixels are predicted once, twice or four times like the ones at the corners. This is a commonly used approach for remote sensing problems [54].

As mentioned in Section 3.2.2, the two branches of the network corresponding to spectral images were initialized with a pre-trained model. This applies to the network before the fully convolutional layers. All layers above the fully convolutional layers were initialized within a range defined inversely proportional to the number of input neurons. For a layer with N neurons, the weights were initialized in the range $[-\frac{1}{\sqrt{N}}, \frac{1}{\sqrt{N}}]$ using uniform sampling. The network branch corresponding to nDSM data is trained from scratch for the reasons explained in Section 3.2.2. We start the training process of our network with learning rate $\lambda = 0.01$.
Fig. 6: The comparison of generated building mask over test area obtained (a) directly form Fused-FCN4s and (c) from Krauß et al. [69]. Image (b) depicts the extracted building footprints in respect to reference building footprints of Fused-FCN4s.

for all randomly initialized layers and $\lambda = 0.001$ for layers initialized with the pre-trained model, decreasing them by a factor of 10 for each 20000 iterations. The total number of iterations was set to 60000 with batch size of 1 on a single NVIDIA TITAN X (Pascal) GPU with 12 GB memory. A weight decay $\eta$ and momentum factor $m$ were set to $\eta = 0.0005$ and $m = 0.9$, respectively. All parameters were obtained empirically during investigation of the training process on the validation dataset. Within the training, random shuffling of the samples was performed before feeding them into the network.

4.3 Comparison with alternative methods
Apart from the developed FCN4s network, presented in Section 3.2.1, we also compare our approach with the FCN8s network proposed in [13]. We directly employed it for RGB and nDSM images, by changing only the number of outputs to 2 in order to be consistent with our binary classification task. During the fine-tuning of the FCN8s on RGB and PAN images using the pre-trained Imagenet model, the base learning rate was set to $\lambda = 0.0001$. For training the FCN8s from scratch for nDSM image, the base learning rate was set to $\lambda = 0.01$.

In order to demonstrate the advantage of end-to-end deep learning data fusion, we compare the designed architecture with naïve prediction fusion. Moreover, to indicate the influence of every data source we compare our approach with two-stream fusions: 1) RGB and nDSM; 2) PAN and nDSM.

Besides, we conduct a comparison on DSM-based building detection method proposed by Krauß et al. [69]. This method, first, generates a height map by distinguishing the above ground objects from the ground level ones using nDSM. The extracted height map is used then for buildings delineation from the surroundings by applying the Advanced Rule-based Fuzzy Spectral Classification [69]. The implementation distributed by the authors is applied to the nDSM and 8-channel multi-spectral image covering the test area.

5 RESULTS AND DISCUSSION
In the following section, the results of the considered experiments for FCN8s, FCN4s, and the proposed Fused-FCN4s, on different data sources, is presented. Their respective performance is discussed, in order to evaluate the introduced architecture for binary building mask generation, both qualitatively and quantitatively. To demonstrate the effectiveness of the models, we fed a new test dataset to the network, unseen before neither for training nor for the validation. A test area from the city of Munich and its corresponding ground truth image is depicted in Figure 3.

5.1 Qualitative Evaluation
5.1.1 FCN8s Network
The building masks generated by the FCN8s network separately on RGB, nDSM, and PAN images are presented in Figure 4. As can be seen from the results, the FCN8s model, generated for multimedia imagery semantic segmentation, is applicable to remote sensing data too. Moreover, not only intensity images but also the nDSM representing depth information can be used for building footprints extraction using FCNs. This has been also analyzed by Davydova et al. [38] and Bittner et al. [49]. As illustrated in the figures, the FCN8s model is able to extract the buildings from each given data source without any influence of other above-ground objects such as trees, cranes etc. However, as it can be noticed, some footprints are better extracted from intensity images and some of them from the depth image. For example, there are two big buildings in the bottom right corner. Referring to the original RGB image in Figure 3a, one can see that the roofs of both constructions have a color similar to the asphalt. Therefore, we deduce that the network confuses these buildings with the road. From PAN images, the network could learn different features and, as a result, enable the network to identify the area as buildings, but not optimally yet. On the other hand, from the height information provided by the nDSM, it was easier for the network to distinguish these buildings from the ground. As can be seen from the results, many buildings are missing in
the building mask, even the one extracted from the nDSM. This can be caused by trees occluding some buildings, or inaccurate height data in these locations.

5.1.2 FCN4s Network

It is always good to have additional information which can be added to the system, as it makes the system more powerful. CNNs are capable of extracting representative features for a classification task if enough information is present. Therefore, as we wanted to improve the building outlines without any post-processing steps, it was decided to enrich the system by adding more detailed information from earlier network layers. As a general rule, CNNs gradually abandon lower level features in the pursuit of higher levels, which leads to a more abstract description of the image. This strategy can be countered by passing lower level features up the hierarchy in a separate path (skip connection). In this way, the network itself automatically learns higher detailed building representations. The effectiveness of the suggested FCN4s approach is illustrated in Figure 5. First of all, in each resulting image, for every data source, one can notice that more buildings are extracted. Second, the shapes of the footprints, even for the complex building structures, are closer to the ground truth and better in comparison to the one extracted by FCN8s architecture. Finally, the addition of the pool2 skip connection, enable the network to recognize even the low-rise buildings.

5.1.3 Fused-FCN4s Setup

In this section, we investigate different setups of Fused-FCN4s architecture. Setting the number of convolution layers to 2 for performing a fusion from different network streams and increasing the number of feature maps at the top layers lead to a tendency to improve the result (see Table 2). This happens due to the fact that the increase of the parameters number in the network raises its capacity and, thus, makes it possible to perform better generalization. However, at some point the network can reach too much complexity which comes with the risk of overfitting. This effect can be observed with a configuration of 60 feature maps and three convolutional layers. The results of generalization degrade in comparison to a fusion network with 30 feature maps and three convolutional layers. Growing the number of feature maps in the network increases the computation time respectively as depicted in Table 2. However, it helps to improve the results significantly. Hence, we choose the model with 30 feature maps and 3 convolutional layers as it provides the best results in this experiment.

5.1.4 Fused-FCN4s vs. FCN8s and FCN4s

The Fused-FCN4s architecture, which combines the spectral information from RGB and PAN images, together with the height information from nDSM, delivers the best performance in discriminating buildings from background, in comparison to FCN8s and FCN4s shown in Figures 4 and 5, respectively. The results obtained by Fused-FCN4s architecture are shown in Figure 6. For visualization and better interpretation the extracted building footprints are also overlapped with the reference building footprints in Figure 6b. The significant improvement of the buildings outlines can be easily observed. The footprints are more accurate and their shapes are more complete without missing parts of the various structures. It also can be seen that the network really benefits from all data sources, which allow it to extract more detailed information of building construction compared to the reference image in Figure 3d. For example, the building in the left bottom corner obviously has some additional

<table>
<thead>
<tr>
<th></th>
<th>FCN8s</th>
<th>FCN4s</th>
<th>Fused-FCN4s</th>
<th>Naïve fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>Mean acc.</td>
<td>Mean IoU</td>
<td>Overall acc.</td>
<td>IoU</td>
</tr>
<tr>
<td>RGB</td>
<td>82.8</td>
<td>73.5</td>
<td>94</td>
<td>57.6</td>
</tr>
<tr>
<td>nDSM</td>
<td>74.5</td>
<td>69</td>
<td>92.8</td>
<td>45.7</td>
</tr>
<tr>
<td>PAN</td>
<td>84.6</td>
<td>77</td>
<td>94.3</td>
<td>60.2</td>
</tr>
<tr>
<td></td>
<td>Mean acc.</td>
<td>Mean IoU</td>
<td>Overall acc.</td>
<td>IoU</td>
</tr>
<tr>
<td>RGB</td>
<td>89.3</td>
<td>81</td>
<td>95.2</td>
<td>67.1</td>
</tr>
<tr>
<td>nDSM</td>
<td>83.3</td>
<td>73.3</td>
<td>92.9</td>
<td>54.3</td>
</tr>
<tr>
<td>PAN</td>
<td>84.4</td>
<td>77.5</td>
<td>94.6</td>
<td>60.9</td>
</tr>
<tr>
<td></td>
<td>Mean acc.</td>
<td>Mean IoU</td>
<td>Overall acc.</td>
<td>IoU</td>
</tr>
<tr>
<td>RGB &amp; nDSM</td>
<td>90.9</td>
<td>84.7</td>
<td>96.1</td>
<td>73.5</td>
</tr>
<tr>
<td>PAN &amp; nDSM</td>
<td>87.5</td>
<td>82.2</td>
<td>95.9</td>
<td>68.9</td>
</tr>
<tr>
<td>RGB &amp; nDSM &amp; PAN</td>
<td>91.5</td>
<td>86</td>
<td>96.8</td>
<td>75.7</td>
</tr>
</tbody>
</table>

TABLE 1: The quantitative evaluation of proposed Fused-FCN4s on three data sources in comparison to different methodologies and setups.

Fig. 7: The detailed comparison between (a) Fused-FCN4s and (b) DSM-based building detection method proposed by Krauß et al. [69]. Image (c) depicts ground truth.
structures in the middle, which can be easily identified on the nDSM image, but they are missing in the ground truth. The extraction of low-rise buildings, on which the selected scene is rich, is more accurate now, and their pattern of placement is very close to the ground truth. Some of them are still missing, but that is explainable due to their really small size, difficult to distinguish even for the human eye.

Besides, it is experimentally proven that the proposed network benefits from three remote sensing images used for training in comparison to two-stream networks of RGB and nDSM and PAN and nDSM (see Table 1). We can see that the use of the PAN image leads to improvements of 2.2% on intersection over union (IoU) and from 0.7% to 2% on the rest of the metrics.

### 5.1.5 Fused-FCN4s vs. Naïve Fusion

The experimental results from Table 1 demonstrate that naïve fusion by averaging the predicted maps improves the IoU metrics only by 1% in comparison to the results, achieved by FCN4s model trained on RGB. But the proposed Fused-FCN4s boosts the IoU metrics by 8%. Thus, the shapes of generated building footprints are enhanced in comparison to those obtained by single FCN4s. Additionally, a significant improvement of other metrics is also achieved. This proves that the network learns by itself from which multi-source data the better prediction of the pixel can be gained.

### 5.1.6 Fused-FCN4s vs. DSM-based building detection method

As can be seen from Figure 6c the DSM-based building detection method proposed by Krauß et al. [69] is able to extract a similar building mask as our proposed approach. However, a close investigation shows that Fused-FCN4s is able to find more buildings than the DSM-based building detection method (see Figure 7). Additionally, one can notice that the extraction of low-rise buildings by our approach is significantly better. Besides, the footprints outlines are more accurate and rectilinear, that makes them look qualitatively more realistic and, as a result, similar to the ground truth.

![Fig. 8: Prediction over Istanbul city, Turkey on WorldView-2 data. (a) RGB image; (b) nDSM; (c) PAN. (d) The resulted mask from Fused-FCN4s.](image)

### 5.2 Quantitative Evaluation

For quantitative evaluation of the obtained results, we evaluated the metrics commonly used in semantic segmentation problem. The first group of metrics is described in Long et al. [13]. They are mean accuracy, mean IoU and overall accuracy.

<table>
<thead>
<tr>
<th>FCN4s</th>
<th>Mean acc.</th>
<th>Mean IoU</th>
<th>Overall acc.</th>
<th>IoU</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>84.3</td>
<td>72.8</td>
<td>88.1</td>
<td>66.9</td>
<td>81</td>
</tr>
<tr>
<td>nDSM</td>
<td>76.3</td>
<td>60.0</td>
<td>75.2</td>
<td>54</td>
<td>70.7</td>
</tr>
<tr>
<td>PAN</td>
<td>79.4</td>
<td>66.6</td>
<td>81.3</td>
<td>58.8</td>
<td>74.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fused-FCN4s</th>
<th>Mean acc.</th>
<th>Mean IoU</th>
<th>Overall acc.</th>
<th>IoU</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB &amp; nDSM</td>
<td>85.1</td>
<td>73.5</td>
<td>85.5</td>
<td>68.1</td>
<td>81</td>
</tr>
<tr>
<td>PAN &amp; nDSM</td>
<td>84.9</td>
<td>72.6</td>
<td>84.8</td>
<td>66.6</td>
<td>79.3</td>
</tr>
<tr>
<td>RGB &amp; nDSM &amp; PAN</td>
<td>85.1</td>
<td>73.5</td>
<td>85.5</td>
<td>68.1</td>
<td>81</td>
</tr>
</tbody>
</table>

TABLE 3: Prediction accuracies of FCN4s and Fused-FCN4s models on all investigated metrics over Istanbul dataset.
ally, we use the IoU metric where for our work the parameter $\beta$ and $t$ additional connection as a result of an enlarged number of parameters, but the extracted information comes only from the three times duplicated image and is not enough to provide the network with much more features. Finally, the proposed Fused-FCN4s network obtains the best performance for all metrics in comparison to other networks and the DSM-based building detection method. The overall accuracy gained 2% points in comparison to FCN8s for RGB and PAN images, and around 4% points related to FCN8s for the nDSM image. It should be mentioned, that the IoU metric on Fused-FCN4s network increased over 15% and 30% in comparison with FCN8s on spectral and depth images, respectively. That indicates a significant improvement of the building footprint delineation accuracy. Besides, the difference of the IoU metric of 13.3% between the Fused-FCN4s and DSM-based building detection method, in favor of the first, points out that applying our approach there is no need for any post-processing steps for building outline refinement as it already provides very accurate building mask.

Processing a selected test area of $1300 \times 2500$ pixels with Fused-FCN4s network takes 25.89 seconds on a single NVIDIA Titan X Pascal GPU with a 100 pixels stride and around 2 minutes for stitching the overlapped patches for the final full image generation.

5.3 Model Generalization Capability

In order to investigate the model capacity to capture the essential features separating buildings from non-buildings, Istanbul dataset was used (see Figure 8(a)-(c)). This dataset is very different from the Munich dataset, and it is very challenging in itself due to the dense placement of buildings, and the vastly different construction and architecture style. Without re-training the model on the new dataset, the building footprint map was directly obtained by passing the WorldView-2 data through the FCN4s and Fused-FCN4s networks. From the resulting mask shown in Figure 8(d), it can be seen that the proposed model managed to predict reasonable building mask even from a new and quite complicated dataset. As it was mentioned in Section 4, for quantitative evaluation a small area of around $0.5 \text{ km}^2$ was selected (see Figure 9). The predicted results and ground truth of this area are presented in Figure 10.

The statistical results of the experiment over the small area can be found in Table 3. We can see that the model
achieves high performance on this dataset as well. Besides, the advantage of using fused data vs. only one is also demonstrated in Table 3.

It can be clearly seen that the model successfully extracts the shapes of building footprints, without missing any of them. The IoU metric confirms this statement by its high value of about ~ 68.1%. Additionally, no influence of other above-ground objects such as trees is observed. However, one can notice a small improvement between using one spectral image or two together with an nDSM. Both RGB & nDSM and PAN & nDSM models already gave good results using the advantages from spectral and height information. Inserting additional spectral information only helps to improve minor errors, especially on building outlines as the IoU shows high values. But it is still a significant progress as commonly used methodologies for building extraction are not very flexible and can not be easily generalized on different city areas. Moreover, it can be identified that the quantitative results are lower than the ones from Munich dataset. This can be explained by scene complexity: The network did not experience such types of constructions, their close placement to each other and the narrow streets. Besides, the maximum height within Munich nDSM area is 58.37 m and for Istanbul is 24.66 m which also can influence the performance. Another reason is that the manually generated ground truth is far from ideal, due to the subjective interpretation of human. The probable solution to those small problems can be a fine-tuning of the proposed model on some small areas of different cities, which will contribute to the model performance by introducing a new dataset for model learning, even if it is only a small part of the area.

6 Conclusion

We presented a novel method to segment buildings in complex urban areas using multiple remote sensing data on the basis of fully convolutional networks. The designed end-to-end Fused-FCN4s framework integrates the automatically learned relevant contextual features from spectral and height information from RGB, nDSMs, and PAN images respectively, within one architecture for pixel-wise classification, and produces a unique binary building mask. Both, spectral images and nDSMs, have their strong and weak sides, but they can complement each other significantly, as, for example, the nDSMs provides elevation information of the objects, but spectral images provide texture information and more accurate boundaries. The trained system was tested on two unseen areas of Munich city, Germany, and Istanbul city, Turkey, and achieved accurate results. Experimental results have shown that even small objects with tiny details in their building footprint can be successfully extracted from satellite images by applying the deep neural network framework. The proposed architecture can be generalized over diverse urban and industrial building shapes, without any difficulties due to their complexity and orientation. Additionally, we show that the designed model does not need any post-processing. Some noise or still present inaccuracies in the resulting building mask can be a result of buildings totally covered by trees, or very complex areas which are difficult to recognize even for the human eye, for accurately extracting the building outlines. Besides, a noisy nDSMs can influence the results to a great extend, as the height information is crucial to identify buildings. We believe that the presented technique has a great potential to provide a robust solution to the problem of building footprint extraction from remote sensing imagery at a large scale.
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