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Abstract

We consider nonlinear agglomeration multigrid methods tailored to the efficient and robust solution of the Reynolds averaged Navier-Stokes equations for the simulation of high Reynolds number turbulent flows.

In the first part of this thesis we introduce the Reynolds averaged Navier-Stokes equations together with established turbulence models required to determine the eddy viscosity arising from Boussinesq’s assumption to close the set of equations. A complete nondimensionalization of the equations is presented. Finally, corresponding boundary value problems are presented. It is the goal of the thesis to find approximate solution to these problems.

In a second part of this thesis the discretization strategy of the equations is presented in detail, in particular concerning boundary conditions. Moreover, a detailed description of the computation of derivative of the discretized equations is presented. Emphasis is appointed to this topic since the construction and realization of exact and approximate derivatives are of major importance to formulate and derive efficient and robust solution algorithms.

These solution algorithms are based on nonlinear agglomeration multigrid methods including implicit Runge-Kutta smoothers. The general derivation of these methods presented in this thesis allows to interpret the implicit Runge-Kutta smoothers as stabilized Newton methods. On the other hand, the application of certain simplifications allows to generate almost all solution methods well known in the world of computational fluid dynamics. This hierarchy of methods gives insight in the potential and shortcomings of several methods established and in daily use in many computer codes approximating solutions of the Reynolds averaged Navier-Stokes equations. To get a deeper understanding of the methods an analysis tool is suggested to evaluate certain smoothers.

Finally, several examples are presented to show the potential and shortcomings of certain methods derived in this thesis. Comparisons are done with respect to both robustness and efficiency of the scheme. In dealing with large scale problems the challenge of scalability on high performance clusters is discussed.

A further important point in this thesis is the accuracy of the suggested discretization scheme. Since for the Reynolds averaged Navier-Stokes equations no analytic solutions are available, classical basic test cases as well as those of industrial relevance are investigated with respect to mesh refinement. Methods are applied to get insight into the accuracy obtained on a sequence of meshes. With respect to this topic, different approaches towards the incompressible limit are presented and compared with respect to reliability and accuracy.
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Chapter 1

Introduction

The design of ecologically sensitive, low noise, and safe aircraft is the major challenge of the aircraft industry for the following decades. A key technology to reach these goals is the numerical simulation. To accurately predict aerodynamic properties of an aircraft the Euler and Navier-Stokes equations are in focus. These equations model the motion of a fluid in $\mathbb{R}^n$; and therefore, solutions to these equations are of major importance in giving answers to many classical physical questions. In our context, solutions of these equations give clarity and a deep insight into a better understanding to the interaction of a fluid surrounding an aircraft. Such a deep understanding is a key requirement for future aircraft to be significantly more efficient than existing ones. To be prepared for future challenges in the aircraft industry and other technical disciplines based on the understanding of fluid flows, it is the goal of this thesis to identify the main ingredients required to design reliable algorithms to approximate solutions of the Euler and Navier-Stokes equations.

To be more precise, within this thesis the focus is to approximate solutions of the so-called Reynolds averaged Navier-Stokes (RANS) equations. These equations may be derived from the Navier-Stokes equations using time averaging of the variables. Solutions of these equations therefore represent time averaged states. Such time averaging leads to additional terms with additional unknowns. Mathematically, the resulting system of equations is more complex in the sense that for the additional unknowns additional equations are required. A significant simplification is attained by considering Boussinesq’ eddy viscosity assumption. As a consequence of this assumption, the RANS equations are mathematically equivalent to the Navier-Stokes equations. With regards to content, the RANS equations differ in our context from the Navier-Stokes equations by a summand weighting the viscous contributions. This summand represents a nonnegative scalar function, which is called in general an eddy viscosity and is not explicitly given. To find closure conditions for this function either algebraic relations are established, or additional differential or integral equations are considered. Then, from the solution of these equations the eddy viscosity is determined. It is the topic of turbulence modeling to find suitable
closure conditions. Since the Navier-Stokes and the RANS equations are equivalent in form, within this thesis we often use these nomenclatures synonymously. But we attach great importance to the fact that either this summand is active or not.

Though progress has been made, even after several decades of developments and investigations for high Reynolds number viscous flows a severe loss of reliability, robustness and efficiency of solution methods for the compressible RANS equations can often be observed. Here, the wording solution method comprises both

a) the discretization strategy,

b) and the corresponding solution method.

The challenges to find solutions of this set of equations are manifold. And, the problems arising are not only observed for large-scale, complex industrial applications, but they also occur for many basic test cases well known from the literature. For example, the difficulty to find solutions of basic flow problems can be significantly increased when one increases systematically the number of degrees of freedom. Then, almost all solution methods known lose their efficiency. As long as there are severe issues to approximate solutions of basic test cases, it can be doubted that the solution methods considered so far can be used in industrial processes. But what are the reasons for these observations?

It is the topic of this thesis to develop, analyze and investigate solution methods designed for efficiently solving large scale nonlinear problems, which arise from the discretization of the Reynolds averaged Navier-Stokes equations.

Before we discuss several practical problems, it is worthwhile to note that up to now the uniqueness, existence and smoothness of a solution to the Navier-Stokes and even the Euler equations in $\mathbb{R}^3$ is an open problem. Due to the significance of the problem, the theoretical answer to existence and smoothness of solutions to the Navier-Stokes equations has been listed as one of the seven Millennium Prize Problems in mathematics that were stated by the Clay Mathematics Institute in 2000. The exact description of the problem is given by Charles L. Fefferman [18] in the short article "Existence and Smoothness of the Navier-Stokes Equations". To be more precise, following the formulation given by Charles L. Fefferman we recall the exact description of the problem, which is restricted to incompressible fluids. The Navier-Stokes equations are then given by

\[
\frac{\partial}{\partial t} u_i + \sum_{j=1}^{n} u_j \frac{\partial u_i}{\partial x_j} - \nu \Delta u_i + \frac{\partial p}{\partial x_i} = f_i(x,t), \quad x \in \mathbb{R}^n, t \geq 0, \quad (1.1)
\]

\[
\text{div} \,(u) = 0, \quad x \in \mathbb{R}^n, t \geq 0, \quad (1.2)
\]
with initial conditions
\[ u(x,0) = u^0(x), \quad x \in \mathbb{R}^n, \] (1.3)
where \( u^0 \) is a given, \( C^\infty \) divergence-free vector field on \( \mathbb{R}^n \), \( f_i \) are the components of a given function, \( \nu \) is a positive coefficient and \( \Delta \) describes the Laplace operator. A solution is considered being physical only if it satisfies
\[ p, u \in C^\infty (\mathbb{R}^n \times [0, \infty)), \] (1.4)
\[ \int_{\mathbb{R}^n} |u(x,t)|^2 \, dx < C \quad \text{for all} \quad t > 0. \] (1.5)

**Existence and smoothness of solutions to the Navier-Stokes equations on \( \mathbb{R}^n \)**
Assume that \( n = 3 \), \( \nu > 0 \), \( f = 0 \) and that \( u^0 \) is any smooth, divergence-free vector field satisfying
\[ |\partial_x^\alpha u^0(x)| \leq C_{\alpha K} (1 + |x|)^{-K}, \quad x \in \mathbb{R}^n, \quad \alpha, K \geq 0. \] (1.6)
Then there exist smooth functions \( p, u_i \) on \( \mathbb{R}^n \times [0, \infty) \) that satisfy (1.1), (1.2), (1.3), (1.4) and (1.5).

**Breakdown of solutions to the Navier-Stokes equations on \( \mathbb{R}^n \)**
Assume that \( n = 3 \), and \( \nu > 0 \). Then there exist a smooth, divergence-free vector field \( u^0 \) on \( \mathbb{R}^3 \) and a smooth function \( f \) on \( \mathbb{R}^3 \times [0, \infty) \) satisfying (1.6) and
\[ |\partial_x^\alpha \partial_t^m f(x,t)| \leq C_{\alpha m K} (1 + |x| + t)^{-K}, \quad x \in \mathbb{R}^n \times [0, \infty), \quad \alpha, m, K \geq 0, \]
for which there exist no solutions \( u \) and \( p \) of (1.1), (1.2), (1.3), (1.4) and (1.5) on \( \mathbb{R}^3 \times [0, \infty) \).

The Millennium Prize Problem is also formulated for periodic problems. These problems are also open for the Euler equations, though they are not on the Clay Institute’s list of prize problems. We close this short discussion by the final remark of Charles L. Fefferman: “Fluids are important and hard to understand. There are many fascinating problems and conjectures about the behavior of solutions of the Euler and Navier-Stokes equations. (See, for instance, Bertozzi-Majda [5] or Constantin [12]). Since we don’t even know whether these solutions exist, our understanding is at a very primitive level.”

Within this thesis we do not neglect compressibility effects. The exact form of the equations considered is stated in Chapter 2. The incompressible Navier-Stokes equations (1.1) and (1.2) formulated above are a specialization of the one considered in this thesis. Since the existence of solutions to the incompressible Navier-Stokes equations is unknown, it is also unknown for the governing equations formulated in Chapter 2. Hence, it is the topic of this thesis to suggest, investigate and implement methods to approximate solutions to a set of equations for which even the existence
of solutions is not settled. This fact may question the motivation of this whole work. Critical readers may stop at this point to ask for a settled theoretical background.

On the other hand, considering the importance of the understanding of solutions to these equations, the implementation and the finding of approximate solutions are of major importance for many practical problems. Nevertheless, the author of this thesis is convinced that as long as the theoretical background is missing and the understanding of these equations “is at a very primitive level”, the implementations of algorithms which try to approximately solve these equations can only be of limited success. It is the theoretical, mathematical background enforcing the rules to solve these equations.

Though there is a great lack of theoretical understanding, due to their importance for many practical engineering problems, and the significant increase in computational power over the last decades, an immense number of computer codes have been implemented to approximately solve the Euler, the Navier-Stokes or the RANS equations. More exact, these equations are used to formulate the corresponding boundary value problems which are then approximately solved. In general, the domain of interest is approximated by a grid, and the differential or integral operators are approximated using geometrical data generated from the grid. Going hand in hand with this, a manner of speaking has been established categorizing these computer codes into two different classes:

a) Structured grid codes,

b) mixed element grid codes.

For structured grid codes the domain of interest is assembled using only quadrilateral elements in 2D and hexahedral elements in 3D. Each element can be addressed directly. In structured grid codes this direct addressing is exploited in a straightforward manner to realize efficient implementations of algorithms. For example, considering standard finite difference stencils the residual for some element in a given structured mesh can be directly computed. Though the efficiency and use of structured grid codes, due to their simplicity, is advantageous, it turns out that automatic mesh generation is often extremely difficult for complex geometries, such as a complete helicopter or the gear of an aircraft. Industrial requirements such as automatism pose a significant challenge for routine simulations for complex configurations on structured or block-structured meshes. A more realistic situation is that a computational mesh is generated with an arbitrary, fully automatic mesh generator.

Hence, meshing strategies which allow the use of additional elements such as triangles, tetrahedra, pyramids and prisms are established. Historically, it seems that first the quadrilateral and hexahedral element meshes were replaced by triangular
and tetrahedral meshes. Using only these elements for unstructured grids, unsatisfactory accuracy was observed for high Reynolds number turbulent flows. For example, with comparable degrees of freedom, the accuracy obtained with structured grids could often not be reproduced with such unstructured grids. As a necessity, it became clear that in regions of the mesh where steep gradients need to be resolved (such as the boundary layer around a body) that quadrilateral and hexahedral elements are required. Then discretization schemes comparable to structured grid codes are obtained. To combine the hexahedral elements with tetrahedrons, additional elements such as prisms and pyramids were introduced, resulting in mixed element meshes.

These mixed element meshes only allow for an indirect addressing of the elements. The additional exploited information from structured grid codes is lost. Therefore, well known techniques applied in structured grid codes need to be generalized to mixed element grid codes. As an example, we mention the multigrid technique used for acceleration of solution algorithms. This technique is straightforward to implement in structured grid codes exploiting the direct addressing of the elements by fusing neighboring elements. Within a mixed element grid, this direct information is missing. One way of generalization of the original idea is the representation of the mesh and its connectivities by a graph, and then the aggregation of elements is done by the identification of suited subgraphs. More general, there is a major consequence of this fully automatic mesh generation idea; namely, it excludes that the solution method is allowed to make detailed assumptions about the given grid. This makes the problem to find efficiently an accurate solution on a given grid inherently more complicated.

Besides classical finite volume discretization schemes over the last decade, so-called high order methods such as discontinuous Galerkin (DG) have been established. In contrast to classical finite elements methods the DG methods neglect the construction of global continuous ansatz functions. Instead one uses polynomials of certain degree only inside one element. The connection to the surrounding elements is realized using the same flux functions originally derived for finite volume methods. Then, the finite volume method is interpreted as a DG method with piecewise constant ansatz functions. In consequence, these methods represent a natural generalization of the finite volume schemes. Besides the immense increase in complexity, one major challenge of these methods is the requirement for a high order representation of the computational mesh. To be more precise, the surfaces of each element need to be represented by a polynomial. To reach the design order of the method the quadrature formulae and quadrature points, often a Gauss-Legendre or Gauss-Lobatto method, need to be adapted to the polynomial representation of the elements. The difficulty to generate valid meshes for complex geometries comes from the challenge to generalize the requirement for positive volumes to orientable manifolds. Further challenges for discontinuous Galerkin discretizations are for example the resolution of shocks. Due
to these difficulties as well as the fact that analytic solutions of the compressible
Navier-Stokes equations are possibly non-smooth, the advantage to approximate
these solutions by polynomials of high order is in general hard to assess. Over
the last years it seems that these methods have been established in the field of
scale resolving simulations. In this research area the considered geometries are of-
ten rather simple and can be represented by structured grids. Though high order
methods are mathematically attractive, it seems that the full potential and the field
of application is not yet clarified.

The different ways to represent grids go hand in hand with the discretization of the
set of equations are basically a technical question. It is worthwhile to note that
from an industrial point of view the meshing strategies are a major contributing
factor. Mathematically and algorithmically the original system of equations inherits
its properties to the discretized system of equations. With respect to this point of
view, essentially the Navier-Stokes equations represent a time dependent set of
partial differential or integral equations. Given an initial condition at time \( t = 0 \) it
is of interest to find an integral curve satisfying the corresponding initial boundary
value problem.

Throughout this thesis it is not the goal to approximate the time envelope of such
an integral curve. We assume that after a certain time \( T > 0 \) a solution to the
equations is not time dependent any more. Hence we are only interested in a
steady state solution. This problem can be reformulated as an operator equation

\[
F(x) = y, \tag{1.7}
\]

where \( F : D(F) \to Y \) is a nonlinear operator between its domain \( D(F) \subset X \) into \( Y \).
For a correct and complete mathematical setting, it is required to characterize \( F, X \)
and \( Y \). Since mathematical theory is missing, we assume that \( F \) is an injective
Fréchet differentiable mapping between the Hilbert or Banach spaces \( X \) and \( Y \). We
leave it open to specify the scalar products or norms which define the metrics for \( X \)
and \( Y \) such that (1.7) is well posed. This information is not at hand. Moreover,
the assumptions made about \( F \) are also possibly incorrect.

Nevertheless, the assumptions made, allow applying Newton’s method. It is one
of the most powerful techniques for solving nonlinear equations. Its widespread
applications in all areas of mathematics make it one of the most important and
best known procedures in this science. Usually it is the first choice to try for
solving some given nonlinear equation. Many other good methods designed to solve
nonlinear equations often turn out to be variants of Newton’s method attempting
to preserve its convergence properties without its disadvantages. A motivation of
Newton’s method is given by the following elementary construction:
We consider the nonlinear equation \( f(x) = 0 \), where \( f : \mathbb{R} \to \mathbb{R} \) is a continuously differentiable function. Let \( x_n \) be an approximation to some root \( x^* \) of \( f \) and \( y(x) := f(x_n) + f'(x_n)(x - x_n) \) the tangent on \( f \) through \((x_n, f(x_n))\). If \( f'(x_n) \neq 0 \), then \( y \) has exactly one point of intersection with the x-axis, which we examine as new approximation to \( x^* \). Proceeding in this way, which is illustrated in Figure 1.1, we obtain the algorithm

\[
x_{n+1} := x_n - \left[ f'(x_n) \right]^{-1} f(x_n), \quad n = 0, 1, 2, \ldots
\]

This idea can be generalized to the operator equation (1.7). Substituting \( F \) by its linear approximation in each Newton step, the least squares problem

\[
\| F'(x_n) h + F(x_n) - y \|_Y^2 = \min_{h \in X} \quad (1.8)
\]

needs to be solved. \( F'(x_n) \) denotes the Fréchet derivative of \( F \) at \( x_n \) and the Newton update is given by \( h = x_{n+1} - x_n \). This generalized approach is well-known as Gauss-Newton method. If the operator equation (1.7) is well posed, many different local convergence proofs of the Gauss-Newton method have been established to show convergence of quadratic order under some natural conditions on the operator \( F \). Unfortunately, a straightforward implementation of this solution method to approximate a steady state solution of a boundary value problem corresponding to the Navier-Stokes equations is in general not successful. Additional ingredients and specification of this method are required.

As a further powerful tool to solve linear and nonlinear equations, multigrid methods are established. It is the basic idea of multigrid methods to combine a cheap,
iterative solution method with a hierarchy of operators such that the original problem can be solved efficiently. Originally these methods were designed for linear equations. One famous example arises from the discretization of Poisson’s equation on a unit square. Considering a Cartesian grid, which is coarsened equally, one obtains for each successive coarser grid level a linear equation which approximates the equation on the next finer grid level. Then, using for example a Jacobi or Gauss-Seidel method, to smooth the solution on each grid level together with an exact solver on the coarsest level one obtains a powerful solution method. It can be proven that this method requires $O(N)$ operations; that is, it scales only linearly with the number of degrees of freedom.

For nonlinear problems the multigrid idea has been generalized by what is called the Full approximation storage (FAS) multigrid method. The FAS multigrid has been developed and applied to solve problems arising from boundary value problems corresponding to the Euler and Navier-Stokes equations. To go along with the original idea of multigrid, it has been combined with cheap smoothers given by explicit multistage Runge-Kutta methods, which indeed have a very low operation count per iteration. These methods found their way into many codes. However for many applications, it is observed that even the introduction of multigrid did not overcome the problems inherent to solve the Navier-Stokes equations as long as such weak smoothers were used.

A major factor contributing to the loss in effectiveness of solution methods is that anisotropic meshes are generally used for the economic resolution of the steep gradients occurring in viscous boundary layers. Such meshes have high aspect ratio cells, resulting in a stiffness of the discrete system of governing flow equations. It is this numerical stiffness that creates difficulty in removing certain error modes when computing flow solutions. For analysis of the effects of such stiffness see Pierce and Giles [73]. These results questioned the basic idea, if for these kinds of problems the combination of multigrid with a cheap smoother can be a successful way. This question is even more severe when one considers the simulation of complex flows which in general require a significant increase in the number of degrees of freedom needed to resolve the main flow features.

Then, about a decade ago, it was shown by Rossow, Swanson and Turkel [80, 93, 91] that a significant improvement in both reliability and efficiency can be reached when the explicit Runge-Kutta smoother is supplemented by an implicit one. This observation was true not only for one single test case but for several examples. In [93] the efficiency of the scheme was demonstrated for a 3D wing flow using the Baldwin-Lomax algebraic turbulence model [3]. In [9] a similar method was introduced into a block-structured code and the superiority of the method when compared with explicit or point-Jacobi preconditioned [109, 42] Runge-Kutta methods was also shown for 3D flows. However, in [9] convergence of the turbulent flow equation given by an SA model was not shown. Mainly all results shown were
restricted to structured grid codes, and how to carry these methods over to mixed element codes was not clear.

Nevertheless, these results suggested that to overcome the stiffness of problems one has to combine the FAS multigrid method with a powerful method to solve nonlinear equations, namely kinds of Newton’s method. This observation contradicts the basic idea of multigrid, but it accommodates the fact that solving the Navier-Stokes equations themselves are a challenge. Further, in combination with high Reynolds-numbers, additional equations and variables due to the usage of turbulence models and meshes with significant anisotropies are an even greater challenge. It is not a matter of course to solve these sets of equations.

The challenge in solving these equations is evident because even the combination of FAS multigrid and Newton’s method as a smoother are in general not able to approximate a solution unless some globalization strategy is introduced. This observation is reasonable, since for large scale, complex configurations a good initial guess is often not available. So, strategies are required and need to be included into the algorithm which overcome the start-up problem. Mathematically and algorithmically, none such globalization methods are known which work in the generality which is necessary. The design of these strategies is open. Within this thesis the main globalization strategy considered is the generalization of Newton’s method to some special kind of multistage, implicit Runge-Kutta method. One can also interpret this method as a regularization strategy. This approach helps for many problems, but it should not over-estimated. The second major problem with a direct implementation of Newton’s method is to approximate a solution of the inner linear systems. It turns out that for the problems considered in this thesis, these linear systems are ill-conditioned. Hence, stabilization strategies are required to approximate solution.

To summarize the discussion above we are interested in four aspects, which are of particular importance in the investigation of solution methods for the Navier-Stokes equations.

a) **Accuracy**: Starting from a full description of the discretization strategy. Are there methods and possibilities to evaluate the accuracy of the approximate solution?

b) **Combination of multigrid with implicit smoother**: What are the main ingredients to construct a reliable algorithm to find approximate solutions of the RANS equations for high Reynolds number turbulent flows?

c) **Application to the incompressible limit**: Are there possibilities to extend the discretization and solution strategy to the incompressible limit to get a closed formulation for the simulation of incompressible and compressible flows, that is to solve the compressible equations for low inflow Mach numbers?
d) **Analysis to assess the methods**: Besides heuristic arguments, are there possibilities to assess the developed methods?

This thesis is roughly divided into four parts. Chapter 2 presents the governing equations of fluid dynamics. The equations include the Euler and Navier-Stokes equations as well as the turbulent flow equations to determine the eddy viscosity required as closure condition for the RANS equations. The discretization strategy and the total derivatives are carried out in Chapters 3 and 4. The third part of the thesis is dedicated to describing the construction of solution algorithms. Details about this topic are given in Chapter 5. Finally, Chapters 6 and 7 are devoted to numerical examples and scalability investigations necessary to evaluate the algorithms with respect to their parallelization capabilities. We close the introduction by a detailed explanation concerning the topic of each chapter.

In **Chapter 2** we present the governing equations. This presentation comprises both the RANS equations as well as two kinds of established turbulence models required to determine the eddy viscosity. Based upon the author’s experience, one rarely finds a complete summary. Here the nondimensionalization of all these equations is also given. For completeness, corresponding boundary value problems including the Euler- and the Navier-Stokes equations are formulated. Here, also the analytic boundary conditions for the turbulent flow equations are included. Since turbulence modeling is important in the field of computational fluid dynamics, the Chapter is closed by a mathematical point of view of this complex topic.

**Chapter 3** is dedicated to the discretization strategy. The basic discretization strategy considered is a finite volume method for mixed element grids. Within this thesis we derive this method by a discontinuous Galerkin method using constant ansatz functions. This approach gives evidence to the fact that the established finite volume methods can be interpreted as a specialization of this more general class of discretization strategy. To discretize the convective contribution, a numerical flux function based on a central difference scheme is presented. Two different methods to extend the scheme for low Mach number flows are derived. The extension of an existing scheme originally implemented for compressible flows to the incompressible limit is a long term scientific topic in the world of computational fluid dynamics. For the discretization of the viscous contribution, both a Green-Gauss method to approximate the gradients is used and a thin shear layer assumption are implemented. Theoretical facts as well as numerical examples are used to investigate the effect of these two different discretization schemes. The implementation of all boundary conditions is based on a flux formulation. A complete description of the realization of the boundary conditions is given. Moreover, throughout the literature one rarely finds a complete presentation of the implementation of the additional turbulence flow equations. Therefore, this topic is also treated with care.

In **Chapter 4** the derivatives required to formulate an implicit solution method are presented. It was observed in many numerical examples that it is often very impor-
tant for a successful application of an implicit solution method that the derivatives are based on the actual discretization strategy. In particular, the inclusion of the derivatives of the boundary conditions was figured out to be of major importance. Hence, great importance is attached to a detailed presentation of the derivatives such that in future work based upon these results easily additional derivatives can be included. Note, the focus here is not only the mathematical realization of each of the terms but also the construction of a half automatic differentiation method such that in future work a good framework is given to add further terms. Also, the construction and realization of the data structures to save and to work with large scale block sparse matrices is presented.

Chapter 5 suggests an approach for constructing general, powerful solution algorithms to approximate solutions of nonlinear equations. In particular, it will be shown that almost all solution algorithms suggested throughout the literature of computational fluid dynamics are specializations of the general framework suggested in this thesis. This knowledge puts us into a position to assess and classify the several solution methods. The driver of the solution algorithm is an FAS multigrid scheme with an implicit smoother. The smoother is derived by a multistage diagonal implicit Runge-Kutta method. Being only interested in steady state solutions, the global time step is replaced by a local one for convergence acceleration. It is concluded that the multistage ansatz as well as the local time step are only methods to stabilize Newton’s method. And indeed, it will be shown that for certain parameter choices the smoother turns out to be Newton’s method. Hence, the suggested algorithm is simply some kind of regularized Newton’s method, which is close to a Levenberg-Marquardt algorithm. Analysis tools are designed giving evidence that these kinds of regularization and globalization strategies are required to construct stable algorithms to approximate solutions of the Navier-Stokes equations. Furthermore, it will be shown that simplifications yield to unstable methods. To construct and try several algorithms, the main features are understood as building blocks. To realize and to allow for an easy exchange of components a modular software design was aspired. This put us into a position that the inner linear systems arising in the implicit Runge-Kutta method can be approximately solved by a whole variety of methods staring with simple Gauss-Seidel type algorithms and including linear multigrid methods. These methods in general serve as preconditioners for an outer Krylov solver, typically GMRES. Further details such as the construction of agglomerated meshes can be found in this Chapter 5.

In Chapter 6 we address applications side. Several examples will be considered to investigate and evaluate both the discretization strategies as well as the corresponding solution algorithms. First, the focus is the assessment of the solution algorithms. For several test cases different solution algorithms are tested and compared to give an idea about their potential and shortcomings. It is not the goal of this thesis to identify one certain algorithm and to show its superiority compared to all others. The author of this thesis is also convinced that in general such an assertion is not
possible due to the variety of parameters and several possibilities to combine the building blocks. Here, the idea is to show the effect of certain key components and their necessity. Second, our interest is also with respect to the accuracy of the scheme. This is an important topic, and for this topic as well, no clear answer in general can be expected. It is not only the discretization strategy which guides the accuracy, but also the mesh and naturally the smoothness of an analytic solution. In particular, smoothness of an analytic solution is on the one hand unknown, nor can it be expected. For example, flows with a shock, stagnation points, boundary conditions, corners and edges of the geometry and many other reasons can be considered to conclude that already an analytic solution is non-smooth. In absence of this property, the expectation of the approximate solution converging on a sequence of refined meshes of more than order one to an analytic solution cannot be satisfied in general.

In Chapter 7 parallelization issues are briefly investigated. It is one of the most important demands nowadays that suggested and implemented algorithms work efficiently on high performance computing clustering systems. Such an investigation shows to what extent the additional employed resources pay off. In general, there is a distinction between strong scaling and weak scaling of algorithms. Roughly speaking, the considered problem size for the latter one is increased when one uses more resources. Hence, to show that an algorithm scales well in a weak sense is often not too difficult. Therefore, an assertion about weak scaling is often of minor interest. Hence, the investigation considered here is with respect to strong scaling. Here the problem size is fixed and the resources to solve the problem are systematically increased. Due to the fact that each subproblem is getting smaller and smaller, it is expected that from some point the additional employed resources will not pay off any more. The investigation, when this is going to happen, is considered in this chapter.

Finally, we discuss our results and conclude this thesis with an outlook in Chapter 8.
Chapter 2

The RANS equations

In this chapter we present the Reynolds averaged Navier-Stokes (RANS) equations considering Boussinesq' eddy viscosity assumption. To determine the a-priori unknown eddy viscosity, two in the field of computational fluid dynamics established turbulence models are introduced. These are called the Spalart-Allmaras (SA) model and the $k\omega$-model of Wilcox. Starting from the RANS equations the mathematically connection to the Navier-Stokes equations and the Euler equations is explained and corresponding boundary value problems are formulated. Since a complete presentation of nondimensionalization of the equations could not be found in the literature, in particular not of the additional turbulence flow equations, we have emphasized this topic in the second part of this chapter. Due to the importance of turbulence modeling, which is required to resolve the main characteristics of high Reynolds number turbulent flows, this chapter closes with a section about a mathematical view on this complex topic.

2.1 Governing equations

In this chapter we deal with both the dimensional and the nondimensional form of the Navier-Stokes equations. In all the following chapters only the nondimensional form is of interest. To distinguish between dimensional and nondimensional variables, the dimensional quantities are marked with a $\hat{}$. For example, the dimensional physical time is denoted by $\hat{T}$ and the physical density by $\hat{\rho}$. Section 2.3 is devoted to carry the dimensional form of the equations over to their nondimensional form, which is then the only relevant form of the equations considered throughout this thesis.

To describe flow effects we consider for the domain $\hat{D} \subset \mathbb{R}^m$, $m = 2, 3$, i.e., an open and connected set, and an interval $[0, \hat{T}] \subset \mathbb{R}$, $\hat{T} > 0$, the RANS equations in conservative form. These are a system of non-linear conservation laws which results naturally from the fundamental laws of conversation of mass, momentum
and energy. The dimensional form of the governing equations can be expressed in integral form by

$$0 = \frac{d}{dt} V_D \left( \hat{W} \right) (\cdot) + R_{\partial D} \left( \hat{W} \right) (\cdot), \quad \cdot \in [0, \hat{T}],$$  \hspace{1cm} (2.1a)

where the integral operators $V_D$ and $R_{\partial D}$ are given by

$$V_D \left( \hat{W} \right) (\cdot) := \int_{\hat{D}} \hat{W} (\hat{x}, \cdot) d\hat{x} \quad (2.1b)$$

$$R_{c,\partial D} \left( \hat{W} \right) (\cdot) := \int_{\partial \hat{D}} \left\langle f_c \left( \hat{W} (\hat{y}, \cdot) \right), n(\hat{y}) \right\rangle ds(\hat{y}), \quad (2.1c)$$

$$R_{v,\partial D} \left( \hat{W} \right) (\cdot) := \int_{\partial \hat{D}} \left\langle f_v \left( \hat{W} (\hat{y}, \cdot) \right), n(\hat{y}) \right\rangle ds(\hat{y}), \quad (2.1d)$$

$$R_{\partial D} := \hat{R}_{c,\partial D} - \hat{R}_{v,\partial D}, \quad (2.1e)$$

and $\hat{W} : \hat{D} \times [0, \hat{T}] \rightarrow \mathbb{R}^{m+2}$,

$$\hat{W} (\hat{x}, \cdot) := \left( \hat{\rho}(\hat{x}, \cdot), \hat{\rho}(\hat{x}, \cdot) \hat{u}(\hat{x}, \cdot), \hat{\rho}(\hat{x}, \cdot) \hat{E}(\hat{x}, \cdot) \right)^T,$$

denotes the vector field of conserved variables and $n$ is the unit outward normal on $\partial \hat{D}$. The terms $f_c$ and $f_v$ describe the convective and viscous contribution

$$f_c \left( \hat{W} \right) := \begin{pmatrix} \hat{\rho} \hat{u} \\ \hat{\rho} \hat{u}_1 \hat{u} + \hat{\rho} \hat{e}_1 \\ \vdots \\ \hat{\rho} \hat{u}_m \hat{u} + \hat{\rho} \hat{e}_m \\ \hat{\rho} \hat{H} \hat{u} \end{pmatrix}, \quad f_v \left( \hat{W} \right) := \begin{pmatrix} 0 \\ \tau_1 (\hat{W}) \\ \vdots \\ \tau_m (\hat{W}) \\ \theta (\hat{W}) \end{pmatrix}, \quad m = 2, 3,$$

and $\langle f_c, n \rangle$ and $\langle f_v, n \rangle$ are called the convective and viscous flux in normal direction $n$. The expression

$$\langle x, y \rangle := \sum_{j=1}^{m} x_j y_j, \quad x, y \in \mathbb{R}^m,$$

denotes the standard $l^2$ scalar product in $\mathbb{R}^m$ and needs to be understood component by component for each of the equations in (2.1a). Throughout this thesis the symbols $e_1, \ldots, e_m$ denote the standard orthonormal basis of $\mathbb{R}^m$, i.e.

$$e_1 = \begin{pmatrix} 1 \\ 0 \\ 0 \\ \vdots \\ 0 \end{pmatrix}, \quad e_2 = \begin{pmatrix} 0 \\ 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}, \ldots, e_m = \begin{pmatrix} 0 \\ 0 \\ \vdots \\ 1 \end{pmatrix}.$$
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The dimensional quantities $\hat{\rho}, \hat{u} = (\hat{u}_1, \ldots, \hat{u}_m)^T$, $\hat{E}$ and
\[
\hat{H} := \hat{E} + \hat{p}/\hat{\rho}
\] (2.2)
are the density, velocity, the specific total energy, and the enthalpy of the fluid. The momentum in $\hat{x}_j$ direction is given by the product of density and velocity, $\hat{\text{mom}}_j := \hat{\rho} \hat{u}_j$. The equation of state
\[
\hat{p} \left( \hat{W} \left( \hat{x}, \hat{t} \right) \right) := (\gamma - 1) \hat{\rho} \left( \hat{E} \left( \hat{x}, \hat{t} \right) - \frac{\| \hat{u} (\hat{x}, \hat{t}) \|^2}{2} \right)
\] (2.3)
defines the pressure $\hat{p}$ and $\gamma$ is the gas dependent ratio of specific heats, which is given by 1.4 for air. The speed of sound $\hat{a}$, dimensionless Mach number $M$ and temperature $\hat{T}$ are defined by
\[
\hat{a} := \sqrt{\frac{\gamma \hat{p}}{\hat{\rho}}}, \quad M := \frac{\| \hat{u} \|^2}{\hat{a}}, \quad \hat{T} := \frac{\hat{p}}{\hat{\rho} \hat{R}},
\] (2.4)
where $\hat{R}$ describes the universal gas constant. The speed of sound $\hat{a}$ can be reformulated using the equation of state (2.3) and (2.2)
\[
\hat{a}^2 = \frac{1}{\hat{\rho}} \left[ \hat{p} + (\gamma - 1) \hat{\rho} \right]
\]
\[
= \frac{1}{\hat{\rho}} \left[ (\gamma - 1) \hat{\rho} \left( \hat{E} - \frac{\| \hat{u} \|^2}{2} \right) + (\gamma - 1) \hat{\rho} \right]
\]
\[
= (\gamma - 1) \left( \frac{\hat{E}}{\hat{\rho}} - \frac{\| \hat{u} \|^2}{2} \right)
\]
\[
= (\gamma - 1) \left( \hat{H} - \frac{\| \hat{u} \|^2}{2} \right).
\] (2.5)

To give the definition of the viscous flux $f_v$, we introduce the strain rate tensor.

**Definition 2.1.1** The strain rate tensor $\mathbf{S} = \mathbf{S}(\hat{u}) = \mathbf{S}(\hat{u}(\hat{x}, \hat{t}))$ is given by the symmetric part of the total derivative of the flow velocity $\hat{u}$,
\[
\mathbf{S}(\hat{u}) := \frac{1}{2} \left( \frac{d\hat{u}}{dx} + \left( \frac{d\hat{u}}{dx} \right)^T \right)
\].

The trace free shear stress tensor $\mathbf{\Sigma}$ is denoted by
\[
\mathbf{\Sigma}(\hat{u}) := \mathbf{S}(\hat{u}) - \frac{1}{3} \text{div}(\hat{u}) \text{Id}.
\] (2.6)

Additionally, we define the vorticity $\Omega = \Omega(\hat{u}) = \Omega(\hat{u}(\hat{x}, \hat{t}))$ by the skew-symmetric part of the total derivative of the flow velocity $\hat{u}$,
\[
\Omega(\hat{u}) := \frac{1}{2} \left( \frac{d\hat{u}}{dx} - \left( \frac{d\hat{u}}{dx} \right)^T \right)
\].

Corollary 2.1.2 For $m = 3$ The trace free shear stress tensor $\mathbf{S}$ is trace free.

Proof: The assertion follows for $m = 3$ by
\[
\text{tr} (\mathbf{S}) = \text{tr} (\mathbf{S}) - \frac{1}{3} \text{tr} (\text{div} (\mathbf{u}) \mathbf{I}) = \text{div} (\mathbf{u}) - \frac{1}{3} (m \text{div} (\mathbf{u})) = 0.
\]
\[\square\]

Assuming that an effective viscosity
\[
\mu_{\text{eff}} := \mu_{\text{eff}} (\hat{\mathbf{W}}) = \mu_{\text{eff}} (\hat{\mathbf{W}} (\hat{x}, \hat{t}))
\]
is given and, using Stoke’s hypothesis, that the bulk viscosity satisfies $\lambda = -2/3\mu_{\text{eff}}$, the viscous stress tensor $\tau = \tau (\hat{\mathbf{W}}) = \tau (\hat{\mathbf{W}} (\hat{x}, \hat{t}))$ is given by
\[
\tau (\hat{\mathbf{W}}) := \mu_{\text{eff}} \mathbf{S} + \lambda \text{div} (\mathbf{u}) \mathbf{I} = 2\mu_{\text{eff}} \left( \mathbf{S} - \frac{1}{3} \text{div} (\mathbf{u}) \mathbf{I} \right) = 2\mu_{\text{eff}} \mathbf{S}.
\] (2.7)

Hence, $\tau$ is symmetric and can be explicitly expressed by
\[
\tau_{ii} (\hat{\mathbf{W}}) = 2\mu_{\text{eff}} \frac{\partial \hat{u}_i}{\partial \hat{x}_i} + \lambda \text{div} (\mathbf{u}) = 2\mu_{\text{eff}} \left( \frac{2}{3} \frac{\partial \hat{u}_i}{\partial \hat{x}_i} - \sum_{j=1, j \neq i}^{m} \frac{\partial \hat{u}_j}{\partial \hat{x}_j} \right), \quad i = 1, \ldots, m,
\]
\[
\tau_{ij} (\hat{\mathbf{W}}) = 2\mu_{\text{eff}} \mathbf{S}_{ij} = \mu_{\text{eff}} \left( \frac{\partial \hat{u}_i}{\partial \hat{x}_j} + \frac{\partial \hat{u}_j}{\partial \hat{x}_i} \right), \quad \tau_{ji} = \tau_{ij}, \quad 1 \leq i < j \leq m.
\]

The missing viscous flux term for the energy equation is given by
\[
\theta (\hat{\mathbf{W}}) := \tau (\hat{\mathbf{W}}) \mathbf{u} + q (\hat{\mathbf{W}}),
\]
\[
q (\hat{\mathbf{W}}) := \kappa_{\text{eff}} \text{grad} \hat{T},
\] (2.8a)

which can be expressed componentwise by
\[
\theta_j (\hat{\mathbf{W}}) := \left( \sum_{k=1}^{m} \tau_{jk} (\hat{\mathbf{W}}) \hat{u}_k \right) + \kappa_{\text{eff}} \frac{\partial \hat{T}}{\partial \hat{x}_j}, \quad j = 1, \ldots, m.
\]

The effective viscosity $\mu_{\text{eff}}$ and effective conductivity $\kappa_{\text{eff}}$ are computed by
\[
\mu_{\text{eff}} := \mu_t + \mu_l, \quad \kappa_{\text{eff}} := \kappa_t + \kappa_l,
\] (2.9)

and the laminar viscosity is given by Sutherland’s law
\[
\mu_t (\hat{\mathbf{W}}) := \tilde{\mu}_{t,\infty} \left( \frac{\hat{T}}{\hat{T}_{\infty}} \right)^{3/2} \frac{\hat{T}_{\infty} + \hat{T}}{\hat{T} + \hat{T}_{\infty}}, \quad \mu_{t,\infty} := \frac{\hat{\rho}_{\infty} \hat{u}_{\infty} \hat{L}}{\hat{R} \hat{T}_{\infty}},
\]
\[
\kappa_t (\hat{\mathbf{W}}) := \frac{\hat{c}_p \mu_t (\hat{\mathbf{W}})}{P_{\tau_t}} \quad \text{and} \quad \hat{c}_p := \frac{\hat{R} \gamma}{\gamma - 1},
\] (2.10)
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whereby $\hat{\rho}_\infty > 0$ and $\hat{u}_\infty > 0$ denote some constant reference density and velocity, $\hat{L} > 0$ is some constant reference length scale, $Re > 0$ is the corresponding Reynolds number,

$$\hat{T} := 110.4K$$

is Sutherland's constant, $\hat{R}$ is the universal gas constant and the laminar Prandtl number is given by $Pr_l := 0.72$. The choice of the not yet determined constant values is topic of Section 2.3. For later use, according to the laminar dynamic viscosity $\mu_l$ we define the laminar kinematic viscosity by

$$\nu_l(\hat{W}) := \frac{\mu_l(\hat{W})}{\hat{\rho}}.$$  (2.13)

Finally, computational prescriptions of the additional unknowns introduced in (2.9), namely the eddy viscosity $\mu_t$ and the turbulent thermal conductivity $\kappa_t$ are required. Given the eddy viscosity $\mu_t$ the turbulent thermal conductivity is described by the algebraic relation

$$\kappa_t := \hat{c}_p \frac{\mu_t}{Pr_t}, \quad Pr_t := 0.92.$$  (2.14)

Here the turbulent Prandtl number $Pr_t$ was introduced. In all the examples considered in Chapter 6 we chose for the turbulent Prandtl number $Pr_t$ the value given in (2.14). Note that one also finds values of $Pr_t = 0.9$ [17, p. 13] and $Pr_t = 0.91$ in the literature. The algebraic relation (2.14) reduces the two additional unknowns to one.

To define the eddy viscosity $\mu_t$ is not straightforward. It is the topic of turbulence modeling to provide a physically reasonable function $\mu_t$ to simulate turbulent fluid flows. In our context it is computed from additional unknowns denoted in the following by $\hat{W}_t$. These are the solution of additional equations, so-called turbulence flow equations, which will be presented in Section 2.2 below. Here, at the outset we postulate that

$$\mu_t(\hat{W}_t, \hat{W}) (\hat{x}, \hat{t}) \geq 0 \quad \text{for all} \quad (\hat{x}, \hat{t}) \in \hat{D} \times [0, \hat{T}).$$  (2.15)

Note, the formulation of the RANS equations (2.1a) allows for any reasonable function $\mu_t$. It does not necessarily need to be determined by further complex systems of differential or integral equations. Assuming this function is known a-priori, it could be simply fed into the set of equations (2.1a). Finally, corresponding to the laminar kinematic viscosity (2.13) we define the turbulent kinematic viscosity by

$$\nu_t(\hat{W}_t, \hat{W}) := \frac{\mu_t(\hat{W}_t, \hat{W})}{\hat{\rho}}.$$  (2.16)

Before we introduce the turbulence models of Spalart and Allmaras [85, 1] and the $k\omega$-model of Wilcox [112, 113], we give a short definition of the set of equations of interest in this thesis.
Definition 2.1.3 Consider the system of integral equations (2.1a).

a) Assume that \( f_v \equiv 0 \) for all \((\hat{x}, \hat{t}) \in \hat{D} \times [0, \hat{T})\). Then we call (2.1a) the Euler equations, that is (2.1a) is reduced to

\[
0 = \frac{d}{dt} V_{\hat{D}} (\hat{t}) + R_{c,\partial \hat{D}} (\hat{W} (\hat{t})) , \quad \hat{t} \in [0, \hat{T}].
\]

b) Assume that \( \mu_t \equiv \kappa_t \equiv 0 \). Then we call (2.1a) the (laminar) Navier-Stokes equations.

c) Otherwise we call (2.1a) the Reynolds-averaged Navier-Stokes equations.

Remark 2.1.4 To obtain from the system of integral equations (2.1a) the Euler equations it is equivalent to assume that \( \mu_t \equiv \mu_l \equiv 0 \). Hence, the Euler equations neglect diffusive and turbulence effects. That is, these equations model inviscid flows.

2.2 Turbulence models

Turbulence modeling is established in the field of computational fluid dynamics. The origin of modern turbulence theory goes back to Kolmogorov [38, 39]. He introduced the concepts of scale similarity and of a universal inertial cascade. Nevertheless, also before Kolmogorov the description of turbulence was already a subject. It was known for a long time that fluids do not flow smoothly at large scales. This fundamental observation became aware of rivers and clouds. The first quantitative observations of turbulence had been made in the middle of the nineteenth century.

State of the art turbulence models use either algebraic relations or systems of differential or integral equations to describe mathematically the appearance and dissipation of turbulence in high Reynolds number turbulent flows. An important example representing an algebraic turbulence model is the one of Baldwin and Lomax [3]. In this thesis we restrict ourselves to linear turbulence models represented by differential or integral equations. The solutions of these equations are additional quantities in the considered fluid. These occurring variables extend the degrees of freedom given by the conservative variables \( \hat{W} \) by a further unknown function

\[
\hat{W}_t : \hat{D} \times [0, \hat{T}) \rightarrow \mathbb{R}^{N_t}.
\]

Here \( N_t \in \mathbb{N} \) depends on the turbulence model. In this thesis we have

\[
N_t = \begin{cases} 
1 & \text{for the Spalart-Allmaras model,} \\
2 & \text{for the Wilcox } k\omega\text{-model.}
\end{cases}
\]
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These additional variables are then used to determine the eddy viscosity,

\[ \mu_t = \mu_t \left( \dot{W}_t (\hat{x}, \hat{t}), \dot{W} (\hat{x}, \hat{t}) \right) \geq 0 \quad \text{for all} \quad (\hat{x}, \hat{t}) \in \hat{D} \times [0, \hat{T}], \]

required for (2.9). Using (2.14) the additional effective conductivity is computed. The determination of \( \mu_t \) closes the system of the Reynolds averaged Navier-Stokes equations (2.1a).

There exist plenty of turbulence models. There does not even exist one kind of turbulence model, but throughout the literature there are many kinds of such models. In this thesis we consider the one-equation turbulence model introduced by Spalart and Allmaras [85] and revisited in [1]. As a two-equation model we use the \( k\omega \)-type model of Wilcox published in 1988 [112]. These two considered models will be presented in the following Sections 2.2.1 and 2.2.2. As preparation we shortly give the following definition.

**Definition 2.2.1** Assume that \( A \in \mathbb{R}^{n \times n}, A = (a_{ij})_{1 \leq i,j \leq n} \) and \( B \in \mathbb{R}^{n \times n}, B = (b_{ij})_{1 \leq i,j \leq n} \). Then we define the product

\[ A \otimes B := \sum_{i,j=1}^{n} a_{ij} b_{ij}. \quad (2.17) \]

**Lemma 2.2.2** Assume that \( m = 3 \). Then the following equations hold:

\[ \mathcal{S} \otimes \frac{d\hat{u}}{d\hat{x}} = \frac{2}{3} \left\{ \sum_{i=1}^{3} \left( \frac{\partial \hat{u}_i}{\partial \hat{x}_i} \right)^2 - \sum_{1 \leq i < j \leq 3} \left( \frac{\partial \hat{u}_i}{\partial \hat{x}_i} \frac{\partial \hat{u}_j}{\partial \hat{x}_j} \right) \right\} + \frac{1}{2} \sum_{1 \leq i < j \leq 3} \left( \frac{\partial \hat{u}_i}{\partial \hat{x}_i} + \frac{\partial \hat{u}_j}{\partial \hat{x}_j} \right)^2 \]

\[ \Omega \otimes \Omega = \frac{1}{2} \sum_{1 \leq i < j \leq 3} \left( \frac{\partial \hat{u}_i}{\partial \hat{x}_j} - \frac{\partial \hat{u}_j}{\partial \hat{x}_i} \right)^2 = \frac{1}{2} \| \text{curl} (\hat{u}) \|^2. \]
Proof: Both assertions follow by direct computations:

\[
\mathcal{S} \otimes \frac{d\hat{u}}{dx} = \left\{ \left( \frac{2}{3} \frac{\partial \hat{u}_1}{\partial x_1} - \frac{1}{3} \frac{\partial \hat{u}_2}{\partial x_2} - \frac{1}{3} \frac{\partial \hat{u}_3}{\partial x_3} \right) \frac{\partial \hat{u}_1}{\partial x_1} \right.
\]
\[
+ \left( \frac{1}{3} \frac{\partial \hat{u}_1}{\partial x_1} + \frac{2}{3} \frac{\partial \hat{u}_2}{\partial x_2} - \frac{1}{3} \frac{\partial \hat{u}_3}{\partial x_3} \right) \frac{\partial \hat{u}_2}{\partial x_2}
\]
\[
+ \left( \frac{1}{3} \frac{\partial \hat{u}_1}{\partial x_1} - \frac{1}{3} \frac{\partial \hat{u}_2}{\partial x_2} + \frac{2}{3} \frac{\partial \hat{u}_3}{\partial x_3} \right) \frac{\partial \hat{u}_3}{\partial x_3}
\]
\[
+ \frac{1}{2} \sum_{i,j=1,i\neq j} \left( \frac{\partial \hat{u}_i}{\partial x_i} + \frac{\partial \hat{u}_j}{\partial x_j} \right) \frac{\partial \hat{u}_i}{\partial x_i} \frac{\partial \hat{u}_j}{\partial x_j}
\]
\[
= \frac{2}{3} \left\{ \sum_{i=1}^3 \left( \frac{\partial \hat{u}_i}{\partial x_i} \right)^2 - \left( \frac{\partial \hat{u}_1}{\partial x_1} \frac{\partial \hat{u}_2}{\partial x_2} + \frac{\partial \hat{u}_1}{\partial x_1} \frac{\partial \hat{u}_3}{\partial x_3} + \frac{\partial \hat{u}_2}{\partial x_2} \frac{\partial \hat{u}_3}{\partial x_3} \right) \right\}
\]
\[
+ \frac{1}{2} \left\{ \left( \frac{\partial \hat{u}_1}{\partial x_2} \right)^2 + \frac{\partial \hat{u}_1}{\partial x_2} \frac{\partial \hat{u}_2}{\partial x_1} + \left( \frac{\partial \hat{u}_2}{\partial x_1} \right)^2 \right\}
\]
\[
+ \frac{1}{2} \left\{ \left( \frac{\partial \hat{u}_1}{\partial x_3} \right)^2 + \frac{\partial \hat{u}_1}{\partial x_3} \frac{\partial \hat{u}_3}{\partial x_1} + \left( \frac{\partial \hat{u}_3}{\partial x_1} \right)^2 \right\}
\]
\[
+ \frac{1}{2} \sum_{1 \leq i < j \leq 3} \left( \frac{\partial \hat{u}_i}{\partial x_i} \frac{\partial \hat{u}_j}{\partial x_j} \right) \right\}
\]
\[
= \frac{2}{3} \left\{ \sum_{i=1}^3 \left( \frac{\partial \hat{u}_i}{\partial x_i} \right)^2 \right\} - \sum_{1 \leq i < j \leq 3} \left( \frac{\partial \hat{u}_i}{\partial x_i} \frac{\partial \hat{u}_j}{\partial x_j} \right) \right\}
\]
\[
+ \frac{1}{2} \sum_{1 \leq i < j \leq 3} \left( \frac{\partial \hat{u}_i}{\partial x_i} + \frac{\partial \hat{u}_j}{\partial x_j} \right)^2
\]

\[
4 (\Omega \otimes \Omega) = \sum_{i,j=1}^3 \left( \frac{\partial \hat{u}_i}{\partial x_j} - \frac{\partial \hat{u}_j}{\partial x_i} \right)^2
\]
\[
= 2 \left\{ \left( \frac{\partial \hat{u}_1}{\partial x_2} - \frac{\partial \hat{u}_2}{\partial x_1} \right)^2 + \left( \frac{\partial \hat{u}_1}{\partial x_3} - \frac{\partial \hat{u}_3}{\partial x_1} \right)^2 + \left( \frac{\partial \hat{u}_2}{\partial x_3} - \frac{\partial \hat{u}_3}{\partial x_2} \right)^2 \right\}
\]
\[
= 2 \| \text{curl} \left( \hat{u} \right) \|^2_2.
\]

\[\Box\]

2.2.1 Spalart-Allmaras model

The Spalart-Allmaras turbulence model is an established, widely accepted state of the art one-equation turbulence model. Throughout this thesis we follow exactly the recommendations and modifications given in [1, Section 3]. The additional introduced unknown function is

\[\tilde{W}_t = \hat{\nu}.\]
Then, for \( \hat{t} \in [0, \hat{T}) \) it needs to satisfy the integral equation

\[
V_{\hat{D}} \left( Q_{SA} \left( \hat{\nu}, \hat{W} \right) \right) (\hat{t}) = \frac{d}{d\hat{t}} V_{\hat{D}} \left( \hat{\nu} \right) (\hat{t}) + R_{\hat{D},SA} \left( \hat{\nu}, \hat{W} \right) (\hat{t}), \tag{2.18}
\]

where the integral operators are

\[
R_{c,\hat{D},SA} \left( \hat{\nu}, \hat{W} \right) (\hat{t}) := \int_{\partial \hat{D}} \left\langle f_{c,SA} \left( \hat{\nu} \left( \hat{y}, \hat{t} \right), \hat{W} \left( \hat{y}, \hat{t} \right) \right), n(\hat{y}) \right\rangle d\hat{s}(\hat{y}),
\]

\[
R_{v,\hat{D},SA} \left( \hat{\nu}, \hat{W} \right) (\hat{t}) := \int_{\partial \hat{D}} \left\langle f_{v,SA} \left( \hat{\nu} \left( \hat{y}, \hat{t} \right), \hat{W} \left( \hat{y}, \hat{t} \right) \right), n(\hat{y}) \right\rangle d\hat{s}(\hat{y}),
\]

\[
R_{\hat{D},SA} := R_{c,\hat{D},SA} - R_{v,\hat{D},SA}.
\]

The terms \( f_{c,SA} \) and \( f_{v,SA} \) describe the convective and viscous contribution

\[
f_{c,SA} \left( \hat{\nu}, \hat{W} \right) := \hat{\nu} \hat{u},
\]

\[
f_{v,SA} \left( \hat{\nu}, \hat{W} \right) := \frac{1}{\sigma} \left\{ \begin{array}{ll}
\left( \nu_l + \hat{\nu} \right) \text{grad} \left( \hat{\nu} \right), & \hat{\nu} \geq 0, \\
\left( \nu_l + f_n \hat{\nu} \right) \text{grad} \left( \hat{\nu} \right), & \hat{\nu} < 0,
\end{array} \right.
\]

where \( \nu_l \) denotes the kinematic viscosity (2.13) and the multiplicator \( f_n \) is given by

\[
f_n \left( \hat{\nu}, \hat{W} \right) (\hat{x}, \hat{t}) := \frac{c_{n1} + \left( \chi \left( \hat{x}, \hat{t} \right) \right)^3}{c_{n1} - \left( \chi \left( \hat{x}, \hat{t} \right) \right)^3}, \quad c_{n1} := 16,
\]

\[
\chi \left( \hat{\nu}, \hat{W} \right) := \frac{\hat{\nu}}{\nu_l \left( \hat{W} \right)}.
\tag{2.19}
\]

Given the transported variable \( \hat{\nu} \) the eddy viscosity \( \mu_t \) is computed by

\[
\mu_t \left( \hat{\nu}, \hat{W} \right) := \left\{ \begin{array}{ll}
\hat{\nu} f_{v_1}, & \hat{\nu} \geq 0, \\
0, & \hat{\nu} < 0,
\end{array} \right.
\quad f_{v_1} \left( \hat{\nu}, \hat{W} \right) := \frac{\chi^3 \left( \hat{\nu}, \hat{W} \right)}{\chi^3 \left( \hat{\nu}, \hat{W} \right) + c_{v_1}^3}.
\tag{2.20}
\]

To formulate the volume integral operator \( V_{\hat{D}} \left( Q_{SA} \right) \) in (2.18) so-called source terms are required. First note that the term \( Q_{SA} \) is a sum of three terms,

\[
Q_{SA} := Pr_{SA} - De_{SA} + Di_{SA}.
\]
which are called production, destruction and diffusion source terms. They are given by

\[ P_{SA} := \begin{cases} c_{b1} (1 - f_{t2}) \hat{S} \hat{\nu}, & \hat{\nu} \geq 0 \\ c_{b1} (1 - c_{t3}) \hat{S} \hat{\nu}, & \hat{\nu} < 0 \end{cases}, \quad f_{t2} := c_{t3} \exp \left( -c_{t4}\chi^2 \right), \]

\[ D_{SA} := \begin{cases} (c_{w1} f_w - \frac{c_{w2}}{\kappa^2} f_{t2}) \left( \frac{\hat{\nu}}{\kappa} \right)^2, & \hat{\nu} \geq 0 \\ -c_{w1} \left( \frac{\hat{\nu}}{\kappa^2} \right)^2, & \hat{\nu} < 0 \end{cases}, \quad f_w := g \left( \frac{1 + c_{w3}^2}{g_0 + c_{w3}^2} \right)^{1/6}, \]

\[ D_{SA} := \frac{c_{b2}}{\sigma} \| \text{grad} \hat{\nu} \|^2_2, \]

\[ S := \sqrt{2\Omega \otimes \Omega}, \quad \overline{S} := \frac{\hat{\nu}}{\kappa^2 d^2} f_{v2}, \quad \hat{S} := \left\{ S + \overline{S}, \quad \overline{S} \geq -c_{v2} S \right\}, \quad S < -c_{v2} S, \]

\[ g := r + c_{w2} r (r^5 - 1), \quad r := \min \left\{ \frac{\hat{\nu}}{\kappa^2 d^2 S}, 10 \right\}, \quad f_{v2} := 1 - \frac{\chi}{1 + \chi f_{v1}}, \]

\[ c_{b1} := 0.1355, \quad c_{b2} := 0.622, \quad \sigma := \frac{2}{3}, \quad \kappa := 0.41, \]

\[ c_{w1} := \frac{c_{b1}}{\kappa^2} + \frac{1 + c_{b2}}{\sigma}, \quad c_{w2} := 0.3, \quad c_{w3} := 2, \]

\[ c_{t3} := 1.2, \quad c_{t4} := 0.5, \quad c_{v1} := 7.1, \quad c_{v2} := 0.7, \quad c_{v3} := 0.9, \]

and \( d \) is the distance to the closest wall. Note that due to Lemma 2.2.2 for the three-dimensional case the definition of \( S \) can be replaced by

\[ S = \| \text{curl} (\hat{u}) \|_2. \]

### 2.2.2 \( k\omega \)-model

Two equations turbulence models are also widely used in the world of computational fluid dynamics. The two differential or integral equations describe quantities for the turbulence kinetic energy and the length scale or dissipation rate. There exist many variants of these models.

A rather complete overview of the number of possible models as well as their relation can be found in the report by Bredberg [8]. In general, they can be classified in the \( k\varepsilon \)-type and \( k\omega \)-type models. The dimensional transport variables \( \hat{k} = \hat{k} (\hat{x}, \hat{t}), \hat{\varepsilon} = \hat{\varepsilon} (\hat{x}, \hat{t}) \) and \( \hat{\omega} = \hat{\omega} (\hat{x}, \hat{t}) \) resp. describe the turbulence kinetic energy and the rate of dissipation of the turbulence kinetic energy. Given the functions \( k, \varepsilon \) and \( \omega \) resp., the required eddy viscosity is then computed either by for example

\[ \mu_t = C_{\mu} \hat{k}^2 \hat{\varepsilon}, \quad C_{\mu} := \frac{9}{100}, \]
or
\[ \mu_t = \hat{\rho} \frac{\hat{k}}{\hat{\omega}}. \] (2.21)

Early two equation models rely on the work of Rodi and Spalding [76] and Jones and Launder [32]. Another established two equation model is Menter’s Shear-Stress Transport (SST) model [59, 61]. It combines a \( k\varepsilon \)-type and \( k\omega \)-type model using an intermediate function such that it behaves in the neighborhood of a no-slip wall like a \( k\omega \)-type and in the region far away from the wall like a \( k\varepsilon \)-type model. Also, for the original \( k\omega \)-type model of Wilcox published in 1988 [112] there has been an update in 2008 [114] where several additional source terms have been introduced.

Besides this general classifications two equation type models possibly differ in their actual formulation. For example:

a) One finds in the literature that the production term in the equation for the turbulence kinetic energy may be formulated using the strain rate or the vorticity.

b) Often one finds that the production term in the equation for the turbulence kinetic energy is limited with respect to the destruction term.

c) Several limitation techniques directly related to the variables \( k \) and \( \omega \) are established.

d) Limitations of the resulting eddy viscosity can be found.

e) Boundary conditions are often not described or different.

f) Parameter choices are different.

With respect to all the variations that can be found, to the author’s opinion it can be assumed that there do not exist two computer codes implementing the same two equation turbulence models. And the reason for all these variations is an interesting question on its own.

One answer possibly is that within the context of the compressible RANS equations in combination with a two equation model the robust approximation of a steady state solution is not straightforward. However, being aware of the fact that physical modeling of turbulence is an ongoing task in the field of computational fluid dynamics and that the number of possible two equation models which have been published is large, within this thesis we restrict our investigations to the original \( k\omega \)-model of Wilcox published in 1988 [112].

Denoting the additional dimensional variables for the \( k\omega \)-model by
\[ \hat{W}_i = \left( \hat{k}, \hat{\omega} \right), \]
the dimensional form of the governing integral equations for the turbulence model is for \( t \in \left[0, \hat{T}\right] \) expressed by

\[
V_D \left( Q_{(k, \omega)} \left( \hat{W}_t, \hat{W} \right) \right) (i) = \frac{d}{dt} V_D \left( \hat{W}_t \right) (i) + R_{\partial D, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) (i), \tag{2.22}
\]

where the integral operators are

\[
R_{c, \partial D, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) (i) := \int_{\partial D} \left( f_{c, (k, \omega)} \left( \hat{W}_t \left( \hat{y}, \hat{i} \right), \hat{W} \left( \hat{y}, \hat{i} \right), n(\hat{y}) \right) \right) ds(\hat{y}),
\]

\[
R_{v, \partial D, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) (i) := \int_{\partial D} \left( f_{v, (k, \omega)} \left( \hat{W}_t \left( \hat{y}, \hat{i} \right), \hat{W} \left( \hat{y}, \hat{i} \right), n(\hat{y}) \right) \right) ds(\hat{y}),
\]

\[
R_{\partial D, (k, \omega)} := \tilde{R}_{c, \partial D, (k, \omega)} - \tilde{R}_{v, \partial D, (k, \omega)}.
\]

Here the convective \( f_{c, (k, \omega)} \) and viscous \( f_{v, (k, \omega)} \) contributions as well as the source terms \( Q_{(k, \omega)} \) are given by

\[
f_{c, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) := \left( \hat{k} \hat{u} \omega \hat{w} \right),
\]

\[
f_{v, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) := \left( \nu_t + \sigma_k \frac{\hat{k}}{\omega^2} \right) \text{grad} \hat{k} \left( \nu_t + \sigma_\omega \frac{\hat{\omega}}{\omega^2} \right) \text{grad} \hat{\omega},
\]

\[
Q_{(k, \omega)} \left( \hat{W}_t, \hat{W} \right) := \left( Pr_{k, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) - De_{k, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) \right) \left( Pr_{\omega, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) - De_{\omega, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) \right).
\]

The kinematic viscosity \( \nu_t \) is defined in (2.13). The production and destruction terms required to formulate the source terms are

\[
Pr_{k, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) := 2\frac{\hat{k}}{\omega} \mathcal{S} \left( \hat{u} \right) \otimes \frac{du}{d\hat{z}}, \quad De_{k, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) := \beta^* \hat{k} \hat{\omega},
\]

\[
Pr_{\omega, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) := \alpha \mathcal{S} \left( \hat{u} \right) \otimes \frac{du}{d\hat{z}}, \quad De_{\omega, (k, \omega)} \left( \hat{W}_t, \hat{W} \right) := \beta \hat{\omega}^2.
\]

The term \( \mathcal{S} \otimes \frac{du}{d\hat{z}} \) is explicitly given in Lemma 2.2.2. Often, in the literature one also finds

\[
Pr_{\omega, (k, \omega)} = \alpha \hat{\omega} \frac{Pr_{k, (k, \omega)}}{\hat{k}} = \alpha \nu_t^{-1} Pr_{k, (k, \omega)} \tag{2.23}
\]

as definition, where \( \nu_t \) is given by (2.16). Though such definition is analytically equivalent, within an implementation care must be taken, since \( k \) tends to have very small values near zero. This may cause loss of stability of the algorithm. Furthermore, we also do not use the clean production term stated above, but the analytic representation is replaced by

\[
Pr_{k, (k, \omega)} := \min \left\{ Pr_{k, (k, \omega)}, 20 \cdot De_{k, (k, \omega)} \right\}. \tag{2.24}
\]

We will show in example in Section 6.11.1 the necessity for (2.24).
2.3 Nondimensionalization

The choice of nondimensional parameters is arbitrary. Here we follow the Buckingham $\pi$ theorem.

**Theorem 2.3.1** Assume that $P_1, \ldots, P_n$ are physical quantities measured in a consistent system of units, that is the SI system (International System of Units). The basic units are the meter, kilogram, second, ampere, and kelvin (m, kg, sec, A, K). Then any physically meaningful relation

$$\Phi(P_1, \ldots, P_n) = 0, \quad P_j \neq 0, \quad j = 1, \ldots, n,$$

is equivalent to a relation of the form

$$\Psi(\pi_1, \ldots, \pi_{n-r}) = 0$$

involving a maximal set of independent dimensionless combinations.

**Proof:** See for example the textbook of Bluman and Kumei [7].

Roughly speaking, Theorem 2.3.1 states that if the equation of a physical law involves $n$ physical variables, and the rank of the matrix of dimensions is $k$, then the original equation is equivalent to an equation involving a set of $n - k$ dimensionless parameters constructed from the original variables.

To apply Theorem 2.3.1 to the equation (2.1a) we choose the five following independent variables density $\hat{\rho}$, pressure $\hat{p}$, temperature $\hat{T}$, velocity $\hat{u}$, and the universal gas constant $\hat{\Re}$. The dimension matrix of the these quantities is given in Table 2.1. To

<table>
<thead>
<tr>
<th></th>
<th>$\hat{\rho}$</th>
<th>$\hat{p}$</th>
<th>$\hat{T}$</th>
<th>$\hat{u}$</th>
<th>$\hat{\Re}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>kg</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>m</td>
<td>-3</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>sec</td>
<td>0</td>
<td>-2</td>
<td>0</td>
<td>-1</td>
<td>-2</td>
</tr>
<tr>
<td>K</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.1: Dimensional matrix

find a dimensionless combination of $\hat{\rho}, \hat{p}, \hat{T}, \hat{u}$, and $\hat{\Re}$ we need to determine $\lambda_1, \ldots, \lambda_5$ such that

$$1 = \left[ \hat{\rho}^{\lambda_1} \hat{p}^{\lambda_2} \hat{T}^{\lambda_3} \hat{u}^{\lambda_4} \hat{\Re}^{\lambda_5} \right] = \left( \frac{\text{kg}}{\text{m}^2} \right)^{\lambda_1} \left( \frac{\text{kg}}{\text{m} \cdot \text{sec}^2} \right)^{\lambda_2} K^{\lambda_3} \left( \frac{\text{m}}{\text{sec}} \right)^{\lambda_4} \left( \frac{\text{m}^2}{\text{sec}^2 \cdot \text{K}} \right)^{\lambda_5},$$
which is equivalent to find nontrivial solutions of the linear system

\[
A_{\text{phys}} \lambda = 0, \quad \text{where} \quad A_{\text{phys}} := \begin{pmatrix}
1 & 1 & 0 & 0 & 0 \\
-3 & -1 & 0 & 1 & 2 \\
0 & -2 & 0 & -1 & -2 \\
0 & 0 & 1 & 0 & -1
\end{pmatrix}.
\] (2.25)

Theorem 2.3.2 The matrix \( A_{\text{phys}} \) has rank 3 and a basis of the null space \( \mathcal{N}(A_{\text{phys}}) \) is given by

\[
v_1 := \begin{pmatrix}
-1 \\
1 \\
-1 \\
0 \\
-1
\end{pmatrix} \quad \text{and} \quad v_2 := \begin{pmatrix}
0 \\
0 \\
1 \\
-2 \\
1
\end{pmatrix}.
\]

Proof: The theorem follows by straightforward computations. \( \square \)

So, using Theorem 2.3.2 according to the chosen basis vectors of \( \mathcal{N}(A_{\text{phys}}) \) dimensionless combinations are

\[
1 = \begin{pmatrix}
\hat{\rho} \\
\hat{\rho} \\
\hat{T} \\
\hat{\mathcal{R}}
\end{pmatrix}, \quad 1 = \begin{pmatrix}
\hat{T} \\
\hat{\mathcal{R}}
\end{pmatrix} \begin{pmatrix}
[\hat{u}]^2
\end{pmatrix}. \tag{2.26a}
\]

And, due to Theorem 2.3.2 the combinations \((2.26)\) represent a maximal set of independent dimensionless combinations. To nondimensionalize the variables, assume that reference states with dimensions \( \rho_{\text{ref}}, p_{\text{ref}}, T_{\text{ref}} \) are given. Then, using \((2.26a)\) and \((2.26b)\) we obtain

\[
\mathcal{R}_{\text{ref}} = \frac{\rho_{\text{ref}}}{p_{\text{ref}} T_{\text{ref}}} \quad \text{and} \quad u_{\text{ref}} = \sqrt{T_{\text{ref}} \mathcal{R}_{\text{ref}}} = \sqrt{\frac{p_{\text{ref}}}{\rho_{\text{ref}}}}. \tag{2.27}
\]

Hence, non-dimensionalized variables, free stream values, and additionally the length scale and time may be obtained by

\[
\rho := \frac{\hat{\rho}}{\rho_{\text{ref}}}, \quad \rho_{\infty} := \frac{\hat{\rho}_{\infty}}{\rho_{\text{ref}}}, \\
p := \frac{\hat{p}}{p_{\text{ref}}}, \quad p_{\infty} := \frac{\hat{p}_{\infty}}{p_{\text{ref}}}, \\
T := \frac{\hat{T}}{T_{\text{ref}}}, \quad T_{\infty} := \frac{\hat{T}_{\infty}}{T_{\text{ref}}}, \\
L := \frac{\hat{L}}{L_{\text{ref}}}, \quad t := L/u. \tag{2.28a}
\]

For simplicity we choose \( \rho_{\text{ref}} = \rho_{\infty}, p_{\text{ref}} = p_{\infty}, \) and \( T_{\text{ref}} = T_{\infty} \). Due to this choice the reference kinematic and laminar viscosity are given by

\[
\nu_{l,\text{ref}} = u_{\text{ref}} L_{\text{ref}}, \quad \mu_{l,\text{ref}} = \rho_{\text{ref}} \nu_{l,\text{ref}}. \tag{2.29}
\]
2.3. NONDIMENSIONALIZATION

As a consequence, we obtain the following normalized nondimensionalized relations

\[
\begin{align*}
\rho_\infty &= 1, \\
p_\infty &= 1, \\
T_\infty &= 1, \\
\mathcal{R} &= 1, \\
u_\infty &= \hat{u}_\infty \sqrt{\frac{p_\text{ref}}{\rho_\text{ref}}} = M_\infty \sqrt{\frac{\gamma p_\infty}{\rho_\infty}} = M_\infty \sqrt{\gamma}, \\
a_\infty &= \sqrt{\frac{\gamma p_\infty}{\rho_\infty}} = \sqrt{\gamma}, \\
\mu_{l,\infty} &= \rho_\infty u_\infty L \frac{\sqrt{\gamma M_\infty L}}{Re}. 
\end{align*}
\]

(2.30a)

(2.30b)

(2.30c)

To this end Sutherland’s law (2.10) in its nondimensionalized version is implemented by

\[
\mu_l = \frac{\sqrt{\gamma M_\infty L}}{Re} \left( \frac{\hat{T}}{T_{\text{ref}}} \right)^{3/2} \left( \frac{\hat{T}_{\text{ref}}}{\hat{T}} + \frac{\hat{T}}{T_{\text{ref}}} \right) = \frac{\sqrt{\gamma M_\infty L}}{Re} \Gamma(T),
\]

(2.31a)

\[
\Gamma(T) := T^{3/2} \left( \frac{1 + C_{\text{suth}}}{T + C_{\text{suth}}} \right), \quad C_{\text{suth}} := \frac{\hat{T}}{T_{\text{ref}}}. 
\]

(2.31b)

The implementation of (2.31b) requires both the temperature \( \hat{T} \) defined in (2.12) and the reference temperature \( T_{\text{ref}} \) or the relation \( C_{\text{suth}} \). Both must be given for a viscous computation. In general we choose \( T_{\text{ref}} = 273.15 \text{K} \). Furthermore, note that the velocity \( u \) represents a three dimensional vector field

\[
u : D \times [0, T) \rightarrow \mathbb{R}^m
\]

\[
(x, t) \mapsto \left( \begin{array}{c}
u_1(x, t) \\
\vdots \\
u_m(x, t) \end{array} \right)
\]

and the equation (2.30b) is understood that \( u_\infty = \| u_\infty \|_2 = M_\infty \sqrt{\gamma} \).

Not only the variables need to be nondimensionalized, in general the domain \( \hat{D} \) describes the physical domain and needs to be scaled to the nondimensional domain. Hence, whole integral equation (2.1a) has to be reformulated in nondimensional form. In a first step the differential operators and integrals need to be represented with respect to the nondimensional length scale \( L \).
Definition 2.3.3 Assume that \( D \subset \mathbb{R}^m \). The mapping
\[
g_1 : D \rightarrow \hat{D},
\]
\[
x \mapsto \hat{x} = L_{\text{ref}}x,
\]
describes in the following the conversion of the scaled domain \( D \) by the reference length \( L_{\text{ref}} \) to the original domain \( \hat{D} \). The mapping
\[
g_2 : [0, T) \rightarrow [0, \hat{T}),
\]
\[
t \mapsto \hat{t} = \frac{L_{\text{ref}}}{u_{\text{ref}}} t,
\]
describes the conversion of time to nondimensional time. Finally we define the mapping \( g(x, t) = (g_1(x), g_2(t)) \).

Lemma 2.3.4 The differential operators satisfy
\[
\frac{d}{dt} = \frac{u_{\text{ref}}}{L_{\text{ref}}} \frac{d}{dt},
\]
\[
\frac{\partial}{\partial \hat{x}_j} = \frac{1}{L_{\text{ref}}} \frac{\partial}{\partial x_j}.
\]

Proof: We define the mapping \( h(t) = t_{\text{ref}} = \frac{L_{\text{ref}}}{u_{\text{ref}}} t \) (see (2.30c)). Hence, we have
\[
\frac{dh(t)}{dt} = \frac{L_{\text{ref}}}{u_{\text{ref}}}, \quad \frac{dh^{-1}(\hat{t})}{d\hat{t}} = \frac{u_{\text{ref}}}{L_{\text{ref}}},
\]
which proves (2.32). The partial derivative of \( g_1 \) of Definition 2.3.3 is given by
\[
\frac{\partial g(x)}{\partial x_j} = L_{\text{ref}}, \quad \frac{\partial g^{-1}(x)}{\partial x_j} = \frac{1}{L_{\text{ref}}},
\]
which proves (2.33).

Lemma 2.3.5 Let \( g_1 \) be given by Definition 2.3.3 and let us assume that (2.28a) holds. Then we have
\[
\int_D v(x) dx = L_{\text{ref}}^m \int_D v(g_1(y)) dy,
\]
\[
\int_{\partial \hat{D}} (v(y), n(y)) ds(y) = L_{\text{ref}}^{m-1} \int_{\partial D} (v(g_1(y)), n(y)) ds(y).
\]
Proof: Equation (2.34) follows by the integral substitution formula
\[
\int_D v(x) dx = \int_{g^{-1}(D)} v(g(y)) \left| \det \left( \frac{dg(y)}{dy} \right) \right| dy = L_{\text{ref}}^m \int_D v(g(y)) dy.
\]
The second assertion (2.35) is a consequence of Gauss’ integral theorem, equation (2.35) and (2.33):
\[
\int_{\partial D} \langle v(y), n(y) \rangle ds(y) = \int_D \text{div}_x(v(x)) dx = L_{\text{ref}}^m \int_D \text{div}_y(v(g(y))) dy
\]
\[
= L_{\text{ref}}^{m-1} \int_D \text{div}_y v(g(y)) dy
\]
\[
= L_{\text{ref}}^{m-1} \int_{\partial D} \langle v(g(y)), n(y) \rangle ds(y).
\]
\[
\square
\]
To formulate the integral equation (2.1a) and the necessary operators (2.1b)–(2.1d) with respect to nondimensional quantities, we define the operator converting the dimensional variables \( \hat{W} \) into nondimensional variables \( W \),
\[
N_W := \text{diag}(\rho_{\text{ref}}, \rho_{\text{ref}} u_{\text{ref}}, \ldots, \rho_{\text{ref}} u_{\text{ref}}^2),
\]
\[
W := N_W^{-1} \hat{W}.
\]
Then we obtain for the volume operator \( V_D \) the relation
\[
V_D \left( \hat{W} \right) (\hat{t}) = \int_D \hat{W} (\hat{x}, \hat{t}) d\hat{x} = N_W \int_D N_W^{-1} \hat{W} (\hat{x}, \hat{t}) d\hat{x} = N_W V_D (W) (\hat{t}) .
\]
(2.36)

For the integral operator for the convective fluxes we have
\[
R_{c,\partial D} \left( \hat{W} \right) (\hat{t}) = \int_{\partial D} \langle f_c \left( N_W N_W^{-1} \hat{W} (\hat{y}, \hat{t}) \right), n(\hat{y}) \rangle ds(\hat{y})
\]
\[
= u_{\text{ref}} N_W \int_{\partial D} \langle f_c (W (\hat{y}, \hat{t})), n(\hat{y}) \rangle ds(\hat{y})
\]
\[
= u_{\text{ref}} N_W R_{c,\partial D} (W) (\hat{t}) .
\]
(2.37)

To formulate the viscous fluxes in nondimensional form we use
\[
\overline{\overline{\mathcal{F}}} (\hat{u}) = \overline{\overline{\mathcal{F}}} (u_{\text{ref}}^{-1} \hat{u}) = u_{\text{ref}} \overline{\overline{\mathcal{F}}} (u),
\]
\[
\mu_{l,\infty} (\hat{W}) = \rho_{\text{ref}} u_{\text{ref}} L_{\text{ref}} \frac{\rho_{\infty} \hat{u}_{\infty} \tilde{L} \frac{1}{Re}}{\rho_{\text{ref}} u_{\text{ref}} L_{\text{ref}}} = \rho_{\text{ref}} u_{\text{ref}} L_{\text{ref}} \frac{\sqrt{M_{\infty}} L}{Re} .
\]
(2.38)
The second equation is a consequence of (2.10), (2.30a) and (2.30b). Then, for the viscous stress tensor we have

\[ \tau(\hat{W}) = 2\rho_{\text{ref}}u_{\text{ref}}^2L_{\text{ref}}\frac{\sqrt{\gamma}M_{\infty}L}{Re}\Gamma(T)\mathcal{S}(u) = 2\rho_{\text{ref}}u_{\text{ref}}^2L_{\text{ref}}\mu_l(W)\mathcal{S}(u) \]

(2.39)

Furthermore, using (2.27), (2.31) and (2.38) the laminar conductivity reads

\[ \kappa_l(\hat{W}) = \frac{\Re_{\text{ref}}}{\Re_{\text{ref}}-1}\rho_{\text{ref}}u_{\text{ref}}L_{\text{ref}}\frac{\sqrt{\gamma}M_{\infty}L}{Re}\Gamma(T) \]

(2.40)

Hence, we obtain

\[ q(\hat{W}) = \rho_{\text{ref}}u_{\text{ref}}^3L_{\text{ref}}\kappa_l(W)\text{grad} T = \rho_{\text{ref}}u_{\text{ref}}^3L_{\text{ref}}q(W). \]

(2.41)

Equation (2.39) together with (2.41) and (2.8) yields

\[ \theta(\hat{W}) = \rho_{\text{ref}}u_{\text{ref}}^3L_{\text{ref}}[\tau(W)u+q] = \rho_{\text{ref}}u_{\text{ref}}^3L_{\text{ref}}\theta(W). \]

(2.42)

An application of (2.39) and (2.42) gives the equation

\[ R_{v,\partial\hat{D}}(\hat{W})(\hat{t}) = L_{\text{ref}}u_{\text{ref}}N_WR_{v,\partial\hat{D}}(W)(\hat{t}). \]

(2.43)

Note that so far the transformations (2.36), (2.37), (2.39), (2.42) and (2.43) do not include the conversion of the integral and differential operators. A straightforward consideration using Definition 2.3.3, (2.36), (2.32) and (2.34) gives

\[ \frac{d}{dt}V_D(\hat{W})(\hat{t}) = u_{\text{ref}}L_{\text{ref}}^{-1}N_W\frac{d}{dt}V_D(W \circ g)(t). \]

(2.44a)

Similar, using (2.35) and (2.37) we obtain

\[ R_{c,\partial\hat{D}}(\hat{W})(\hat{t}) = u_{\text{ref}}L_{\text{ref}}^{-1}N_WR_{c,\partial\hat{D}}(W \circ g)(t). \]

(2.44b)

To reformulate (2.43) we use (2.33) and (2.35) such that

\[ R_{v,\partial\hat{D}}(\hat{W})(\hat{t}) = u_{\text{ref}}L_{\text{ref}}^{-1}N_WR_{v,\partial\hat{D}}(W \circ g)(t). \]

(2.44c)
2.3. NONDIMENSIONALIZATION

The equations (2.1a) and (2.45) only differ in the factor $u_{ref}L_{ref}^{-1}NW$. Concluding, the representations (2.44a)–(2.44c) show that the original system of equations defined by (2.1) can be equivalently reformulated by

$$0 = \frac{d}{dt}V_D(W \circ g)(t) + R_{\partial D}(W \circ g)(t), \quad t \in [0, g_2(T)). \quad (2.45)$$

As next step we need to consider the nondimensionalization of the additional system of equations defining the eddy viscosity $\mu_t$ and eddy conductivity $\kappa_t$ in (2.9). In principle the system of equations (2.18) and (2.22) can be nondimensionalized independently of (2.1). Hence, at the outset we are free to choose $\tilde{\nu}_{ref}, k_{ref}$ and $\omega_{ref}$. On the other hand there exist conditions which need to be satisfied. For example, naturally the computed eddy viscosity $\mu_t$ needs to be compatible with (2.9), that is with (2.31a).

We start with the Spalart-Allmaras turbulence model (2.18). Using the compatibility (2.9) and comparing (2.20) and (2.31a) we conclude

$$[\hat{\rho}\hat{u}\hat{L}] = [\mu_t] = [\hat{\nu}_f f_{v1}], \quad \text{hence} \quad [\hat{u}\hat{L}] = [\hat{\nu} f_{v1}].$$

This simple consideration suggests to choose $\hat{\nu}_{ref}$ such that $f_{v1}$ is dimensionless, that is $[f_{v1}] = 1$. Using the definition of $f_{v1}$ and $\chi$ in (2.19) this can be reached by

$$\hat{\nu}_{ref} := u_{ref}L_{ref}. \quad (2.46)$$

The choice (2.46) corresponds directly to (2.29). Hence, the nondimensional $\hat{\nu}$ for the Spalart-Allmaras model is chosen to be

$$\hat{\nu} = \frac{\hat{\nu}}{\hat{\nu}_{ref}} = \frac{\hat{\nu}}{u_{ref}L_{ref}}.$$

Then, following the modifications in (2.36) and (2.44a) we conclude

$$\frac{d}{dt}V_D(\hat{\nu})(\hat{t}) = u_{ref}L_{ref} \frac{d}{dt} \int_D \hat{\nu}(\hat{x}, \hat{t}) d\hat{x} = u_{ref}^2L_{ref}^m \frac{d}{dt}V_D(\hat{\nu} \circ g)(t). \quad (2.47)$$

And, similar straightforward considerations give using (2.33) additionally for the viscous term

$$R_{c,\partial D,SA}(\hat{\nu}, W)(\hat{t}) = u_{ref}^2L_{ref}^m R_{c,\partial D,SA}(\hat{\nu} \circ g, W \circ g)(t), \quad (2.48)$$

$$R_{v,\partial D,SA}(\hat{\nu}, W)(\hat{t}) = u_{ref}^2L_{ref}^m R_{v,\partial D,SA}(\hat{\nu} \circ g, W \circ g)(t). \quad (2.49)$$

To obtain the shape of the source terms with respect to nondimensional variables, first note that the constants of the model, for example $c_{b1}, c_{t3}, \ldots$ as well as $f_{v1}, f_{v2}$...
and \( f_{r2} \) are nondimensional quantities since \( \chi \) is nondimensional. The nondimensional distance to the closest wall is given by \( d = d_{\text{ref}} / L_{\text{ref}} \). Then, straightforward computation show

\[
S(\hat{u}) = \frac{u_{\text{ref}}}{L_{\text{ref}}} S(u), \quad \overline{S}(\hat{u}) = \frac{u_{\text{ref}}}{L_{\text{ref}}} \overline{S}(u),
\]

\[
\hat{S}(\hat{u}) = \left\{ \begin{array}{l}
\frac{u_{\text{ref}}}{L_{\text{ref}}} \overline{S}(u) + \frac{u_{\text{ref}}}{L_{\text{ref}}} \left( S(u) + \overline{S}(u) \right) + \frac{u_{\text{ref}}}{L_{\text{ref}}} \left( (c_{\omega} - 2c_{v2}) S(u) - \overline{S}(u) \right), \\
\frac{u_{\text{ref}}}{L_{\text{ref}}} \left( S(u) + \overline{S}(u) \right), \quad \overline{S}(u) \geq -c_{r2} \frac{u_{\text{ref}}}{L_{\text{ref}}} S(u) \\
\frac{u_{\text{ref}}}{L_{\text{ref}}} \left( S(u) + \overline{S}(u) \right) - \frac{u_{\text{ref}}}{L_{\text{ref}}} \left( (c_{\omega} - 2c_{v2}) S(u) - \overline{S}(u) \right), \quad \overline{S}(u) < -c_{r2} \frac{u_{\text{ref}}}{L_{\text{ref}}} S(u)
\end{array} \right.
\]

\[
\hat{S}(\hat{u}) = \frac{u_{\text{ref}}}{L_{\text{ref}}} \hat{S}(u).
\]

Inserting (2.50) into the production term we get

\[
Pr_{SA} (\hat{\nu}, \hat{W}) = u_{\text{ref}}^2 Pr_{SA} (\nu, W).
\]

Similar, for the diffusion and destruction term we have

\[
Di_{SA} (\hat{\nu}, \hat{W}) = u_{\text{ref}}^2 \| \text{grad} \hat{\nu} \|^2 = u_{\text{ref}}^2 Di_{SA} (\nu, W),
\]

\[
De (\hat{\nu}, \hat{W}) = u_{\text{ref}}^2 De (\nu, W),
\]

where we have exploited that \( r \) and \( g \) are also nondimensional quantities by construction,

\[
r (\hat{\nu}, \hat{W}) = \min \left\{ \frac{u_{\text{ref}} L_{\text{ref}} \hat{\nu}}{\kappa^2 L_{\text{ref}}^2 d \frac{u_{\text{ref}}}{L_{\text{ref}}} S(u)}, 10 \right\} = \min \left\{ \frac{\hat{\nu}}{\kappa^2 d^2 S(u)}, 10 \right\} = r (\nu, W).
\]

In summary, the volume operator for the source terms is reformulated as

\[
V_D \left( Q_{SA} (\hat{\nu}, \hat{W}) \right) (t) = u_{\text{ref}}^2 L_{\text{ref}}^m V_D (Q_{SA} (\nu \circ g, W \circ g)) (t).
\]

So, using (2.47), (2.48), (2.49) and (2.51) the dimensional equation (2.18) is equivalent to the equation for the nondimensional quantity \( \hat{\nu} \),

\[
V_D (Q_{SA} (\nu \circ g, W \circ g)) (t)
= \frac{d}{dt} V_D (\nu \circ g) (t) + R_{\partial D,SA} (\nu \circ g, W \circ g) (t), \quad t \in [0, T).
\]

Finally, considerations for the nondimensionalization of the \( k\omega \)-model are required. We start with the simple consideration just as in case of the Spalart-Allmaras model. Using the compatibility (2.9) and comparing (2.21) and (2.31a) we conclude

\[
\left[ \hat{\rho} \hat{u} \hat{L} \right] = [\mu_1] = [\mu_2] = \left[ \hat{\rho} \hat{k} \hat{\omega}^{-1} \right], \quad \text{hence} \quad \hat{u} \hat{L} = \hat{\rho} \hat{k} \hat{\omega}^{-1}.
\]
2.3. NONDIMENSIONALIZATION

With respect to the knowledge that \( \hat{k} \) represents the turbulence kinetic energy and \( \hat{\omega} \) a length scale, the dimensions of these variables are

\[
[\hat{k}] = \frac{m^2}{\text{sec}^2} \quad \text{and hence} \quad [\hat{\omega}] = \frac{1}{\text{sec}}.
\]

So, to nondimensionalize \( \hat{k} \) and \( \hat{\omega} \) we choose as reference values

\[
k_{\text{ref}} = u_{\text{ref}}^2 \quad \text{and} \quad \omega_{\text{ref}} = \frac{u_{\text{ref}}}{L_{\text{ref}}}.
\]

Then nondimensional variables, using an additional scaling for \( \omega \), may be given by

\[
k = \frac{\hat{k}}{u_{\text{ref}}^2} \quad \text{and} \quad \omega = \frac{\hat{\omega}}{\omega_{\text{sc}} \omega_{\text{ref}}}, \quad \omega_{\text{sc}} = \frac{\text{Re}}{\sqrt{\gamma M_{\infty} L}}.
\]

The choice of \( \omega_{\text{sc}} \) is explained later. Then, using

\[
N_{W_t,(k,\omega)} = \begin{pmatrix} k_{\text{ref}} & 0 \\ 0 & \omega_{\text{ref}} \end{pmatrix}
\]

a straightforward computation gives

\[
\frac{d}{dt} V_D \left( \dot{W}_t \right) (t) = u_{\text{ref}} L_{\text{ref}}^{m-1} \begin{pmatrix} 1 & 0 \\ 0 & \omega_{\text{sc}} \omega_{\text{ref}} \end{pmatrix} N_{W_t,(k,\omega)} \frac{d}{dt} V_D \left( W_t \circ g \right) (t),
\]

and

\[
R_{c,\partial D,(k,\omega)} \left( \dot{W}_t, \dot{W} \right) (t) = u_{\text{ref}} L_{\text{ref}}^{m-1} \begin{pmatrix} 1 & 0 \\ 0 & \omega_{\text{sc}} \end{pmatrix} N_{W_t,(k,\omega)} R_{c,\partial D,(k,\omega)} \left( W_t \circ g, W \circ g \right) (t).
\]

Next we consider the viscous contribution for the \( k\omega \)-model. In a first step we rewrite each of the occurring terms,

\[
\nu \left( \dot{W} \right) \text{grad } \hat{k} = u_{\text{ref}} L_{\text{ref}} \sqrt{\gamma M_{\infty} L \Gamma(T)} u_{\text{ref}}^2 \text{grad } k = u_{\text{ref}}^3 L_{\text{ref}} w_{\text{sc}}^{-1} \Gamma(T) \text{grad } k,
\]

\[
\nu \left( \dot{W} \right) \text{grad } \hat{\omega} = u_{\text{ref}} L_{\text{ref}} \sqrt{\gamma M_{\infty} L \Gamma(T)} \omega_{\text{sc}} u_{\text{ref}} \text{grad } \omega = u_{\text{ref}}^2 \Gamma(T) \text{grad } \omega
\]

\[
\sigma_k \left( \dot{\hat{k}} \right) \text{grad } \hat{k} = \sigma_k u_{\text{ref}}^3 L_{\text{ref}} \left( \omega_{\text{sc}} \right)^{-1} \frac{k}{\omega} \text{grad } k
\]

\[
\sigma_\omega \left( \dot{\hat{\omega}} \right) \text{grad } \hat{\omega} = \sigma_\omega u_{\text{ref}}^2 \frac{k}{\omega} \text{grad } \omega,
\]

and hence

\[
f_{v,(k,\omega)} \left( \dot{W}_t, \dot{W} \right) = u_{\text{ref}} L_{\text{ref}} N_{W_t,(k,\omega)} \begin{pmatrix} w_{\text{sc}}^{-1} & 0 \\ 0 & 1 \end{pmatrix} \tilde{f}_{v,(k,\omega)}
\]
where

\[
\hat{f}_{v,(k,\omega)}(W_t, W) := \begin{pmatrix} (\Gamma(T) + \sigma_k \sqrt{\frac{k}{\omega}}) \text{ grad } k \\ (\Gamma(T) + \sigma_{\omega} \sqrt{\frac{k}{\omega}}) \text{ grad } \omega \end{pmatrix}.
\]

For the corresponding boundary integral operator we get

\[
\hat{R}_{t, \partial D,(k,\omega)}(\hat{W}_t, \hat{W}) (t) = u_{\text{ref}} L_{\text{ref}}^{m-1} N_{W,(k,\omega)} \begin{pmatrix} w_{\text{sc}}^{-1} \\ 0 \\ 1 \end{pmatrix} \int_{\partial D} \langle \hat{f}_{v,(k,\omega)}(W_t \circ g, W \circ g), n(y) \rangle \, ds(y).
\]

Similar, for the source terms of the \(k\omega\)-model we conclude using (2.33) and (2.34)

\[
\begin{align*}
V_{D} \left( P_{\text{rk},(k,\omega)}(\hat{W}_t, \hat{W}) \right) (t) &= \frac{u_{\text{ref}} L_{\text{ref}}^{m-1}}{w_{\text{sc}}} V_{D} \left( P_{\text{rk},(k,\omega)}(W_t \circ g, W \circ g) \right) (t), \\
V_{D} \left( D_{\text{ek},(k,\omega)}(\hat{W}_t, \hat{W}) \right) (t) &= u_{\text{ref}} L_{\text{ref}}^{m-1} w_{\text{sc}} V_{D} \left( D_{\text{ek},(k,\omega)}(W_t \circ g, W \circ g) \right) (t), \\
V_{D} \left( P_{\text{rw},(k,\omega)}(\hat{W}_t, \hat{W}) \right) (t) &= u_{\text{ref}} L_{\text{ref}}^{m-2} V_{D} \left( P_{\text{rw},(k,\omega)}(W_t \circ g, W \circ g) \right) (t), \\
V_{D} \left( D_{\text{w},(k,\omega)}(\hat{W}_t, \hat{W}) \right) (t) &= u_{\text{ref}} L_{\text{ref}}^{m-2} \omega_{\text{sc}} V_{D} \left( D_{\text{w},(k,\omega)}(W_t \circ g, W \circ g) \right) (t).
\end{align*}
\]

As a consequence, compared to the system of equations for the mean flow and for the Spalart-Allmaras model, the equivalent nondimensional system of equations for the \(k\omega\)-model is different than the original dimensional system. The reason is the introduction of the scaling coefficient \(\omega_{\text{sc}}\). One can also interpret this as a substitution. Instead of solving directly for \(\omega\), we solve for \(\omega_{\text{sc}}\). Naturally, we could also choose \(\omega_{\text{sc}} = 1\) instead. Nevertheless, this particular choice has a certain reason discussed in Section 3.6. It is important to give a proper scaling of \(\omega\) near a no-slip wall.

Finally, to close this section we explicitly write down the considered form of the nondimensional system of equations for the \(k\omega\)-model. To this end we multiply the equation for \(\omega\) by \(1/\omega_{\text{sc}}\) to obtain

\[
V_{D} \begin{pmatrix} \omega_{\text{sc}}^{-1} P_{\text{rk},(k,\omega)} - \omega_{\text{sc}} D_{\text{ek},(k,\omega)} \\ \omega_{\text{sc}}^{-1} P_{\text{rw},(k,\omega)} - \omega_{\text{sc}} D_{\text{w},(k,\omega)} \end{pmatrix} (W_t \circ g, W \circ g) (t) = \frac{d}{dt} V_{D} (W_t \circ g) (t) + R_{\text{e},\partial D,(k,\omega)} (W_t \circ g, W \circ g) (t) - \left( \begin{pmatrix} \omega_{\text{sc}}^{-1} \\ 0 \end{pmatrix} \int_{\partial D} \langle \hat{f}_{v,(k,\omega)}(W_t \circ g, W \circ g), n(y) \rangle \, ds(y). \right)
\]

Equation (2.53) represents the nondimensional system of equations for the \(k\omega\)-model. Solving for \(\omega_{v,\omega}\) we still need to formulate the nondimensional eddy viscosity (2.21),

\[
\mu_{\text{t}}(W_t, W) = \frac{\hat{\rho}}{\rho_{\text{ref}}} \frac{\kappa_{\text{ref}}}{\omega_{\text{ref}}} \frac{\omega_{\text{sc}}}{\omega} = \frac{1}{\omega_{\text{sc}}} \frac{\kappa}{\omega} = \frac{\sqrt{\gamma M_{\infty} L}}{Re} \frac{\kappa}{\omega}.
\]
2.4. INITIAL AND BOUNDARY VALUE PROBLEMS

Within this section the dimensional Reynolds-averaged Navier-Stokes equations given by (2.1a) have been reformulated in nondimensional form by means of the reference states \( \rho_{\text{ref}}, p_{\text{ref}}, T_{\text{ref}} \) and \( L_{\text{ref}} \). The dimensional equations (2.1a) and nondimensional equations differ only by a constant factor and are therefore reformulated equivalently.

Moreover, also the turbulence flow equation of the Spalart-Allmaras model (2.18) and of the \( k\omega \)-model (2.22) have been reformulated in nondimensional form.

Remark 2.3.6 For the rest of this thesis the dimensional physical quantities are replaced by the nondimensional variables and the integral equations (2.1a), (2.18) and (2.22) are considered and implemented in their nondimensional forms (2.45), (2.52) and (2.53).

2.4 Initial and boundary value problems

So far, we have only stated the integral equations of interest. That is, the mean flow equations (2.45) together with a system of equations describing the required eddy viscosity \( \mu_t \), either (2.52) or (2.53). Naturally, for a closed representation we need to formulate a corresponding boundary value problem.

The boundary value problems of interest in this thesis model the motion of a rigid body through a viscous fluid. We formulate this as a flow past an obstacle, where the center of mass is held in place by appropriate forces and the fluid flow past the obstacle tends to a uniform velocity field at large distances from the obstacle. This consideration corresponds to a wind tunnel experiment. Mathematically, the domain of interest is then an exterior region and the boundary value problems are formulated as exterior flow problems.

Due to a missing lack of theoretical understanding pointed out in the introduction in Chapter 1, the definition of boundary values and conditions at infinity are not straightforward. For example, for a complete and closed formulation the decay behavior of infinity for \( \rho, u, p \) and additionally even for \( \tilde{\nu} \) or \( k \) and \( \omega \) is required, comparable for example to conditions (1.5) and (1.6). Since this is in general not possible we prescribe these values formally. For the representation of the exterior boundary value problems of interest we introduce the formal setting,

\[
W_\infty := (\rho_\infty, \rho_\infty u_\infty, \rho_\infty E_\infty), \\
W_{t,\infty} := \tilde{\nu}_\infty, \quad \text{or} \quad W_{t,\infty} := (k_\infty, \omega_\infty).
\]

The actual choice of these values for realization is given in Section 3.6. Furthermore, in the sequel let \( D \subset \mathbb{R}^m \) be a bounded domain and for the sake of simplicity, we assume that the boundary of \( \partial D \) is connected and that \( \partial D \) is an orientable submanifold of \( \mathbb{R}^m \) of dimension \( m - 1 \).
Though we have stated the RANS equations in their unsteady form, throughout the rest of this thesis we are only interested in approximating a steady state solution. Hence, we formulate the boundary value problems only for the steady state.

**Exterior inviscid flow problem:**
Find a function $W^\dagger$ that satisfies the steady Euler equations in $\mathbb{R}^m \setminus \overline{D}$, that is
\[
\frac{d}{dt} W^\dagger(x,t) = 0 \quad \text{for all} \quad x \in \mathbb{R}^m \setminus \overline{D}, \quad t \geq T^\dagger > 0,
\]
and satisfies the boundary condition
\[
\langle u, n \rangle = 0 \quad \text{on} \quad \partial D,
\]
and $\lim_{|x| \to \infty} W^\dagger(x,t) = W_\infty$ uniformly for all directions.

**Exterior viscous flow problem:**
Find a function $W$ that satisfies the steady (laminar) Navier-Stokes equations in $\mathbb{R}^m \setminus \overline{D}$, that is
\[
\frac{d}{dt} W(x,t) = 0 \quad \text{for all} \quad x \in \mathbb{R}^m \setminus \overline{D}, \quad t \geq T^\dagger > 0,
\]
and satisfies the (adiabatic) boundary conditions
\[
u = 0 \quad \text{and} \quad \frac{\partial T}{\partial n} = 0 \quad \text{on} \quad \partial D
\]
in the sense of a trace operator, and $\lim_{|x| \to \infty} W(x,t) = W_\infty$ uniformly for all directions.

**Exterior turbulent flow problem:**
Find a function $W$ that satisfies the steady RANS equations in $\mathbb{R}^m \setminus \overline{D}$, that is
\[
\frac{d}{dt} W(x,t) = 0 \quad \text{for all} \quad x \in \mathbb{R}^m \setminus \overline{D}, \quad t \geq T^\dagger > 0,
\]
and satisfies the (adiabatic) boundary conditions
\[
u = 0 \quad \text{and} \quad \frac{\partial T}{\partial n} = 0 \quad \text{on} \quad \partial D
\]
in the sense of a trace operator, and $\lim_{|x| \to \infty} W(x,t) = W_\infty$ uniformly for all directions. Additionally, find a function $W_t$ that either satisfies the equation of the Spalart-Allmaras or the $k\omega$-turbulence model in $\mathbb{R}^m \setminus \overline{D}$, and satisfies either the boundary conditions
\[
\tilde{\nu} = 0 \quad \text{or} \quad (k,\omega) = (0,\infty) \quad \text{on} \quad \partial D
\]
in the sense that
\[ \lim_{h \to 0^+} \omega(x - hn(x)) \to \infty, \quad x \in \partial D, \] (2.55)
and \( \lim_{|x| \to \infty} W_t(x, t) = W_{t,\infty} \) uniformly for all directions.

For the formulation of the steady state flow problems we point out the following important fact, which are a direct fact of the nondimensional equations (2.45), (2.52) and (2.53):

**Remark 2.4.1** The steady state flow problems formulated above are mathematically fully specified as follows:

a) The Exterior inviscid flow problem is specified by the prescription of a Mach number \( M_\infty \).

b) The Exterior viscous flow problem is specified by the prescription of a Mach number \( M_\infty \), the ratio of the length to the Reynolds number \( L/Re \) and the constant \( C_{suth} \).

c) The Exterior turbulent flow problem is specified by the prescription of a Mach number \( M_\infty \), the ratio of the length of the Reynolds number \( L/Re \) and the constant \( C_{suth} \).

Remark 2.4.1 might be a bit surprising. Though the original dimensional Euler and Navier-Stokes equations comprise several physical quantities, their mathematically core is restricted to only a few parameters. Therefore, in general care must be taken when one formulates from the original physical problem the mathematical setting and vice-versa.

### 2.5 Turbulence modeling: An inverse view

To evaluate the formulation and the accuracy of a turbulence model is not an easy task. From our perspective the following four points are a minimum standard one has to consider:

a) The full differential or integral formulation of the model,

b) its exact implementation,

c) a solution algorithm which is able to compute for a given number of degrees of freedom a machine accurate solution and

d) mesh converged results.
As soon as one of these criteria is not satisfied, certain doubts about the assertions made about a turbulence model arise. Unfortunately, throughout the literature about computational fluid dynamics computational details are often hidden and convincing arguments about convergence are also often missing. In particular, information about the actual formulation of boundary conditions as well as the possible impact of certain limitations of variables to stabilize the solution process is often missing. Even when all these criteria are satisfied and there is full evidence about the implementation, a strict conclusion about the accuracy of computed results is hard to obtain. Typical validation measures are the comparison with measurements which also come from a process which is inaccurate. This observation about this complex topic motivates to reconsider the origin of turbulence modeling as a parameter identification problem, typically an inverse problem which is ill-posed.

Inverse problems occur in many branches of science and mathematics. Usually, these problems involve the determination of some model parameters from observed data, as opposed to the problems arising from physical situations where the model parameters or material properties are known. The latter problems are in general well-posed. The mathematical term well-posed problem stems from a definition given by Hadamard [23]. He called a problem well-posed, if

1. a solution exists,
2. the solution is unique,
3. the solution depends continuously on the data, in some reasonable topology.

Problems that are not well-posed in the sense of Hadamard are termed ill-posed. Inverse problems are typically ill-posed. Of the three conditions for a well-posed problem, the condition of stability is most often violated and has our primary interest. This is motivated by the fact that in all applications the data will be measured and therefore perturbed by noise.

Turbulent flow is in general instantaneous and therefore unsteady. The laminar Navier-Stokes equations are a mathematical model to describe turbulent flows. We consider the exterior viscous flow problem and denote an integral curve satisfying this initial boundary value problem by $W_{\text{lam}}$.

Many reasons are responsible for why it is not possible to numerically approximate $W_{\text{lam}}$ directly. Besides the open problems to prescribe meaningful physical initial values, one severe issue is the numerical effort to carry out a direct numerical simulation for high Reynolds number turbulent flow. The number of mesh points required and the corresponding degrees of freedom is so large that in general such a computation cannot be realized within an appropriate time interval. Hence, the question arising is as follows:

Does there exist an appropriate modification of the laminar Navier-Stokes equations such that the modified equations exhibit three conditions:
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a) A steady state solution exists and it is unique.

b) The steady state solution represents important features of $W_{\text{lam}}$.

c) It is possible to compute numerically an approximation to the steady state solution.

Hence, it is our goal to find a modification of the **exterior viscous flow problem** to enforce a unique steady state solution of this problem. The modified flow problem should be such that its steady state solution represents characteristic features of the originally determined integral curve $W_{\text{lam}}$. At this point, we need to identify characteristic features of solutions to a given exterior viscous flow problem. For example, in applications often these are

a) pressure distributions,

b) skin-friction distributions,

c) velocity profiles,

d) the location of separations.

We summarize these characteristics as given data $Y$. In general these data are measurements and therefore perturbed by noise. Hence, we assume that instead of $Y$ only noisy data $Y^\delta$ satisfying

$$
\|Y^\delta - Y\| \leq \delta
$$

are available. In general, the noise level $\delta \geq 0$ is unknown.

The RANS equations differ from the laminar Navier-Stokes equations by the additional unknown eddy viscosity $\mu_t$. Heuristically speaking, the effect of $\mu_t$ can be interpreted as follows: To enforce a steady state solution of the laminar Navier-Stokes equations, a proper weighting of the diffusion terms needs to be incorporated into these equations. It is the mathematical idea that additional artificial weighting of the diffusion terms exacts a steady state solution. Therefore, the laminar viscosity is replaced by the sum of the laminar viscosity and with a function called eddy viscosity (see (2.9)).

It is the goal of turbulence modeling to prescribe the eddy viscosity such that characteristics of interest are represented by a solution to the **exterior turbulent flow problem**. To give the determination of the unknown function $\mu_t$ a more general view, we make the following assumption. We assume that $\mu_t(x,t) \geq 0$ and $\mu_t$ is constant outside of the ball $B_d := \{ x \in \mathbb{R}^m : |x| \leq d \}$. The characteristics of interest are often data defined on $\partial D$, that is, $Y \in L^2(\partial D)$. Within this notation we may formulate turbulence modeling as an inverse problem. The forward problem might be stated as follows. Given a method to determine the eddy viscosity $\mu_t$, find
a solution of the exterior turbulent flow problem. The inverse problem is to reconstruct the eddy viscosity from given data \( Y \in L^2(\partial D) \). To formulate the inverse problem consider the operator

\[
F : D(F) \to L^2(\partial D),
\]

\[
\mu_t \mapsto Y,
\]

which maps the eddy viscosity to the corresponding data, for example a pressure distribution. It is important to notice, that this last description of turbulence modeling is in general the way these models are derived. For a small number of test cases measurements are available, and then the model is constructed and calibrated such that it gives good agreement with these measurements.

The interpretation of turbulence modeling as an inverse problem gives rise to several questions, the most severe might be the one of well-posedness. Already the number of turbulence models in the literature which all yield to similar reconstructions of for example the pressure distributions or even skin frictions coefficients suggest non-uniqueness of the problem. Also, a small perturbation in the given pressure distribution may yield to a significantly different solution of the exterior turbulent flow problem and therefore also to a significant difference in the eddy viscosity. This suggests that also the condition of continuous dependency on the data is violated. These observations suggest that turbulence modeling by its mathematical nature is an ill-posed problem, that is the reconstruction of an eddy viscosity such that a solution of the exterior turbulent flow problem describes data (e.g. measurements). Therefore, the finding of a general ansatz to represent characteristics of turbulent flows for a whole variety of problems using the RANS equations seems to be challenging, and maybe even impossible.

Though the nature of turbulence modeling might be ill-posed, its application is formulated as forward problem. This is due to the fact that for a given problem in general no data \( Y^\delta \) are available, which are required to formulate the inverse problem. So, unfortunately at this point in time the reconstruction of \( \mu_t \) requires the solution of additional integral equations. Hence, we only want to make the point that when trying to evaluate results based on a turbulence model, that is for example the comparison of measurements such as pressure distributions with computed values, one should be aware of the fact that in general good agreement cannot be expected due to the mathematical character of the original problem.

Due to the increase in computational power and the ability to realize scale resolving simulation, we want to close this section and chapter with the following considerations for future work.

Assume that a function describing the eddy viscosity \( \mu_t \geq 0 \) is given. This function may be prescribed by an established turbulence model. Let us denote the steady state solution of the corresponding exterior turbulent flow problem by \( W^{\dagger}_{\text{turb}} \).
Furthermore, the associated possibly time dependent solution of the exterior laminar flow problem is given by $W_{\text{lam}}^\dagger$. Then, we introduce the error induced by the turbulence model within the time interval $[T_0, T_1]$ by

$$err_{\text{turb}} (T_0, T_1) := \int_{T_0}^{T_1} \left\| W_{\text{lam}}^\dagger (\cdot, t) - W_{\text{turb}}^\dagger \right\| dt, \quad T_1 \geq T_0.$$ 

Such an error measure does not only include surface data, but it includes the whole field solution. Naturally, a suitable norm needs to be chosen. We can only expect that $err_{\text{turb}} (T_0, T_1)$ can be small if there exists a continuous relationship between the solution $W_{\text{lam}}^\dagger$ of the laminar and $W_{\text{turb}}^\dagger$ of the Reynolds-averaged Navier-Stokes equations. That is, the change of the solution due to the modification of the set of equations by the eddy viscosity should lead to small differences in the solutions, mathematically speaking

$$\| \mu_t \| < \delta \quad \Rightarrow \quad err_{\text{turb}} (T_0, T_1) < \varepsilon.$$

The evaluation of such errors might be helpful to improve the characterization as well as potentials and shortcomings of established models and those developed from scratch.
Chapter 3

Discretization

This chapter is devoted to the description of the spatial approximation of the integral equations (2.45), (2.52) and (2.53). Before we discuss in detail the discretization of the occurring terms, let us start with some preliminary remarks.

The discretization strategy followed throughout this thesis employs a node centered, finite volume space discretization on unstructured meshes. The computational mesh, which is often called dual mesh, is constructed by the primary grid in a preprocessing step. The dual grid forms the control volumes with the unknowns at vertices of the primary grid. Figures 3.1 shows a triangular grid and the generated computational mesh.

![Figure 3.1: Example of a triangular primary grid and its dual grid](image)

For the discretization the distinction between the primary and the dual grid is not necessary. It only emphasizes that the grid which is generated by a mesh generation tool might be different than the actual computational mesh. For the discretization strategy followed in this thesis the required geometric data of the given mesh are:
a) the normal vector for each control surface,

b) the surface area for each control surface,

c) the barycenter for each control volume,

d) the distance to the closest wall for each control volume

Note, technically it does not matter whether this data was generated directly from a given primary mesh or by the introduction of a further intermediate step used to construct a computational mesh. On the other hand, with respect to accuracy, note that solutions obtained on these different computational meshes may differ significantly due to the different geometric data. This is in particular true for coarse grids, where an obtained solution might be far away from being mesh converged. In particular for the formulation of the discretization of boundary conditions the actual mesh geometry has to be considered. The construction of the dual mesh yields so-called half-cells near the boundary, which directly results in an undesired jump in the metric. An illustration of this issue as well as a discussion of the discretization strategies according to this property are given in Section 3.6 and Figure 3.3.

The boundary value problems formulated in Section 2.4 are exterior flow problems. As a consequence, analytically these problems are based on an unbounded domain of definition $D$. For outer aerodynamic problems, for example consider a free flying aircraft in the atmosphere, this is exactly what needs to be modeled. Naturally, in a discrete sense we cannot deal with an unbounded domain. It needs to be approximated by a bounded computational domain. To satisfy this condition, in general the outer boundary of the computational domain is constructed such that it is a certain number of chord lengths away from the considered body. This distance of the outer boundary to the body may ensure that viscous effects (2.1d) are of negligible effect in the farfield region of the computational domain. Nevertheless, both the restriction to a bounded domain and the necessary formulation of a free stream boundary condition introduce an approximation error which is not classified. Moreover, we will show that the assumption of negligible viscous effects is in general not true (see for example Section 6.10).

We subdivide the description of the discretization of the RANS equations into the inviscid and the viscous part, presented in Sections 3.2 and 3.4, as well as the discretization of the turbulent flow equations including source terms, considered in Section (3.5). Roughly speaking, source terms are all terms which do not belong to the inviscid and viscous terms and cannot be represented using boundary integrals.

Finally note, throughout this section and the next Section 4 the analysis for the discretization strategy and its derivatives is only presented for the three dimensional case $m = 3$. The two dimensional case is significantly simpler.
3.1 Computational mesh and Graph Theory

To discretize the spatial terms of the integral equations we assume that the bounded computational domain is covered by a given finite set of domains \( \{ D_i \}_{i=1}^{N_{\text{elem}}} \). To be more precise we give the following definition.

**Definition 3.1.1** Let \( D \subset \mathbb{R}^m \) be a bounded domain. Assume that there exists a finite set of open domains \( \{ D_i \}_{i=1}^{N_{\text{elem}}} \), \( D_i \subset \mathbb{R}^m \), \( D_i \neq \emptyset \), covering \( D \), that is

\[
D_i \subset D, \quad D = \bigcup_{i=1}^{N_{\text{elem}}} D_i, \quad D_i \cap D_j = \emptyset, \quad i \neq j.
\]

Then the set

\[
M := \{ D_i : i = 1, \ldots, N_{\text{elem}} \}
\]

is called a mesh or a grid or a decomposition covering \( D \).

**Definition 3.1.2** Assume that \( a \in \mathbb{R}^m \), \( A \in \mathbb{R}^{n \times m} \) and \( b \in \mathbb{R} \).

a) A hyperplane in \( \mathbb{R}^m \) is the set of all points \( x \in \mathbb{R}^m \) which satisfy \( \langle a, x \rangle = b \).

b) A halfspace is the set of all points \( x \in \mathbb{R}^m \) which satisfy \( \langle a, x \rangle \leq b \).

c) A polyhedron in \( \mathbb{R}^m \) is the intersection of finitely many halfspaces, i.e. the set \( \{ x : Ax \leq c \} \) for some \( c \in \mathbb{R}^n \).

d) A polytope is a bounded polyhedron.

**Definition 3.1.3** Let \( D \subset \mathbb{R}^m \), \( m = 2, 3 \), be a bounded domain and \( M \) a decomposition of \( D \). Furthermore assume that \( D_i \), \( i = 1, \ldots, N_{\text{elem}} \), are polytopes. The decomposition \( M \) is called feasible if for all \( i \neq j \) either \( \overline{D_i} \cap \overline{D_j} = \emptyset \) or one of the following conditions hold:

a) \( \overline{D_i} \cap \overline{D_j} \neq \emptyset \) and \( D_i \) and \( D_j \) share exactly one corner, or

b) \( \overline{D_i} \cap \overline{D_j} \neq \emptyset \) and \( D_i \) and \( D_j \) share exactly one edge, or

c) \( \overline{D_i} \cap \overline{D_j} \neq \emptyset \) and \( D_i \) and \( D_j \) share exactly one face (\( m = 3 \)).

**Definition 3.1.4** A feasible decomposition \( M \) of \( D \subset \mathbb{R}^m \) is called a triangulation or in our context a finite volume mesh.

**Definition 3.1.5** Let \( D \subset \mathbb{R}^m \) be a bounded domain.

a) The volume of \( D \) is denoted by

\[
\text{vol}(D) := \int_D 1 \, dx.
\]
b) The point \( x \in \mathbb{R}^m, \)

\[ x_i := \frac{1}{\text{vol}(D)} \int_D y_i dy, \quad i = 1, \ldots, m, \]

is called the barycenter of \( D. \)

There is a close connection between the definition of a mesh and the mathematical structure of a graph. Since we will apply results based on graph theory we shortly introduce the close connection.

**Definition 3.1.6** A graph \( G = (V, E) \) is a set of vertices \( V = V(G) \) along with a set of edges \( E = E(G) \subset V \times V. \)

**Definition 3.1.7** Let \( G = (V, E) \) be a graph.

a) Two vertices in \( G \) are neighbors if and only if they are joined by an edge.

b) \( G \) is called simple if no vertex is joined to itself by an edge.

c) \( G \) is finite if the set of vertices is finite and the set of edges is finite.

d) The degree of a vertex is the number of edges to which it is joined.

e) A path from vertex \( v_1 \in V \) to \( v_n \in V \) is a sequence of edges

\[ (v_1, v_2), \ldots, (v_{n-1}, v_n), \quad (v_{i-1}, v_i) \in E, \quad i = 2, \ldots, n. \]

Such a path is a cycle if \( v_1, \ldots, v_{n-1} \) are pairwise distinct and \( v_1 = v_n. \)

**Definition 3.1.8** Let \( D \subset \mathbb{R}^m \) be a bounded domain and assume that \( M \) is a triangulation of \( D. \) For two domains \( D_i \in M \) and \( D_j \in M, i \neq j, \) satisfying

\[ \overline{D_i} \cap \overline{D_j} = \partial D_i \cap \partial D_j \]

we define an edge (also called face) in the mesh \( M \) connecting \( D_i \) with \( D_j \) by \( e_{ij} := \partial D_i \cap \partial D_j. \) The set of edges (faces) is given by

\[ E(M) := \{ e_{ij} : i, j = 1, \ldots, N_{\text{elem}}, i \neq j \} \]

**Theorem 3.1.9** Let us denote by \( \Pi^M_G : M \rightarrow \mathbb{N} \) the mapping which projects each subdomain \( D_i \subset M \) of a mesh \( M \) to its natural number,

\[ \Pi^M_G : M \rightarrow \{1, \ldots, N_{\text{elem}}\} \]

\[ D_i \mapsto i, \]
and by \( \partial \Pi^M_G : E(M) \to \mathbb{N} \times \mathbb{N} \) the mapping which projects each edge (face) to its
tuple of numbers,

\[
\partial \Pi^M_G : E(M) \to \{1, \ldots, N_{\text{elem}}\} \times \{1, \ldots, N_{\text{elem}}\}
\]

\( e_{ij} \mapsto i \times j \).

Then the mappings \( \Pi^M_G \) and \( \partial \Pi^M_G \) are invertible and \( (\Pi^M_G(M), \partial \Pi^M_G(E(M))) \) is a

**Proof:** First of all note that

\[ \Pi^M_G(M) = \{1, \ldots, N_{\text{elem}}\} \]

describes a set of vertices and that there exists a one-to-one correspondence be-
tween the index \( i \) and its corresponding domain \( D_i \). Second, since \( e_{ij} \in E(M) \) we
have \( e_{ij} \neq \emptyset \) and hence \( \partial \Pi^M_G(E(M)) \in \Pi^M_G(M) \times \Pi^M_G(M) \). The invertibility of \( \partial \Pi^M_G \)
follows from the definition of the edges given in Definition 3.1.8.

Using the mappings \( \Pi^M_G, \partial \Pi^M_G \) and their inverse \( \Pi^M_G := (\Pi^M_G)^{-1}, \partial \Pi^M_G := (\partial \Pi^M_G)^{-1} \)
we can identify the computational mesh \( M \) and its corresponding graph \( \Pi^M_G(M) \). Hence, in the following we will use this identification straightforward without ex-

**Definition 3.1.10** Let \( D \subset \mathbb{R}^m \) be a bounded domain, assume that \( M \) is a trian-
gulation of \( D \), \( D_i \in M \).

a) If

\[ \overline{D}_i \cap (\mathbb{R}^m \setminus D) = \emptyset \]

we call \( D_i \) an inner domain or an inner element of \( M \).

b) If

\[ \overline{D}_i \cap (\mathbb{R}^m \setminus D) \neq \emptyset \]

we define the edge (face)

\[ e_{i, \text{bdry}} := \overline{D}_i \cap (\mathbb{R}^m \setminus D) \]

and call it a boundary edge (face).

c) The number of boundary edges (faces) is denoted by \( N_{\text{bdry}} \).

d) The set of boundary edges (faces) is given by

\[ E_{\text{bdry}}(M) := \{e_{i, \text{bdry}} : i = 1, \ldots, N_{\text{bdry}}\} \].
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Definition 3.1.11 Assume that $M$ is a triangulation of $D$ and $D_i \in M$.

a) The neighbors of a vertex $i$ are denoted by $\mathcal{N}(i)$ and the number of neighbors or the degree of $i$ is given by $\#\mathcal{N}(i)$.

b) The barycenter of $D_i$ is denoted by $p_i$.

c) Let $e_{ij} \in E(M)$. Then the Euclidean distance of the barycenter $p_i$ of $D_i$ and $p_j$ of $D_j$ is denoted by

$$\text{dist}(e_{ij}) := \|p_i - p_j\|_2. \quad (3.1)$$

Throughout the rest of this thesis we only deal with finite volume meshes. So, in the following, when the word mesh or grid is mentioned, it always means a finite volume mesh or a triangulation.

To define the discretization let us finally define some required geometric data.

Definition 3.1.12 Assume that $M$ is a triangulation of $D$ and that $e_{ij} \in E(M)$, and $e_{i,\text{bdry}} \in E_{\text{bdry}}(M)$.

a) The surface area of the face $e_{ij}$ is denoted by

$$\text{svol}(e_{ij}) := \int_{\partial D_i \cap \partial D_j} 1 \, ds.$$

b) The outer unit normal vector of the face $e_{ij}$ is denoted by

$$n_{e_{ij}} = n_{ij} = (n_{1,ij}, \ldots, n_{m,ij}).$$

c) The surface area of the boundary face $e_{i,\text{bdry}}$ is denoted by

$$\text{svol}(e_{i,\text{bdry}}) := \int_{\partial D_i \cap (\mathbb{R}^m \setminus D)} 1 \, ds.$$

d) The outer unit normal vector of the face $e_{i,\text{bdry}}$ is denoted by

$$n_{i,\text{bdry}} = (n_{1,i,\text{bdry}}, \ldots, n_{m,i,\text{bdry}}).$$

For polytopes these geometric data can in general be determined using explicit formulae.
### 3.2 Discretization: The inviscid part

In order to construct a discretization for the inviscid terms (2.1c) we consider a weak form of the Euler equations. To this end, to follow a classic derivation of this method, we shortly mention the classical differential form of the Euler equations. For the incompressible Navier-Stokes equations we already mentioned their differential form in the Introduction (see equations (1.1) and (1.2)). The differential form of the Euler equations is given by

\[
\frac{\partial}{\partial t} W(x, t) + \text{div}_c(W(x, t)) = 0. \tag{3.2}
\]

Introducing a suited test function \( v \) to multiply (3.2), and using the identity

\[
\text{div} (vf_c) = v \text{div} (f_c) + \langle f_c, \text{grad} v \rangle,
\]

integration by parts yields the variational formulation

\[
\int_D v \frac{dW}{dt} \, dx - \int_D \langle \text{grad} v, f_c(W) \rangle \, dx + \int_{\partial D} \langle vf_c(W), n \rangle \, ds = 0. \tag{3.3}
\]

Equation (3.3) holds for all possible test functions \( v \). Denoting by \( \Pi_k(D_i) \) the set of all polynomials with degree at most \( k \) on \( D_i \) and consider for a triangulation \( M \) covering \( D \) the space of functions

\[
Sp_k(M) := \{ v \in L^2(M) : v|_{D_i} \in \Pi_k(D_i), i = 1, \ldots, N_{\text{elem}} \}, \tag{3.4}
\]

it is the task to find \( W_M \in Sp_k(M) \) such that equation (3.3) carried over to \( M \) satisfies

\[
\sum_{i=1}^{N_{\text{elem}}} \left( \int_{D_i} v_M \frac{dW_M}{dt} \, dx - \int_{D_i} \langle \text{grad} v_M, f_c(W_M) \rangle \, dx \\
+ \int_{\partial D_i} \langle v_M f_c(W_M), n \rangle \, ds \right) = 0. \tag{3.5}
\]

This is a classical discontinuous Galerkin ansatz [4]. For the discretization quadrature formulae for the volume and surface integrals are required. Obviously, the evaluation of the surface integrals leads into trouble when the vector field \( W \) of conserved variables is discontinuous across \( e_{ij} \). For the solution of these Riemann problems the concept of a numerical flux function has been introduced. These flux functions are also often called Riemann solver. During the last decades a huge variety of numerical flux functions has been developed [21, 25, 26, 30, 70, 75, 77, 86, 107, 108, 52, 51]. Hence, the surface integral in (3.5) is understood as follows

\[
\int_{\partial D_i} \langle v_M f_c(W_M), n \rangle \, ds = \sum_{j \in N(i)} v^i_M \mathcal{H}(W^i_M, W^j_M, n) \, ds,
\]
where $\mathcal{H}$ denotes a numerical flux function and $v_M^i$ the evaluation of the continuous continuation of $v_M$ to the boundary of $D_i$, that is
\[
v_M^i(x) := \lim_{h \to +0} v_M^i (x + hn(x)). \tag{3.6}
\]

**Definition 3.2.1** Assume that $M$ is a triangulation of $D$, $D_i, D_j \in M$. A mapping $\mathcal{H} : C(D_i) \times C(D_j) \times \mathbb{R}^m \rightarrow L^1(\partial D_i \cap \partial D_j)$ is called a numerical flux function if it satisfies
\[
\mathcal{H}(W, W, n) |_{e_{ij}} = \langle f_c(W), n \rangle \tag{3.7}
\]
\[
\mathcal{H}(U, W, n) = -\mathcal{H}(W, U, -n) \tag{3.8}
\]

It is not topic of this thesis to consider general polynomial ansatz functions yielding high order schemes. In this thesis we restrict ourselves to a so-called finite volume discretization, that is we consider the space $Sp_0(M)$. Then, we approximate the unknown function $W$ representing it by a sum of constant ansatz functions. To this end we define the indicator function
\[
\mathbbm{1}_{D_i}(x) := \begin{cases} 1, & x \in D_i \\ 0, & \text{else} \end{cases}
\]
and approximate $W$ using the barycenters $p_i$ of $D_i$ by $W_h \in Sp_0(M)$,
\[
W(x, t) \approx W_h(x, t), \quad W_h(x, t) := \sum_{i=1}^{N_{\text{elem}}} W_i(t) \mathbbm{1}_{D_i}(x). \tag{3.9}
\]
In our context the coefficients represent the conservative variables
\[
W_i(t) := (\rho(p_i, t), (\rho u)(p_i, t), (\rho E)(p_i, t))^T, \quad i = 1, \ldots, N_{\text{elem}}. \tag{3.10}
\]
To shorten the notation we define for the rest of the thesis
\[
\rho_i := \rho(p_i, t), \quad (\rho u)_i := (\rho u)(p_i, t), \quad (\rho E)_i := (\rho E)(p_i, t).
\]
To derive the finite volume discretization note that the functions $W_i \mathbbm{1}_{D_i}$ satisfy
\[
\text{grad } (W_i \mathbbm{1}_{D_i}) |_{D_i} = 0, \quad i = 1, \ldots, N_{\text{elem}}, \tag{3.11}
\]
and hence, the Galerkin formulation (3.5) with the only test function
\[
v_M(x) = \sum_{i=1}^{N_{\text{elem}}} \mathbbm{1}_{D_i}(x)
\]
simplifies the general ansatz (3.5) to
\[
\sum_{i=1}^{N_{\text{elem}}} \left( \text{vol } (D_i) \frac{dW_i}{dt} + \int_{\partial D_i} \langle f_c(W_h), n \rangle ds \right) = 0, \tag{3.12}
\]
and the boundary integral in (3.12) is understood as
\[
\int_{\partial D_i} \langle f_c(W_h), n \rangle ds = \sum_{j \in \mathcal{N}(i)} \int_{e_{ij}} \mathcal{H}(W_L(i, \mathcal{N}(i)), W_R(j, \mathcal{N}(j)), n) ds,
\]
with a suited numerical flux function \( \mathcal{H} \). Here the notation \( W_L(i, \mathcal{N}(i)) \) and \( W_R(j, \mathcal{N}(j)) \) suggests that the functions to compute the flux over the face \( e_{ij} \) are possibly not only given directly by \( W_i \) and \( W_j \), but the stencil is maybe non compact. To be more exact, within this thesis we consider reconstructions of the states as follows,

\[
W_L(i, \mathcal{N}(i)) = W(W_i, W_{k, k \in \mathcal{N}(i)}) \quad \text{and} \quad W_R(j, \mathcal{N}(j)) = W(W_j, W_{k, k \in \mathcal{N}(j)}),
\]

that is the state \( W_L \) depends possibly on the coefficient vector \( W_i \) and all the surrounding coefficient vectors \( W_{k, k \in \mathcal{N}(i)} \), and the state \( W_R \) depends possibly on the coefficient vector \( W_j \) and all the surrounding coefficient vectors \( W_{k, k \in \mathcal{N}(j)} \).

Hence, the expression used to approximate the surface integral is understood as
\[
\int_{e_{ij}} \langle f_c(W_h), n_{e_{ij}} \rangle ds \approx \text{svol}(e_{ij}) \mathcal{H}(W_L(i, \mathcal{N}(i)), W_R(j, \mathcal{N}(j)), n_{e_{ij}}).
\]

The equation (3.12) represents in discretized form the conservation law (2.45). Going back to the general discontinuous Galerkin ansatz (3.5), and rewriting this equation using (3.8) by
\[
\sum_{i=1}^{N_{\text{elem}}} \left( \int_{D_i} v_M \frac{dW_M}{dt} dx - \int_{D_i} \langle \text{grad} \, v_M, f_c(W_M) \rangle dx \right) \]
\[
+ \sum_{e_{ij} \in E(M)} \int_{e_{ij}} (v_M^i - v_M^j) \mathcal{H}(W_{h,i}, W_{h,j}, n) ds \]
\[
+ \sum_{e_{i, \text{bdry}} \in E_{\text{bdry}}(M)} \int_{e_{i, \text{bdry}}} (v_M^i - v_M^i_{\text{bdry}}) \mathcal{H}(W_{h,i}, W_{h,i, \text{bdry}}, n) ds = 0, \quad (3.13)
\]
we conclude the following:

**Remark 3.2.2** Since \( (v_M^i - v_M^j) |_{e_{ij}} = 0 \) is in general only true for the constant test functions such as \( 1_{D_k}, k = i, j \), the discrete conservation property is for the discontinuous Galerkin method only true with respect to these constant test functions. In general, the conservation law does not hold for non-constant test functions \( v_M \in \mathcal{S}p_k(M) \).

Finally, a numerical flux function \( \mathcal{H} \) is required. Throughout this thesis we restrict ourselves to a central difference scheme with an added matrix valued artificial
viscosity [98, 92]. On a Cartesian mesh the discretization can be shown to be of second order according to a Taylor series expansion, but, on the other hand, notice that a Cartesian grid is not a necessary requirement for the discrete scheme to be second-order accurate. In general, for an unstructured grid the actual order of the discretization is hard to determine.

To handle shocks, that is discontinuities in the solution, a pressure switch is included into the dissipative part. This reduces in a neighborhood of the shock the scheme to first order. To deal with highly stretched meshes a cell stretching coefficient is included into the scheme. For more details about the construction and stability properties of central difference schemes with an added artificial viscosity we refer to [89, 88], and for the considered scheme below we refer to [63, 42]. To shorten the notation we define

$$ W_{N(i,j)} := (W_L (i, N(i)), W_R (j, N(j))). \quad (3.14) $$

**Definition 3.2.3** Assume that $M$ is a triangulation of $D$, $e_{ij} \in E(M)$. We define a numerical flux function in normal direction $n$ by

$$ \mathcal{H}(W_{N(i,j)}, n) := \frac{1}{2} \left[ (f_e(W_i), n) + (f_e(W_j), n) \right] - d_{ij} \left( W_{N(i,j)}, n \right), \quad (3.15) $$

where

$$ d_{ij} \left( W_{N(i,j)}, n \right) := \frac{1}{2} P_{ij}^{-1} |P_{ij} A_{ij}^{Roe}| \left\{ \Psi_{ij} (W_j - W_i) - \xi_{ij} (W_{N(i,j)}) \right\}, \quad (3.16) $$
$$ L_i \left( W_{N(i,j)} \right) := \sum_{j \in N(i)} (W_j - W_i), \quad A_{ij}^{Roe} := \frac{\partial \langle f_e (W_{ij,Roe}), n \rangle}{\partial W}, $$
$$ \Psi_{ij} := \min\{ \varepsilon_{\psi} \Psi_{ij}^+, 1\}, \quad \Psi_{ij}^+ := \frac{(p_j - p_i)^2}{(p_j + p_i)^2}, \quad \varepsilon_{\psi} := 8. $$

The cell stretching coefficient $s_{ij}$ is based on the absolute value of the largest convective eigenvalue scaled by the surface area and computed by

$$ \lambda_{i,Roe} := \sum_{j \in N(i)} \text{svol} (e_{ij}) \lambda_{ij,Roe}, $$
$$ \lambda_{ij,Roe} := |V_{ij,Roe} + a_{ij,Roe}|, \quad V_{ij,Roe} := \langle u_{ij,Roe}, n \rangle, $$
$$ s_{ij} \left( W_{N(i,j)} \right) := 1 + 2 \frac{\sqrt{z_i} \sqrt{z_j}}{\varepsilon_i + \varepsilon_j}, \quad z_i := \frac{\lambda_{ij,Roe} - \text{svol} (e_{ij}) \lambda_{ij,Roe}}{\text{svol} (e_{ij}) \lambda_{ij,Roe}}, \quad (3.17) $$

In (3.16) $P_{ij} := P_{ij} (W_{ij,Roe}) \in \mathbb{R}^{5 \times 5}$ is an invertible matrix valued operator.
Definition 3.2.4 Assume that $M$ is a triangulation of $D$, $e_{ij} \in E(M)$. We define a numerical flux function in normal direction $n$ corresponding to a first order Roe scheme by

$$H^{1st,\text{Roe}}(W_i, W_j, n) := \frac{1}{2} [ \langle f_c(W_i), n \rangle + \langle f_c(W_j), n \rangle ] - \frac{1}{2} P^{-1}_{ij} |P_{ij} A_{ij}^{\text{Roe}}| (W_j - W_i). \quad (3.18)$$

Remark 3.2.5 The matrix $P_{ij}$ has been introduced for later use to extend the discretization scheme to the incompressible limit. This is discussed in Section 3.3.1. Throughout this section we assume that $P_{ij} = I$.

Remark 3.2.6 Due to its importance and according to Definition 3.2.3 we explicitly defined the first order Roe scheme in Definition 3.2.4. This scheme is important to formulate robust multigrid algorithms. And, it cannot be directly derived from the numerical flux function in Definition 3.2.3.

The superscript 'Roe' means that we use Roe averaged variables [77] to evaluate the corresponding term on the edge (face) $ij$,

$$\rho_{ij,\text{Roe}} := \sqrt{\rho_i \rho_j}, \quad (3.19a)$$

$$(u_{ij,\text{Roe}})_k := \frac{(u_i)_k \sqrt{\rho_i} + (u_j)_k \sqrt{\rho_j}}{\sqrt{\rho_i} + \sqrt{\rho_j}}, \quad k = 1, \ldots, m, \quad (3.19b)$$

$$H_{ij,\text{Roe}} := \frac{H_i \sqrt{\rho_i} + H_j \sqrt{\rho_j}}{\sqrt{\rho_i} + \sqrt{\rho_j}}. \quad (3.19c)$$

Applying the equation (2.5), definition (3.19c) is used to compute the square of the corresponding Roe averaged speed of sound to obtain the total energy,

$$a_{ij,\text{Roe}}^2 := (\gamma - 1) \left( H_{ij,\text{Roe}} - \frac{1}{2} \|u_{ij,\text{Roe}}\|_2^2 \right). \quad (3.19d)$$

$$E_{ij,\text{Roe}} := \frac{H_{ij,\text{Roe}} - a_{ij,\text{Roe}}^2}{\gamma}. \quad (3.19e)$$

The construction of the linear operator $|A_{ij}^{\text{Roe}}|$ is topic of Section 3.2.3.

To understand the effect of the cell stretching coefficient $s_{ij}$ we consider the near wall boundary layer flow resolved by an anisotropic mesh represented in Figure 3.2. Assuming that the magnitude of the speed of sound is much greater than the streamwise normal velocities in the viscous boundary layer, $a_{ik,\text{Roe}} \gg V_{ik,\text{Roe}}$, that the speed
of sound is constant over neighboring cells and \( dH \gg dh \), we approximate for a vertical face, for example, between the cells \( i \) and \( k_1 \)

\[
  z_i = \left( \sum_{k \in N(i)} svol(e_{ik}) \left( |V_{ik,Roe} + a_{ik,Roe}| \right) - svol(e_{ik_1}) \left( |V_{ik_1,Roe} + a_{ik_1,Roe}| \right) \right) \approx \frac{2dH - dh}{dh} \approx \frac{2dH}{dh}
\]

and therefore

\[
  s_{ij} (W_{N(i,j)}) \approx 1 + 2 \frac{2dH}{ \sqrt{2dH/dh} } = 1 + \sqrt{2dH/dh}. \tag{3.20}
\]

Exchanging the role of \( dh \) and \( dH \) we get for a horizontal face (e.g. the face between the cells \( i \) and \( k_4 \))

\[
  z_i \approx \frac{2dH - dH}{dH} \approx 1, \quad \text{hence} \quad s_{ij} (W_{N(i,j)}) \approx 1 + \frac{1}{2} = 2.
\]

The approximation (3.20) shows that the factor \( s_{ij} \) is designed to increase the dissipation significantly for highly stretched cells in direction of the cell stretching. This is a desired effect to improve the reliability of the discretization. The factor \( \xi \) is a global constant weighting factor. In all our computations we choose \( \xi = 1/64 \).

**Theorem 3.2.7** The numerical flux functions (3.15) and (3.18) satisfy the conditions of Definition 3.2.1.

**Proof:** Using the definition of the indicator function \( 1_{D_k} \) it is clear that \( W_k 1_{D_k} \) represent continuous functions on \( D_k \). Using the continuous continuation (3.6) and the continuity of all other operators, the flux functions yield an integrable function on \( \partial D_i \cap \partial D_j \). In case \( W_i = W_j \) and \( W_L = W_R \) all the differences satisfy \( W_j - W_i = 0 \). Using (3.6) we conclude (3.7). To prove (3.8) note that

\[
  \frac{1}{2} \left[ \langle f_c(W_i), n \rangle + \langle f_c(W_j), n \rangle \right] = -\frac{1}{2} \left[ \langle f_c(W_j), -n \rangle + \langle f_c(W_i), -n \rangle \right],
\]

\[
  W_j - W_i = -(W_i - W_j).
\]
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Since \( P_{ij}^{-1} P_{ij} \mathbf{A}_{ij}^{\text{Roe}} \) and \( \psi_{ij} \) are invariant with respect to the change \( n \mapsto -n \), we get (3.8).

\[ \square \]

3.2.1 Derivative of convective flux

The implementation of the numerical flux function (3.15) requires knowledge of \( \mathbf{A}_{ij}^{\text{Roe}} \) and its eigenvalues and eigenvectors to construct the absolute value of this operator. Although this information can be found in many textbooks (see e.g. [6]), we follow here another way to derive this information. Our way of determining the eigenvalues and eigenvectors does not require rewriting the derivative in primitive variables and convert it back. We end up with a formulation of \(|\mathbf{A}_{ij}^{\text{Roe}}|\), which can be implemented straightforward (see formula (3.33) below).

**Theorem 3.2.8** The derivative of the convective flux \( \langle f_c, n \rangle \) in normal direction \( n \) is given by

\[ \frac{\partial \langle f_c(W), n \rangle}{\partial W} = \mathbf{VI} + a_1 b_1^T + a_2 b_2^T, \quad (3.21) \]

where

\[ a_1 := (1, u_1, u_2, u_3, H)^T, \quad a_2 := (0, n_1, n_2, n_3, V)^T, \]

\[ b_1 := (-V, n_1, n_2, n_3, 0)^T, \quad b_2 := \left(\frac{\partial p(W)}{\partial W}\right)^T. \]

**Proof:** To prove (3.21) we rewrite the convective part of (2.1a),

\[ \langle f_c(W), n \rangle = V \begin{pmatrix} \rho \\ \rho u_1 \\ \rho u_2 \\ \rho u_3 \\ \rho E \end{pmatrix} + p \begin{pmatrix} 0 \\ n_1 \\ n_2 \\ n_3 \\ 0 \end{pmatrix} + Vp \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 1 \end{pmatrix} = VW + p \begin{pmatrix} 0 \\ n_1 \\ n_2 \\ n_3 \\ V \end{pmatrix}. \]

Straightforward differentiation of \( \langle f_c, n \rangle \) yields

\[ \frac{\partial \langle f_c(W), n \rangle}{\partial W} = \mathbf{VI} + W \frac{\partial V(W)}{\partial W} + p \begin{pmatrix} n_1 \\ n_2 \\ n_3 \\ V \end{pmatrix} \frac{\partial p(W)}{\partial W} + p \begin{pmatrix} 0 \\ 0 \\ 0 \\ \frac{\partial V(W)}{\partial W} \end{pmatrix}. \quad (3.22) \]

Using (2.2) and the derivative for the normal velocity

\[ \frac{\partial V(W)}{\partial W} = \frac{1}{\rho} (-V, n_1, n_2, n_3, 0) \quad (3.23) \]
we simplify (3.22) to
\[
\frac{\partial \langle f_c(W) , n \rangle}{\partial W} = V I + \begin{pmatrix}
1 & u_1 \\
u_2 & u_3 & H
\end{pmatrix} (-V, n_1, n_2, n_3, 0) + \begin{pmatrix}
0 & n_1 \\
n_2 & n_3 & V
\end{pmatrix} \frac{\partial p(W)}{\partial W}.
\tag{3.24}
\]

From (3.22) and (3.24) it is obvious that the computation of \( \frac{\partial (f_c, n)}{\partial W} [W] \) only requires the computation of the derivatives of the normal velocity (3.23) and of the pressure \( p \). Assuming the equation of state (2.3), which we do throughout this thesis, we have
\[
\frac{\partial p(W)}{\partial W} = (\gamma - 1) \left( \frac{1}{2} \frac{\|u\|^2}{u}, -u_1, -u_2, -u_3, 1 \right).
\tag{3.25}
\]

For the representation of the derivative \( \frac{\partial (f_c, n)}{\partial W} [W] \) we distinguish between column and row vectors, e.g. \( \frac{\partial V(W)}{\partial W} \in \mathbb{R}^{1 \times 5} \), whereas \( W \in \mathbb{R}^{5 \times 1} \). In this notation \( W \frac{\partial V(W)}{\partial W} \in \mathbb{R}^{5 \times 5} \), as expected.

Equation (3.21) is a compact representation for the derivative of \( \langle f_c, n \rangle \). For completeness and implementation issues let us write down the derivative in full matrix notation,
\[
\frac{\partial \langle f_c(W) , n \rangle}{\partial W} = \begin{pmatrix}
n_1 \frac{\zeta_1 u_1}{2} - u_1 V & n_1 \zeta_2 u_1 + V & n_2 u_1 - n_1 \zeta_2 u_2 & n_3 u_1 - n_1 \zeta_2 u_3 & n_1 \zeta_2 \\
n_2 \frac{\zeta_2 u_2}{2} - u_2 V & n_1 u_2 - n_2 \zeta_2 u_1 & n_2 \zeta_3 u_2 + V & n_3 u_2 - n_2 \zeta_2 u_3 & n_2 \zeta_2 \\
n_3 \frac{\zeta_3 u_3}{2} - u_3 V & n_1 u_3 - n_3 \zeta_2 u_1 & n_2 u_3 - n_3 \zeta_2 u_2 & n_3 \zeta_3 u_3 + V & n_3 \zeta_2 \\
(\zeta_2 \|u\|^2 - \gamma E) V & n_1 \zeta_1 - \zeta_2 u_1 V & n_2 \zeta_1 - \zeta_2 u_2 V & n_3 \zeta_1 - \zeta_2 u_3 V & \gamma E
\end{pmatrix}
\]

where
\[
\zeta_1 := \gamma E - \Phi, \quad \zeta_2 := \gamma - 1, \quad \zeta_3 := 2 - \gamma, \quad \Phi := \frac{1}{2} (\gamma - 1) \|u\|^2.
\]

### 3.2.2 Eigendecomposition of the derivative of the convective flux

The compact representation (3.21) allows a straightforward computation of the eigenvalues and eigenvectors of the derivative of the convective flux.
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**Theorem 3.2.9** The derivative matrix of the convective flux given by (3.21) has the following set of eigenpairs:

\[
\{(V, g_1), (V, g_2), (V, g_3), (V + a, g_4), (V - a, g_5)\}
\]

where

\[
\begin{align*}
  g_1 & := n_1 y_1 + ay_2, \\
  g_2 & := n_2 y_1 + ay_3, \\
  g_3 & := n_3 y_1 + ay_4, \\
  g_4 & := a_1 + aa_2, \\
  g_5 & := a_1 - aa_2.
\end{align*}
\]

Here \(a_1\) and \(a_2\) are defined in Theorem 3.2.8 and

\[
\begin{align*}
  y_1 & := \begin{pmatrix} 1 \\ u_1 \\ u_2 \\ n_3 \\ \frac{\|u\|^2}{2} \end{pmatrix}, \\
  y_2 & := \begin{pmatrix} 0 \\ 0 \\ n_3 \\ -n_2 \\ u_2 n_3 - u_3 n_2 \end{pmatrix}, \\
  y_3 & := \begin{pmatrix} 0 \\ -n_3 \\ 0 \\ n_1 \\ u_3 n_1 - u_1 n_3 \end{pmatrix} \quad \text{and} \quad y_4 := \begin{pmatrix} 0 \\ n_2 \\ -n_1 \\ 0 \\ u_1 n_2 - u_2 n_1 \end{pmatrix}.
\end{align*}
\]

**Proof:** Using representation (3.21) it is obvious that \(x \in \mathbb{R}^5\) is eigenvector with eigenvalue \(V\) of \(\frac{\partial f(x, n)}{\partial W}\) if the following orthogonality relations hold:

\[
b_1^T x = b_2^T x = 0
\]

It can be easily verified that the vectors \(y_1, \ldots, y_4\) satisfy (3.26). However, the vectors \(y_2, y_3\) and \(y_4\) are linearly dependent since

\[
n_1 y_2 + n_2 y_3 + n_3 y_4 = 0.
\]

Three linear independent eigenvectors may be obtained by \(g_1, g_2\) and \(g_3\). To identify the remaining eigenvectors we use the vectors \(a_1, a_2\) and \(b_1, b_2\) from Theorem 3.2.8 and the relations

\[
b_1^T a_1 = b_2^T a_2 = 0, \quad b_1^T a_2 = 1 \quad \text{and} \quad b_2^T a_1 = a^2.
\]
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Then we compute using (3.21)

\[
\partial \langle f_c (W), n \rangle (a_1 + aa_2) = Va_1 + a^2 a_2 + Vaa_2 + aa_1 \\
= (V + a)(a_1 + aa_2),
\]

\[
\partial \langle f_c (W), n \rangle [W] (a_1 - aa_2) = Va_1 + a^2 a_2 - Vaa_2 - aa_1 \\
= (V - a)(a_1 - aa_2).
\]

□

Finally, to implement the numerical flux function \( H \) in (3.15) the inverse of the matrix corresponding to the eigenvectors of \( \frac{\partial \langle f_c, n \rangle}{\partial W} \),

\[
G := (g_1, g_2, g_3, g_4, g_5)
\]

is required.

**Theorem 3.2.10** We define the vectors

\[
\begin{align*}
    r_1 &:= \frac{\gamma - 1}{a^2} (H - \|u\|^2_2, u_1, u_2, u_3, -1)^T, \\
    r_2 &:= (u_2 n_3 - u_3 n_2, 0, -n_3, n_2, 0)^T, \\
    r_3 &:= (u_3 n_1 - u_1 n_3, n_3, 0, -n_1, 0)^T, \\
    r_4 &:= (u_1 n_2 - u_2 n_1, -n_2, n_1, 0, 0)^T.
\end{align*}
\]

and

\[
\begin{align*}
    q_1 &:= n_1 r_1^T - \frac{1}{a} r_2^T, \\
    q_2 &:= n_2 r_1^T - \frac{1}{a} r_3^T, \\
    q_3 &:= n_3 r_1^T - \frac{1}{a} r_4^T, \\
    q_4 &:= \frac{1}{2a^2} (b_2^T + ab_1^T), \\
    q_5 &:= \frac{1}{2a^2} (b_2^T - ab_1^T).
\end{align*}
\]

Then the inverse of \( G \) is given by

\[
G^{-1} = \begin{pmatrix} q_1 \\ q_2 \\ q_3 \\ q_4 \\ q_5 \end{pmatrix}.
\]
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**Proof:** Recall the definitions of $y_1, \ldots, y_4$ and $g_1, \ldots, g_5$ given in Theorem 3.2.9 and equation (2.5). To prove the theorem we use the important equations

$$r_1^T y_1 = \frac{\gamma - 1}{a^2} \left( H - \|u\|_2^2 + \|u\|_2^2 - \frac{\|u\|_2^2}{2} \right) = \frac{\gamma - 1}{a^2} \left( H - \frac{\|u\|_2^2}{2} \right) = 1,$$

$$r_1^T y_2 = r_1^T y_3 = r_1^T y_4 = r_2^T y_1 = r_3^T y_1 = r_4^T y_1 = 0,$$

$$r_2^T y_2 = -n_2^2 - n_2^2, \quad r_3^T y_3 = -n_2^2 - n_2^2, \quad r_4^T y_4 = -n_2^2 - n_2^2,$$

$$r_3^T y_4 = n_1 n_2, \quad r_2^T y_4 = n_1 n_3, \quad r_3^T y_2 = n_1 n_2,$$

$$r_3^T y_4 = n_2 n_3, \quad r_4^T y_2 = n_1 n_3, \quad r_4^T y_3 = n_2 n_3,$$

$$b_1^T y_1 = b_2^T y_2 = b_1^T y_3 = b_1^T y_4 = 0,$$

$$b_2^T y_1 = b_2^T y_2 = b_2^T y_3 = b_2^T y_4 = 0,$$

and (3.27) to conclude

$$q_1 g_1 = \left( n_1^2 r_1^T y_1 + an_1 r_1^T y_2 - \frac{n_1}{a} r_2^T y_1 - r_2^T y_2 \right) = (n_1^2 + n_2^2 + n_3^2) = 1,$$

$$q_1 g_2 = q_1 g_3 = q_1 g_4 = q_1 g_5 = 0,$$

$$q_2 g_2 = \left( n_2^2 r_2^T y_1 + n_2 a r_1^T y_3 - \frac{n_3}{a} r_3^T y_1 - r_3^T y_3 \right) = (n_1^2 + n_2^2 + n_3^2) = 1,$$

$$q_2 g_1 = q_2 g_3 = q_2 g_4 = q_2 g_5 = 0,$$

$$q_3 g_3 = \left( n_3^2 r_3^T y_1 + n_3 a r_2^T y_3 - \frac{n_3}{a} r_4^T y_1 - r_4^T y_4 \right) = (n_1^2 + n_2^2 + n_3^2) = 1,$$

$$q_3 g_1 = q_3 g_2 = q_3 g_4 = q_3 g_5 = 0,$$

$$q_4 g_4 = \frac{1}{2a^2} \left( b_1^T a_1 + ab_2^T a_2 + ab_1^T a_1 + a^2 b_1^T a_2 \right) = \frac{1}{2a^2} (a^2 + a^2) = 1,$$

$$q_4 g_1 = q_4 g_2 = q_4 g_3 = q_4 g_5 = 0,$$

$$q_5 g_5 = \frac{1}{2a^2} \left( b_2^T a_1 - ab_2^T a_2 - ab_1^T a_1 + a^2 b_1^T a_2 \right) = \frac{1}{2a^2} (a^2 + a^2) = 1,$$

$$q_5 g_1 = q_5 g_2 = q_5 g_3 = q_5 g_4 = 0.$$

This proves the assertion.

\[\square\]

3.2.3 Implementation of the Matrix Dissipation operator

**Remark 3.2.11** In this and the following Sections 3.3.2, 3.3.3 and 3.3.4 we neglect in the notation the subscript $ij$. Everything is understood as face values using Roe-averaged variables.

To implement the matrix valued operator $|A_{ij}^{\text{Roe}}|$ required in Definition 3.2.3 note that due to Theorems 3.2.9 and 3.2.10 we have the representation

$$\frac{\partial (f_\alpha (W), n)}{\partial W} = \sum_{j=1}^{5} \alpha_j g_j q_j,$$

(3.32)
where the scalars \( \alpha_j \) are given by the eigenvalues

\[
\alpha_1 = \alpha_2 = \alpha_3 = V, \quad \alpha_4 = V + a, \quad \alpha_5 = V - a.
\]

Therefore, we do not follow the standard implementation introduced in [98, 92] and extended to 3-D in [104], but we define the absolute value by the functional calculus

\[
\left| \frac{\partial \langle f, (W), n \rangle}{\partial W} \right| := \sum_{j=1}^{5} |\alpha_j| g_j q_j.
\]  (3.33)

Formula (3.33) gives the prototype to implement the operator \( |A_{\text{Roe}}| \) required for the flux function \( H \) in (3.15).

**Remark 3.2.12** A straightforward implementation of this operator in general gives an unstable discretization scheme, in particular when one of the eigenvalues is \( \approx 0 \). This happens for example in stagnation points or in the neighborhood of a shock. To avoid instabilities when one of the eigenvalues is \( \approx 0 \) in general some so-called entropy fix is required.

For some \( 0 \leq \delta_{\text{ef}} \leq 1 \) the entropy fix described most often in the literature is to replace the absolute eigenvalues by

\[
|\Lambda|_{\text{ef}} := \text{diag}\left(|V|_{\text{ef},1}, |V|_{\text{ef},1}, |V|_{\text{ef},1}, |V+a|_{\text{ef},2}, |V-a|_{\text{ef},3}\right)
\]

where

\[
|V|_{\text{ef},1} := |\lambda_i|_{\text{ef},1} := \max \{|V|, \delta_{\text{ef}} (|V| + a)\}, \quad i = 1, 2, 3, \quad (3.34a)
\]
\[
|V+a|_{\text{ef},2} := |\lambda_4|_{\text{ef},2} := \max \{|V+a|, \delta_{\text{ef}} (|V| + a)\}, \quad (3.34b)
\]
\[
|V-a|_{\text{ef},3} := |\lambda_5|_{\text{ef},3} := \max \{|V-a|, \delta_{\text{ef}} (|V| + a)\}. \quad (3.34c)
\]

Throughout this thesis we used a value of \( \delta_{\text{ef}} = 1/5 \). Choosing for example \( \delta_{\text{ef}} = 1 \) one directly gets a scalar dissipative scheme. Finally, we define

\[
|A_{\text{Roe}}|_{\text{ef}} := G |\Lambda|_{\text{ef}} G^{-1}. \quad (3.35)
\]

Another entropy fix is the so-called Harten entropy fix [27]. Here \( \alpha_j \) is replaced by

\[
\alpha_j^* := \begin{cases} 
\alpha_j, & \alpha_j > \delta_H \\
\alpha_j^2 + \delta_H^2, & \alpha_j \leq \delta_H.
\end{cases} \quad (3.36)
\]

In this formulation \( 0 < \delta_H \) usually depends on the speed of sound. One often finds the choice \( \delta_H := a/4 \) or \( \delta_H := a/8 \). Again, note that for the choice \( \delta_H = \alpha_j \) no entropy fix is used.
The combination of (3.33), (3.34) and (3.35) gives the efficient implementation

\[ |A_{\text{Roe}}|_{\text{ef}} = \left( \sum_{j=1}^{3} |\lambda_j|_{\text{ef},1} g_j q_j \right) + |\lambda_4|_{\text{ef},2} g_4 q_4 + |\lambda_5|_{\text{ef},3} g_5 q_5. \]  

(3.37)

Note that the representation (3.37) does not require the construction of the full matrix \( A_{\text{Roe}} \in \mathbb{R}^{5 \times 5} \) since only the vector products \( q_i x, x \in \mathbb{R}^5 \) need to be implemented.

Nevertheless, in our implementation we do not use the representation (3.37). Following ideas of Rossow [78, 79] we are going to represent the weighting operator \( |A_{\text{Roe}}|_{\text{ef}} \) with respect to the local Mach number. Based on this representation we will discuss in Section 3.3 a modification allowing for an extension to incompressible, low Mach number flows.

**Theorem 3.2.13** Assume that \( 0 \leq \delta_{\text{ef}} \leq 1 \) and define

\[
|M|_{\text{ef,1}} := \max \{|M|, \delta_{\text{ef}} (|M| + 1)\},
\]

(3.38a)

\[
|M + 1|_{\text{ef,2}} := \max \{|M + 1|, \delta_{\text{ef}} (|M| + 1)\},
\]

(3.38b)

\[
|M - 1|_{\text{ef,3}} := \max \{|M - 1|, \delta_{\text{ef}} (|M| + 1)\},
\]

(3.38c)

\[
M_0^{(1)} := \frac{1}{2} (|M + 1|_{\text{ef,2}} - |M - 1|_{\text{ef,3}}),
\]

(3.38d)

\[
M_0^{(2)} := \frac{1}{2} (-2|M|_{\text{ef,1}} + |M + 1|_{\text{ef,2}} + |M - 1|_{\text{ef,3}}).
\]

(3.38e)

where \( M \) denotes the Mach number on the edge \( e_{ij} \), that is

\[
M = M_{ij,\text{Roe}} = \frac{V_{ij,\text{Roe}}}{a_{ij,\text{Roe}}},
\]

Note that (3.38) correspond to (3.34) expressed in terms of the Mach number. Then the operator \( |A_{\text{Roe}}|_{\text{ef}} \) has the following representation:

\[
( |A_{\text{Roe}}|_{\text{ef}} )_{1,1,1} = |V|_{\text{ef,1}} - VM_0^{(1)} + \frac{1}{a} \|u\|_2^2 (\gamma - 1) M_0^{(2)}
\]

(3.39a)

\[
( |A_{\text{Roe}}|_{\text{ef}} )_{1,i+1} = n_i M_0^{(1)} + \frac{1}{a} (1 - \gamma) u_i M_0^{(2)}, \quad i = 1, 2, 3
\]

(3.39b)

\[
( |A_{\text{Roe}}|_{\text{ef}} )_{1,5} = \frac{1}{a} (\gamma - 1) M_0^{(2)},
\]

(3.39c)
\[\left| A_{\text{Roe}}^{\text{ef}} \right|_{i+1,j+1} = n_j u_i M_0^{(1)} + \delta_{ij} |V|_{\text{ef},1} + n_i n_j a M_0^{(2)} + (1 - \gamma) u_j \left( \frac{1}{a} u_i M_0^{(2)} + n_i M_0^{(1)} \right), \quad i, j = 1, 2, 3, \] (3.39e)

\[\left| A_{\text{Roe}}^{\text{ef}} \right|_{i+1,5} = (\gamma - 1) \left( \frac{1}{a} u_i M_0^{(2)} + n_i M_0^{(1)} \right), \quad i = 1, 2, 3, \] (3.39f)

\[\left| A_{\text{Roe}}^{\text{ef}} \right|_{5,i+1} = (1 - \gamma) u_i \left( VM_0^{(1)} + \frac{1}{a} HM_0^{(2)} \right) + n_i V a M_0^{(2)} + n_i H M_0^{(1)}, \quad i = 1, 2, 3. \] (3.39i)

**Proof:** In principle the representation follows from straightforward computations. We carry out the computation term by term. To this end we introduce another set of primitive variables

\[W_{\text{prim}}^{(1)} := (\rho, u_1, u_2, u_3, p).\]

The matrices converting the conservative variables to the primitive variables \(W_{\text{prim}}^{(1)}\) and back are given by

\[
\frac{\partial W}{\partial W_{\text{prim}}^{(1)}} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & \rho & 0 & 0 & 0 \\
0 & 0 & \rho & 0 & 0 \\
0 & 0 & 0 & \rho & 0 \\
\frac{\|u\|^2}{2} & \rho u_1 & \rho u_2 & \rho u_3 & \frac{1}{\gamma-1}
\end{pmatrix},
\]

\[
\frac{\partial W_{\text{prim}}^{(1)}}{\partial W} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
-\frac{u_1}{\rho} & \frac{1}{\rho} & 0 & 0 & 0 \\
-\frac{u_2}{\rho} & 0 & \frac{1}{\rho} & 0 & 0 \\
-\frac{u_3}{\rho} & 0 & 0 & \frac{1}{\rho} & 0 \\
(\gamma - 1)\frac{\|u\|^2}{2} & (1 - \gamma) u_1 & (1 - \gamma) u_2 & (1 - \gamma) u_3 & \gamma - 1
\end{pmatrix}.
\]
3.2. DISCRETIZATION: THE INVISCID PART

Then, using (3.35) we exploit the following identity:

$$\begin{align*}
|A^{\text{Roe}}|_{ef} &= \frac{1}{2} \frac{\partial W}{\partial W^{(1)}_{\text{prim}}} G^{(1)}_{\text{prim}} [\Lambda + |\Lambda|_{ef}] \left( G^{(1)}_{\text{prim}} \right)^{-1} \frac{\partial W^{(1)}_{\text{prim}}}{\partial W} \\
&- \frac{1}{2} \frac{\partial W}{\partial W^{(1)}_{\text{prim}}} G^{(1)}_{\text{prim}} [\Lambda - |\Lambda|_{ef}] \left( G^{(1)}_{\text{prim}} \right)^{-1} \frac{\partial W^{(1)}_{\text{prim}}}{\partial W}. \tag{3.40}
\end{align*}$$

where $G$ is the matrix of eigenvectors defined in Theorem 3.2.9 and (3.28). The definition of $G^{(1)}_{\text{prim}}$ is given by

$$\left( G^{(1)}_{\text{prim}} \right) := \frac{\partial W^{(1)}_{\text{prim}}}{\partial W} G = \begin{pmatrix}
n_1 & n_2 & n_3 & 1 & 1 \\
0 & -n_3 \rho & n_2 \rho & n_1 \rho & -n_1 \rho \\
n_3 \rho & 0 & -n_1 \rho & n_2 \rho & -n_2 \rho \\
-n_2 \rho & n_3 \rho & 0 & n_1 \rho & -n_3 \rho \\
0 & 0 & 0 & a^2 & a^2
\end{pmatrix}, \tag{3.41}$$

and its inverse is given by

$$\left( G^{(1)}_{\text{prim}} \right)^{-1} := \left( \frac{\partial W^{(1)}_{\text{prim}}}{\partial W} G \right)^{-1} = \begin{pmatrix}
n_1 & 0 & n_3 \rho & -n_2 \rho & -n_3 \rho \\
n_2 & -n_3 \rho & 0 & n_1 \rho & -n_2 \rho \\
n_3 & n_2 \rho & 0 & n_1 \rho & 0 \\
0 & -n_3 \rho & 2a & n_3 \rho & 1 & 1 \\
0 & -n_2 \rho & 2a & n_2 \rho & 2a & 1
\end{pmatrix}. \tag{3.42}$$

We now derive an explicit expression for the right hand side of (3.40) using (3.34) and the notation

$$\begin{align*}
\tilde{V}_1 &:= V + |V|_{ef,1} \\
\tilde{V}_2 &:= V + a + |V + a|_{ef,2} \\
\tilde{V}_3 &:= V - a + |V - a|_{ef,3}.
\end{align*}$$

Then we compute

$$[\Lambda + |\Lambda|_{ef}] \left( G^{(1)}_{\text{prim}} \right)^{-1} = \begin{pmatrix}
n_1 \tilde{V}_1 & 0 & n_3 \rho \tilde{V}_1 & -n_2 \rho \tilde{V}_1 & -n_1 \rho \tilde{V}_1 \\
n_2 \tilde{V}_1 & -n_3 \rho \tilde{V}_1 & 0 & n_1 \rho \tilde{V}_1 & -n_2 \rho \tilde{V}_1 \\
n_3 \tilde{V}_1 & n_2 \rho \tilde{V}_1 & -n_1 \rho \tilde{V}_1 & 0 & -n_3 \rho \tilde{V}_1 \\
0 & -n_1 \rho \tilde{V}_1 & n_2 \rho \tilde{V}_1 & n_3 \rho \tilde{V}_1 & \frac{1}{2} \tilde{V}_1 \\
0 & -n_2 \rho \tilde{V}_1 & n_3 \rho \tilde{V}_1 & -n_3 \rho \tilde{V}_1 & \frac{1}{2} \tilde{V}_1
\end{pmatrix}. \tag{3.43}$$

Using the definitions

$$\begin{align*}
\tilde{B}^+ &:= \left( G^{(1)}_{\text{prim}} \right) [\Lambda + |\Lambda|_{ef}] \left( G^{(1)}_{\text{prim}} \right)^{-1}, \\
\tilde{B}^- &:= \left( G^{(1)}_{\text{prim}} \right) [\Lambda - |\Lambda|_{ef}] \left( G^{(1)}_{\text{prim}} \right)^{-1}, \\
\tilde{B} &:= \frac{1}{2} \left( \tilde{B}^+ - \tilde{B}^- \right),
\end{align*}$$

Then, using (3.35) we exploit the following identity:
we compute for the first row of $\tilde{B}^+$ term by term

\begin{align*}
\tilde{B}_{1,1}^+ &= \sum_{j=1}^3 n_j n_j \tilde{V}_1 = \tilde{V}_1 \\
\tilde{B}_{1,i+1}^+ &= \frac{n_i \rho \tilde{V}_2}{2a} - \frac{n_i \rho \tilde{V}_3}{2a} \\
&= \frac{n_i}{2} \left( \frac{\rho (V + a + |V + a|_{ef,2}) - \rho (V - a + |V - a|_{ef,3})}{a} \right) \\
&= n_i \rho + \frac{n_i \rho}{2} \left( \frac{V}{a} + 1 \right)_{ef,2} - \frac{V}{a} - 1 \right)_{ef,3} \\
&= n_i \rho + \frac{n_i \rho}{2} \left( |M + 1|_{ef,2} - |M - 1|_{ef,3} \right) \\
&= \frac{n_i \rho}{2} \left( 2 + |M + 1|_{ef,2} - |M - 1|_{ef,3} \right), \quad i = 1, 2, 3, \\
\tilde{B}_{1,5}^+ &= -\frac{\tilde{V}_1}{a^2} + \frac{1}{2a^2} (\tilde{V}_2 + \tilde{V}_3) \\
&= \frac{1}{2a^2} \left( -2 (V + |V|_{ef,1}) + V + a + |V + a|_{ef,2} + V - a + |V - a|_{ef,3} \right) \\
&= \frac{1}{2a} \left( -2 |M|_{ef,1} + |M + 1|_{ef,2} + |M - 1|_{ef,3} \right),
\end{align*}

Furthermore, we get

\begin{align*}
\tilde{B}_{2,1}^+ &= \tilde{B}_{3,1}^+ = \tilde{B}_{4,1}^+ = \tilde{B}_{5,1}^+ = 0, \\
\tilde{B}_{2,2}^+ &= n_3^2 \tilde{V}_1 + n_3^2 \tilde{V}_1 + \frac{n_1^2}{2} (\tilde{V}_2 + \tilde{V}_3) \\
&= \tilde{V}_1 - n_1^2 \tilde{V}_1 + \frac{n_1^2}{2} (2V + |V + a|_{ef,2} + |V - a|_{ef,3}) \\
&= \tilde{V}_1 + \frac{n_1^2 a}{2} \left( -2 |M|_{ef,1} + |M + 1|_{ef,2} + |M - 1|_{ef,3} \right), \\
\tilde{B}_{3,3}^+ &= \tilde{V}_1 + \frac{n_3^2 a}{2} \left( -2 |M|_{ef,1} + |M + 1|_{ef,2} + |M - 1|_{ef,3} \right), \\
\tilde{B}_{4,4}^+ &= \tilde{V}_1 + \frac{n_1^2 a}{2} \left( -2 |M|_{ef,1} + |M + 1|_{ef,2} + |M - 1|_{ef,3} \right),
\end{align*}
\[ \tilde{B}_{2,3}^+ = -n_1 n_2 \tilde{V}_1 + \frac{n_1 n_2}{2} \tilde{V}_2 + \frac{n_1 n_2}{2} \tilde{V}_3 \]
\[ = \frac{n_1 n_2}{2} (-2 \tilde{V}_1 + \tilde{V}_2 + \tilde{V}_3) \]
\[ = \frac{n_1 n_2 a}{2} (-2 |M|_{ef,1} + |M + 1|_{ef,2} + |M - 1|_{ef,3}) , \]
\[ \tilde{B}_{3,2}^+ = \tilde{B}_{2,3}^+ \]
\[ = \frac{n_1 n_2 a}{2} (-2 |M|_{ef,1} + |M + 1|_{ef,2} + |M - 1|_{ef,3}) , \]
\[ \tilde{B}_{2,4}^+ = -n_1 n_3 \tilde{V}_1 + \frac{n_1 n_3}{2} \tilde{V}_2 + \frac{n_1 n_3}{2} \tilde{V}_3 \]
\[ = \frac{n_1 n_3}{2} (-2 \tilde{V}_1 + \tilde{V}_2 + \tilde{V}_3) \]
\[ = \frac{n_1 n_3 a}{2} (-2 |M|_{ef,1} + |M + 1|_{ef,2} + |M - 1|_{ef,3}) \]
\[ \tilde{B}_{4,2}^+ = \tilde{B}_{2,4}^+ \]
\[ \tilde{B}_{3,4}^+ = -n_2 n_3 \tilde{V}_1 + \frac{n_2 n_3}{2} \tilde{V}_2 + \frac{n_2 n_3}{2} \tilde{V}_3 \]
\[ = \frac{n_2 n_3}{2} (-2 \tilde{V}_1 + \tilde{V}_2 + \tilde{V}_3) \]
\[ = \frac{n_2 n_3 a}{2} (-2 |M|_{ef,1} + |M + 1|_{ef,2} + |M - 1|_{ef,3}) \]
\[ \tilde{B}_{4,3}^+ = \tilde{B}_{3,4}^+ \]
\[ \tilde{B}_{2,5}^+ = \frac{n_1}{2 A \rho a} (\tilde{V}_2 - \tilde{V}_3) \]
\[ = \frac{n_1}{2 \rho} (2 + |M + 1|_{ef,2} - |M - 1|_{ef,3}) , \]
\[ \tilde{B}_{3,5}^+ = \frac{n_2}{2 \rho} (2 + |M + 1|_{ef,2} - |M - 1|_{ef,3}) , \]
\[ \tilde{B}_{4,5}^+ = \frac{n_3}{2 \rho} (2 + |M + 1|_{ef,2} - |M - 1|_{ef,3}) . \]
Finally, the missing terms are computed by

\[
\begin{align*}
\tilde{B}_{5,2}^+ &= \frac{n_1 a \rho}{2} \left( \tilde{V}_2 - \tilde{V}_3 \right) \\
&= \frac{n_1 a \rho}{2} \left( V + a + |V + a|_{ef,2} - (V - a + |V - a|_{ef,3}) \right) \\
&= \frac{n_1 a^2 \rho}{2a} \left( 2a + |V + a|_{ef,2} - |V - a|_{ef,3} \right) \\
&= \frac{n_1 \gamma p}{2} \left( 2 + |M + 1|_{ef,2} - |M - 1|_{ef,3} \right), \\
\tilde{B}_{5,3}^- &= \frac{n_2 \gamma p}{2} \left( 2 + |M + 1|_{ef,2} - |M - 1|_{ef,3} \right), \\
\tilde{B}_{5,4}^- &= \frac{n_3 \gamma p}{2} \left( 2 + |M + 1|_{ef,2} - |M - 1|_{ef,3} \right), \\
\tilde{B}_{5,5}^- &= \tilde{V}_1 + \frac{a}{2} \left( -2 |M|_{ef,1} + |M + 1|_{ef,2} + |M - 1|_{ef,3} \right).
\end{align*}
\]

Similarly, one obtains

\[
\begin{align*}
\tilde{B}_{1,1}^- &= V - |V|_{ef,1} \\
\tilde{B}_{1,i+1}^- &= \frac{n_i \rho}{2} \left( 2 - |M + 1|_{ef,2} + |M - 1|_{ef,3} \right), \quad i = 1, 2, 3, \\
\tilde{B}_{2,1}^- &= \frac{1}{2a} \left( 2 |M|_{ef,1} - |M + 1|_{ef,2} - |M - 1|_{ef,3} \right), \\
\tilde{B}_{2,2}^- &= \frac{1}{2a} \left( 2 |M|_{ef,1} - |M + 1|_{ef,2} - |M - 1|_{ef,3} \right), \\
\tilde{B}_{3,3}^- &= \frac{1}{2a} \left( 2 |M|_{ef,1} - |M + 1|_{ef,2} - |M - 1|_{ef,3} \right), \\
\tilde{B}_{3,4}^- &= \frac{1}{2a} \left( 2 |M|_{ef,1} - |M + 1|_{ef,2} - |M - 1|_{ef,3} \right), \\
\tilde{B}_{2,3}^- &= \tilde{B}_{2,3}, \\
\tilde{B}_{2,4}^- &= \tilde{B}_{2,4}, \\
\tilde{B}_{2,5}^- &= \frac{n_1}{2 \rho} \left( 2 - |M + 1|_{ef,2} + |M - 1|_{ef,3} \right), \\
\tilde{B}_{3,5}^- &= \frac{n_2}{2 \rho} \left( 2 - |M + 1|_{ef,2} + |M - 1|_{ef,3} \right), \\
\tilde{B}_{4,5}^- &= \frac{n_3}{2 \rho} \left( 2 - |M + 1|_{ef,2} + |M - 1|_{ef,3} \right).
\end{align*}
\]
Finally, the last row is given by

\[
\begin{align*}
\hat{B}^-_{5,2} &= \frac{n_1 \gamma p}{2} (2 - |M + 1|_{ef,2} + |M - 1|_{ef,3}), \\
\hat{B}^-_{5,3} &= \frac{n_2 \gamma p}{2} (2 - |M + 1|_{ef,2} + |M - 1|_{ef,3}), \\
\hat{B}^-_{5,4} &= \frac{n_3 \gamma p}{2} (2 - |M + 1|_{ef,2} + |M - 1|_{ef,3}), \\
\hat{B}^-_{5,5} &= V - |V|_{ef,1} - \frac{a}{2} \left( -2 |M|_{ef,1} + |M + 1|_{ef,2} + |M - 1|_{ef,3} \right).
\end{align*}
\]

Using the definitions (3.38d) and (3.38e) we get

\[
\hat{B} = \begin{pmatrix} 
|V|_{ef,1} & n_1 \rho M_0^{(1)} & n_2 \rho M_0^{(1)} & n_3 \rho M_0^{(1)} & \frac{1}{a} M_0^{(2)} \\
0 & |V|_{ef,1} + n_2 a M_0^{(2)} & n_1 n_2 a M_0^{(2)} & n_1 n_3 a M_0^{(2)} & \frac{n_1}{a} M_0^{(1)} \\
0 & 0 & |V|_{ef,1} + n_2 a M_0^{(2)} & n_2 n_3 a M_0^{(2)} & \frac{n_2}{a} M_0^{(1)} \\
0 & 0 & 0 & |V|_{ef,1} + n_2 a M_0^{(2)} & \frac{n_3}{a} M_0^{(1)} \\
0 & 0 & n_1 \gamma p M_0^{(1)} & n_2 \gamma p M_0^{(1)} & n_3 \gamma p M_0^{(1)} & |V|_{ef,1} + a M_0^{(2)} 
\end{pmatrix}.
\]

To rewrite the representation \( \hat{B} \) into conservative variables we need to evaluate

\[
|A^{Roe}|_{ef} = \frac{\partial W}{\partial W_{prim}} \hat{B} \frac{\partial W_{prim}}{\partial W}.
\]  

(3.43)

To this end we compute in a first step

\[
\frac{\partial W}{\partial W_{prim}} \hat{B}
\]

\[
= \begin{pmatrix} 
|V|_{ef,1} & n_1 \rho M_0^{(1)} & n_2 \rho M_0^{(1)} & n_3 \rho M_0^{(1)} & \frac{1}{a} M_0^{(2)} \\
u_1 |V|_{ef,1} & \zeta_{11} & \zeta_{12} & \zeta_{13} & \frac{n_1}{a} M_0^{(2)} + n_1 M_0^{(1)} \\
u_2 |V|_{ef,1} & \zeta_{21} & \zeta_{22} & \zeta_{23} & \frac{n_2}{a} M_0^{(2)} + n_2 M_0^{(1)} \\
u_3 |V|_{ef,1} & \zeta_{31} & \zeta_{32} & \zeta_{33} & \frac{n_3}{a} M_0^{(2)} + n_3 M_0^{(1)} \\
\|u\|^2 |V|_{ef,1} & \xi_1 & \xi_2 & \xi_3 & \xi_4 
\end{pmatrix}
\]  

(3.44)

where

\[
\zeta_{i,j} := n_j \rho u_i M_0^{(1)} + \rho \left( \delta_{ij} |V|_{ef,1} + n_i n_j a M_0^{(2)} \right), \quad i, j = 1, 2, 3, 
\]

(3.45a)

\[
\xi_i := \rho u_i |V|_{ef,1} + n_i V \rho a M_0^{(2)} + n_i \rho H M_0^{(1)}, \quad i = 1, 2, 3, 
\]

(3.45b)

\[
\xi_4 := \frac{1}{\gamma - 1} |V|_{ef,1} + V M_0^{(1)} + \frac{1}{a} H M_0^{(2)}. 
\]

(3.45c)
Here the equations for $\xi_1, \ldots, \xi_4$ follow by

$$
\begin{align*}
\xi_1 &= n_1 \rho \frac{||u||^2}{2} M_0^{(1)} + \rho u_1 \left( |V|_{ef,1} + n_2 a M_0^{(2)} \right) + \rho u_2 n_1 n_2 a M_0^{(2)} \\
&\quad + \rho u_3 n_1 n_3 a M_0^{(2)} + \frac{1}{\gamma - 1} n_1 \gamma p M_0^{(1)} \\
&= \rho u_1 |V|_{ef,1} + n_1 V \rho a M_0^{(2)} + n_1 \rho M_0^{(1)} \left( \frac{\gamma p}{\rho (\gamma - 1)} + \frac{||u||^2}{2} \right),
\end{align*}
$$

$$
\xi_4 = \frac{1}{a} \frac{||u||^2}{2} M_0^{(2)} + V M_0^{(1)} + \frac{1}{\gamma - 1} \left( |V|_{ef,1} + a M_0^{(2)} \right)
$$

$$
= \frac{1}{\gamma - 1} |V|_{ef,1} + V M_0^{(1)} + \frac{1}{a} M_0^{(2)} \left( \frac{a^2}{\gamma - 1} + \frac{||u||^2}{2} \right)
$$

$$
= \frac{1}{\gamma - 1} |V|_{ef,1} + V M_0^{(1)} + \frac{1}{a} M_0^{(2)} H.
$$

To obtain the equations above we exploited identity (2.5). For a closed representation of the Roe matrix $|A_{Roe}|_{ef}$, we finally have to multiply the matrix (3.44) from the right by $\frac{\partial W^{(1)}_{prim}}{\partial M}$. This computation gives the representation (3.39).

We show that the computation above correspond one-to-one to the formulae given in [78, 80, 93].

**Lemma 3.2.14** Assume that $\delta_{ef} = 0$ in (3.34) and (3.38) respectively, that is no entropy fix is applied. Then we have

$$
M_0^{(1)} = M_0,
$$

$$
M_0^{(2)} = 1 - |M_0|
$$

where

$$
M_0 := \text{sign}(M) \min \{ |M|, 1 \}.
$$

**Proof:** Assuming that $\delta_{ef} = 0$ we neglect in all terms the entropy fix. Then, using

$$
|M + 1| + |M - 1| = \begin{cases} 
(M + 1) + (M - 1) = 2M, & M \geq 1 \\
(M + 1) + (-1)(M - 1) = 2, & -1 \leq M \leq 1 \\
(-1)(M + 1) + (-1)(M - 1) = -2M, & M \leq -1 
\end{cases}
$$

we get

$$
-2|M| + |M + 1| + |M - 1| = \begin{cases} 
0, & M \geq 1 \\
-2M + 2, & 0 \leq M \leq 1 \\
2M + 2, & -1 \leq M \leq 0 \\
0, & M \leq -1 
\end{cases}
$$

$$
= 2(1 - |\text{sign}(M) \min \{ |M|, 1 \}|).
$$
This proves the equation for $M_0^{(2)}$. The assertion for $M_0^{(1)}$ follows by

$$
|M + 1| - |M - 1| = \begin{cases} 
(M + 1) - (M - 1) = 2, & M \geq 1, \\
(M + 1) - (-1)(M - 1) = 2M, & -1 \leq M \leq 1, \\
-(M + 1) - (-1)(M - 1) = -2, & M \leq -1.
\end{cases}
$$

$$= \quad 2 \text{ sign}(M) \min\{|M|, 1\}.
\square
$$

**Corollary 3.2.15** Assume that $\delta_{ef} = 0$ in (3.34) and (3.38) respectively, that is no entropy fix is applied. Then we have

$$
\frac{\partial W}{\partial W_{prim}^{(1)}} \tilde{B} = \begin{pmatrix}
|V| & n_1\rho M_0 & n_2\rho M_0 & n_3\rho M_0 & \frac{1}{a}(1 - |M_0|) \\
\xi_{11} & \xi_{12} & \xi_{13} & \frac{u_1}{a}(1 - |M_0|) + n_1 M_0 \\
\xi_{21} & \xi_{22} & \xi_{23} & \frac{u_2}{a}(1 - |M_0|) + n_2 M_0 \\
\xi_{31} & \xi_{32} & \xi_{33} & \frac{u_3}{a}(1 - |M_0|) + n_3 M_0 \\
\|V\|_2^2 & \xi_1 & \xi_2 & \xi_3 & \xi_4
\end{pmatrix}
$$

where

$$
\begin{align*}
\xi_{i,j} &= n_j \rho u_i M_0 + \rho (\delta_{ij}|V| + n_i n_j a (1 - |M_0|)), & i, j = 1, 2, 3, (3.47a) \\
\xi_i &= \rho u_i |V| + n_i V \rho a (1 - |M_0|) + n_i \rho H M_0, & i = 1, 2, 3, (3.47b) \\
\xi_4 &= \frac{1}{\gamma - 1} |V| + VM_0 + H (1 - |M_0|). & (3.47c)
\end{align*}
$$

The matrix (3.44) corresponds exactly to the matrix (7.2) in [93].

**Proof:** The Corollary follows by inserting (3.46) into matrix (3.44). Then one evaluates the expressions (3.45) to conclude (3.47).

\square

Again note that the representations (3.39) and (3.37) of $|A_{Roe}^{\text{ef}}|$ are equivalent. For all the numerical computations shown in Section 6 we have used (3.39). And moreover, representation (3.39) allows to identify critical entries of $|A_{Roe}^{\text{ef}}|$ which are responsible for a loss of accuracy in the low Mach number regime. Based on these observations a direct manipulation of terms in $|A_{Roe}^{\text{ef}}|$ can be done to improve the accuracy of the numerical flux $\mathcal{H}$ in (3.15) to the incompressible limit.

## 3.3 Low Mach number modifications

Based on the Mach number flow fields in fluid mechanics are subdivided into compressible and incompressible flows. Compressible fluid flow is modeled by the Euler or the Navier-Stokes equations and the pressure is given by the equation of
state (2.3). Within the incompressible equations the pressure takes the role of a Lagrangian multiplier such that the velocity field satisfies an elliptic divergence constraint. The incompressible and compressible equations are of different type, but there is no exact dividing line in the sense that there exists a strict criterion to decide whether a flow can be characterized as incompressible or compressible.

Flow solvers based on the compressible equations are in general not suitable to simulate incompressible flow fields and flow fields of varying type. For example, at low Mach number, the Roe scheme [77] as well as other upwind schemes produce an excess of artificial viscosity. A modification of the Roe scheme was presented by Turkel [102, 99] leading to a significant accuracy improvement observed for approximate solutions of the Euler and Navier-Stokes equations. Subsequently, the problem to extend a computer code originally implemented to approximate solutions of the compressible Euler, Navier-Stokes and Reynolds-averaged Navier-Stokes equations has been investigated by many authors.

The principle problem is given by the basic observation that for low-speed flow the system of equations is "stiff", since the ratio of the convective speed to the speed of sound is very small [103]. Since the word "stiff" is in general not a well defined expression, a more detailed approach is an asymptotic analysis of the compressible Euler equations. Based on the characteristic Mach number such a procedure was suggested by Klainermann and Majda [35, 36] exploiting several assumptions on the given fluid. This analysis was improved and generalized by Asano [2] and Ukai [106]. An overview and summary of this procedure was given by Meister [58].

Preconditioning the governing equations was originally suggested by Chorin [11] and afterwards extended and systematically investigated by Turkel [99]. The modification suggested by Turkel is twofold and can be considered as an improvement with respect to accuracy and an acceleration for the solution method (introducing artificial time derivatives which allow for a faster convergence to steady state). Originally the modification was considered as a preconditioning technique which dealt with the acceleration towards the steady state only [97]. Later it was realized that there is also an accuracy problem [102]. Hence, the acceleration of the solution method and the accuracy problem are in principle independent of each other. On the other hand, considering an explicit time marching method, it turns out that the acceleration is only a consequence of the change in the largest eigenvalue of the local linearized operator which is a consequence of the modification of the considered upwind scheme. This consideration sheds light on the fact that the so-called "low Mach number preconditioning" is not an acceleration method, which is possibly implied by the word "preconditioning", but it is a modification of the discretization. Thus, in this context the word "preconditioning" is misleading. But the nomenclature was built on the original acceleration [97]. Nevertheless, in general mathematically the word "preconditioning" describes an equivalent reformulation of the equation to solve. But a change of the discretization also changes
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the solution of the discretized system, which means that the "low Mach preconditioned" discretization is not equivalent to the solution of the original discretized equation. So, the word "modification" seems to be more appropriate.

In the report of Viozat [22] an analysis of the low Mach modified scheme can be found. Here, it is shown that the discretization error of a pure Roe scheme depends on the ratio between the mesh size parameter and Mach number, but the modification of Turkel depends only on the mesh size. This is the reason why for a given grid, that is a given mesh size, and low Mach number the modification of Turkel shows a significant accuracy improvement. A similar analysis is also given in [115], and a low Mach modification was implemented in the context of a finite element method. Again, the acceleration of the solution method is only a by-product, which may only be true when one considers explicit time stepping schemes.

Having identified the source of disturbance when simulating low-speed flows using a compressible code, several modifications depending on many parameters have been suggested throughout the literature to significantly improve the accuracy [97, 10, 14, 102, 103, 100]. On the other hand, throughout the literature one rarely finds results where these developed techniques are applied to large scale high Reynolds number turbulent flows, in particular not for unstructured codes. And when results are presented [105, 101], one observes for flows, which have strong local compressible effects, convergence problems. It seems, to the author’s point of view, though there is no obvious proof and observation, that the considered methods work well for globally inviscid incompressible fluid flows. For transonic flows and flows with locally strong compressible effects the reliability and robustness of the suggested modifications show a severe deterioration, for example the computation diverges or the finding of a suitable set of parameters is difficult or even impossible. In particular, the last category of flows is of major importance for external aerodynamics, since a typical class of test cases satisfying such a behavior are airfoils and aircraft at high angle of attack (i.e. an aircraft in landing configuration). The complexity of these kinds of flows is already a challenge in itself and not well understood. The mixture of compressible and incompressible effects makes a simulation of such flows even harder.

A similar, but slightly different approach to deal with incompressible flows was suggested by Rossow [78]. Contrary to the other suggested methods, Rossow observed that only some terms in the weighting operator of the artificial viscosity are responsible for the accuracy deterioration. Thus, he exchanged the global weighting of the artificial viscosity with some so-called low Mach number preconditioner by modifying only certain terms. To this end, in a first step the Roe matrix weighting the artificial viscosity is represented equivalently in terms of the Mach number and speed of sound. Then, for low speed flows the speed of sound and convective velocity are modified. In the following, this technique was improved by Swanson, Rossow
and Turkel and incorporated into an implicit time stepping scheme [80, 93, 91]. This method was successfully applied in a structured grid code to globally incompressible flows, with the addition that transonic airfoil flow results were shown. Peles, Turkel and Yaniv demonstrated the applicability of this method with respect to the $k\omega$-SST turbulence model and flows with chemical reactions [72]. Though the operators were given explicitly in the published articles, unfortunately a detailed derivation as well as detailed information with respect to the incorporation of entropy fixes to avoid zero dissipation were missing.

To understand the loss of accuracy of we again refer to [58]. In this section we present two different methods to extend the discretization for the compressible Reynolds averaged Navier-Stokes equations to the incompressible limit.

### 3.3.1 Modification of Turkel

To care about incompressible effects the discretization of flux terms in (2.45) need to be modified. Hence, we now introduce for the numerical flux function $H$ given in (3.15) a matrix valued operator $P_{ij} \neq I$. To clarify that this modification is introduced for low Mach number flows, we denote this by

$$H_{LM}(W_{N(i,j)}, n) := \frac{1}{2} \left[ \langle f_c(W_i), n \rangle + \langle f_c(W_j), n \rangle \right] - d_{ij,LM}(W_{N(i,j)}) ,$$

(3.48)

where

$$d_{ij,LM}(W_{N(i,j)}) := \frac{1}{2} P_{ij}^{-1} \left| P_{ij} A_{ij}^{Roe} \right| \{ \Psi_{ij}(W_j - W_i)$$

$$- \xi s_{ij}(W_{N(i,j)})(1 - \Psi_{ij}) \left( L_j(W_{N(i,j)}) - L_i(W_{N(i,j)}) \right) \} .$$

(3.49)

We now assume that $P_{ij} \neq I$. Then, in general the discretization is different compared to $P_{ij} = I$, and on a given mesh we expect different results. On the other hand, assuming that for the mesh spacing $h \to 0$ the difference terms satisfy

$$\left( W_j^h - W_i^h \right) \to 0 \quad \text{and} \quad \left( L_j(W^h) - L_i(W^h) \right) \to 0 ,$$

the solutions of the two distinct discrete systems of equations converge to the same limit value if the solution is smooth.

### 3.3.2 Definition of a low Mach number modification

The generalized numerical flux function $H_{LM}$ given in (3.48) is exploited to introduce a modification to extend the discretization strategy to incompressible flows. To this end we introduce a set of primitive variables, the so-called entropy variables

$$W^{(0)}_{prim} := (p, u_1, u_2, u_3, S) .$$

(3.50)
Here $S$ denotes the entropy determined by $S = \ln\left(\frac{p}{\rho^\gamma}\right)$. The operators converting the entropy variables into conservative variables are given by

$$\frac{\partial W^{(0)}_{\text{prim}}}{\partial W} = \left( \begin{array}{cccccc}
\frac{\gamma - 1}{2} \|u\|^2 & (1 - \gamma)u_1 & (1 - \gamma)u_2 & (1 - \gamma)u_3 & \gamma - 1 & 0 \\
\frac{1}{\rho} & 0 & 0 & 0 & 0 & 0 \\
\frac{a_2}{\rho} & 0 & 1 & 0 & 0 & 0 \\
\frac{a_3}{\rho} & 0 & 0 & 1 & 0 & 0 \\
\frac{\gamma - 1}{2} \|u\|^2 - a^2 & (1 - \gamma)u_1 & (1 - \gamma)u_2 & (1 - \gamma)u_3 & \gamma - 1 & 0 
\end{array} \right),$$

and

$$\frac{\partial W}{\partial W^{(0)}_{\text{prim}}} = \left( \begin{array}{cccccc}
\frac{1}{\rho} & 0 & 0 & 0 & -\frac{1}{\rho} & 0 \\
\frac{a_2}{\rho} & 0 & 0 & 0 & -\frac{a_2}{\rho} & 0 \\
\frac{a_3}{\rho} & 0 & 0 & 0 & -\frac{a_3}{\rho} & 0 \\
\frac{1}{\gamma - 1} + \frac{\gamma^2}{2} & \rho u_1 & \rho u_2 & \rho u_3 & -\frac{\gamma^2}{2} & 0 
\end{array} \right).$$

The derivative of the convective flux represented with respect to entropy variables (3.50) is given by

$$\frac{\partial \langle f, n \rangle}{\partial W^{(0)}_{\text{prim}}} \left[ W^{(0)}_{\text{prim}} \right] = \left( \begin{array}{cccccc}
V & n_1 \rho a^2 & n_2 \rho a^2 & n_3 \rho a^2 & 0 \\
\frac{a_1}{\rho} & V & 0 & 0 & 0 \\
\frac{a_2}{\rho} & 0 & V & 0 & 0 \\
\frac{a_3}{\rho} & 0 & 0 & V & 0 \\
0 & 0 & 0 & 0 & V 
\end{array} \right).$$

Now, to exploit generalization (3.49) Turkel suggested a parameter dependent family of operators (see e.g.[103]). With respect to entropy variables $W^{(0)}_{\text{prim}}$ (3.50) the operator and its inverse are given by

$$P^{(0)}_{\text{LM}} := \left( \begin{array}{cccccc}
\frac{\beta M_{\text{art}}}{a_1} & 0 & 0 & 0 & -\frac{\beta M_{\text{art}}}{a_1} & \delta \\
\frac{\alpha u_1}{\rho a^2} & 1 & 0 & 0 & \frac{\alpha u_2}{\rho a^2} & \delta \\
\frac{\alpha u_2}{\rho a^2} & 0 & 1 & 0 & \frac{\alpha u_3}{\rho a^2} & \delta \\
\frac{\alpha u_3}{\rho a^2} & 0 & 0 & 1 & \frac{\alpha u_2}{\rho a^2} & \delta \\
0 & 0 & 0 & 0 & 1 & 0 
\end{array} \right),$$

and

$$\left[ P^{(0)}_{\text{LM}} \right]^{-1} = \left( \begin{array}{cccccc}
\frac{\beta M_{\text{art}}}{\alpha u_1} & 0 & 0 & 0 & \delta \\
\frac{\beta M_{\text{art}}}{\alpha u_2} & 1 & 0 & 0 & 0 \\
\frac{\beta M_{\text{art}}}{\alpha u_3} & 0 & 1 & 0 & 0 \\
\frac{\beta M_{\text{art}}}{\alpha u_1} & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 
\end{array} \right).$$

Here, the four free parameters

$$\delta \geq 0, \quad \beta > 0, \quad \alpha \geq 0 \quad \text{and} \quad M_{\text{art}} > 0.$$
need to be determined. The effect of the modification (3.49) depends on this choice. Unfortunately, to the author’s knowledge no strict parameter study has been performed to investigate the influence of such a choice. In our implementation we have chosen

\[
\beta := a^2, \quad \alpha = 0, \quad M_{\text{art}} := \min \left\{ \max \left\{ M^2, \kappa M_{\infty}^2 \right\}, 1 \right\}, \quad a_{\text{art}} := \sqrt{\tau^2 V^2 + M_{\text{art}}^2 a^2}, \quad \tau := \frac{1}{2} (1 - M_{\text{art}}) .
\]

The modification \(M_{\text{art}}\) is called artificial Mach number and \(a_{\text{art}}\) describes a corresponding artificial speed of sound. The additional parameter \(\kappa\) was chosen by \(\kappa = 1\) for all the computations shown in this paper. Often in computer codes this is a user defined parameter. The further parameter \(\delta\) may be either chosen by

\[
\delta := \begin{cases} 
0, & M^2 \geq 1, \\
1, & \text{else}, \\
\end{cases}
\]

or

\[
\delta := \begin{cases} 
0, & M^2 \geq 1, \\
1 - M^n, & n \geq 2, \\
\text{else}, & \\
\end{cases}
\]

or

\[
\delta := 0.
\]

Note that all criteria are designed such that the modification of the operator weighting the artificial viscosity are turned off when \(|M| \geq 1\). This is a desirable effect as for transonic and supersonic flows no modification is required. Again, throughout this paper we used in our computations the simple choice (3.54c) for the definition of \(\delta\). The parameter choice (3.52) and (3.54c) considered are in agreement with [103, 111, 22].

### 3.3.3 Eigendecomposition of Turkel’s modification

To implement a matrix valued artificial viscosity (3.49) the Eigendecomposition of \(P_{ij}^{-1} \vert P_{ij} A_{ij}^{Roe} \vert^T \) is required. To this end we start with the eigendecomposition of the modified system in entropy variables (3.50),

\[
\mathbf{P}^{(0)}_{\text{LM}} \frac{\partial \left\{ f_c \left( W^{(0)}_{\text{prim}} \right), n \right\}}{\partial W^{(0)}_{\text{prim}}} = \begin{pmatrix}
M_{\text{art}} V & M_{\text{art}} n_1 \rho a^2 & M_{\text{art}} n_2 \rho a^2 & M_{\text{art}} n_3 \rho a^2 & -M_{\text{art}}^2 \delta V \\
\frac{\rho}{\rho} & \frac{\rho}{\rho} & \frac{\rho}{\rho} & \frac{\rho}{\rho} & \frac{\rho}{\rho} \\
\frac{\rho}{\rho} & \frac{\rho}{\rho} & \frac{\rho}{\rho} & \frac{\rho}{\rho} & \frac{\rho}{\rho} \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix} .
\]

**Theorem 3.3.1** The eigenvalues of \(\mathbf{P}^{(0)}_{\text{LM}} \frac{\partial \left\{ f_c \left( W^{(0)}_{\text{prim}} \right), n \right\}}{\partial W^{(0)}_{\text{prim}}} \) are given by

\[
\lambda_1 = \lambda_2 = \lambda_3 = V; \quad \lambda_{1/5} = \frac{1}{2} (V + M_{\text{art}} V \pm T)
\]
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and the corresponding matrix of eigenvectors is given by

\[
G_{\text{prim,LM}}^{(0)} := \begin{pmatrix}
0 & 0 & 0 & \frac{a}{T} t_+ & -\frac{a}{T} t_-\\
-\delta V \rho & -n_3 \delta T & n_2 \rho & n_1 \rho & n_1 \rho \\
n_3 \rho & -\delta \rho & -n_1 \delta T & n_2 \rho & n_2 \rho \\
n_2 \rho & n_1 \rho & -\delta \rho & n_3 \rho & -n_3 \rho \\
n_1 a^2 & -n_2 a^2 & -n_3 a^2 & 0 & 0
\end{pmatrix}.
\]

where \( T := \sqrt{(M_{\text{art}} V - V)^2 + 4M_{\text{art}} a^2} \). The inverse of the matrix of eigenvectors is given by

\[
\left( G_{\text{prim,LM}}^{(0)} \right)^{-1} := \begin{pmatrix}
0 & \rho(n_3 a + n_2 \delta V) & -\rho(n_2 a - n_3 \delta V) & \frac{n_3}{q_3} & \frac{n_2}{q_3} \\
0 & \rho(n_3 a - n_2 \delta V) & -\rho(n_1 a + n_3 \delta V) & \frac{n_1}{q_3} & \frac{n_3}{q_3} \\
0 & \rho(n_2 a + n_3 \delta V) & -\rho(n_1 a - n_2 \delta V) & \frac{n_1}{q_4} & \frac{n_2}{q_4} \\
\frac{1}{a t} & -\frac{1}{2} \rho n_1 \frac{q_1}{q_3} & \frac{1}{2} \rho n_2 \frac{q_1}{q_3} & -\frac{1}{2} \rho n_3 \frac{q_1}{q_3} & \frac{1}{2} \rho \sqrt{V^2 + a^2} \\
\frac{1}{a t} & -\frac{1}{2} \rho n_1 \frac{q_1}{q_3} & \frac{1}{2} \rho n_2 \frac{q_1}{q_3} & -\frac{1}{2} \rho n_3 \frac{q_1}{q_3} & \frac{1}{2} \rho \sqrt{V^2 + a^2}
\end{pmatrix},
\]

where

\[
n_{12} := n_1 n_2, \quad n_{13} := n_1 n_3, \quad n_{23} := n_2 n_3, \quad n_{23}^{(2)} := n_2^2 + n_3^2, \quad n_{31}^{(2)} := n_3^2 + n_1^2, \quad n_{12} := n_1^2 + n_2^2, \\
qu := \delta V^2 + a^2, \\
t_+ := M_{\text{art}} V - V + T, \quad t_- := M_{\text{art}} V - V - T.
\]

**Proof:** The theorem follows by straightforward computations. \( \square \)

Since

\[
P_{\text{LM}} \frac{\partial \langle f_c(W_{\text{Roe}}), n \rangle}{\partial W} = \frac{\partial W}{\partial W_{\text{prim}}^{(0)}} P_{\text{LM}}^{(0)} \frac{\partial \langle f_c(W_{\text{Roe}}), n \rangle}{\partial W_{\text{prim}}^{(0)}} \frac{\partial W_{\text{prim}}^{(0)}}{\partial W}
\]

we conclude

\[
\left( G_{\text{prim,LM}}^{(0)} \right)^{-1} \frac{\partial W_{\text{prim}}^{(0)}}{\partial W} P_{\text{LM}} \frac{\partial \langle f_c(W_{\text{Roe}}), n \rangle}{\partial W} \frac{\partial W}{\partial W_{\text{prim}}^{(0)}} G_{\text{prim,LM}}^{(0)} = \text{diag}(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5) \left( G_{\text{prim,LM}}^{(0)} \right)^{-1} \frac{\partial W_{\text{prim}}^{(0)}}{\partial W}
\]

Therefore, the matrix of eigenvectors of the low Mach number preconditioned convective flux derivative \( P_{\text{LM}} \frac{\partial \langle f_c(W_{\text{Roe}}), n \rangle}{\partial W} \) and its inverse with respect to conservative
variables are given by
\[ G_{\text{cons,LM}} = \frac{\partial W}{\partial W_{\text{prim}}^{(0)}} G_{\text{prim,LM}}^{(0)}, \]
\[ (G_{\text{cons,LM}})^{-1} = \left( G_{\text{prim,LM}}^{(0)} \right)^{-1} \frac{\partial W_{\text{prim}}^{(0)}}{\partial W}. \]

Finally, a representation of the inverse of the low Mach number preconditioner \( [P_{\text{LM}}]^{-1} \) in conservative variables is required. It is given by
\[
[P_{\text{LM}}]^{-1} = \frac{\partial W}{\partial W_{\text{prim}}^{(0)}} \left[ P_{\text{LM}}^{(0)} \right]^{-1} \frac{\partial W_{\text{prim}}^{(0)}}{\partial W} =
\begin{pmatrix}
\frac{\partial}{\partial_{\text{art}}} + (\delta - 1)(\beta_2 - 1) & -u_1\beta_6 & -u_2\beta_6 & -u_3\beta_6 & \beta_6 \\
\frac{u_1(\beta_1\beta_2 - \delta)}{2} & -u_1^2\beta_6 + 1 & -u_1u_2\beta_6 & -u_1u_3\beta_6 & u_1\beta_6 \\
\frac{u_2(\beta_1\beta_2 - \delta)}{2} & -u_2u_1\beta_6 & -u_2^2\beta_6 + 1 & -u_2u_3\beta_6 & u_2\beta_6 \\
\frac{u_3(\beta_1\beta_2 - \delta)}{2} & -u_3u_1\beta_6 & -u_3u_2\beta_6 & -u_3^2\beta_6 + 1 & u_3\beta_6 \\
\beta_3\beta_4 - \|u\|^2_2 - \frac{(\beta_2 - \alpha^2)M^2}{2} & u_1\beta_7 & u_2\beta_7 & u_3\beta_7 & \frac{1}{\beta_{\text{art}}} + \delta + \beta_1\beta_2
\end{pmatrix},
\]
where
\[
\beta_1 := \delta + \frac{1}{M_{\text{art}}} - 1, \quad \beta_2 := \frac{\gamma - 1}{2}M^2 \\
\beta_3 := \frac{1}{\gamma - 1} + \frac{M^2}{2}, \quad \beta_4 := \frac{(\gamma - 1)\|u\|^2_2}{2M_{\text{art}}} + \delta \left( \frac{(\gamma - 1)\|u\|^2_2}{2} - \alpha^2 \right) \\
\beta_5 := \frac{(\gamma - 1)\|u\|^2_2}{2}, \quad \beta_6 := \frac{(\gamma - 1)\beta_1}{\alpha^2}, \quad \beta_7 := (\beta_2 - 1)\beta_1.
\]

Finally, to avoid zero dissipation a classical entropy fix is integrated in the construction of the operator. To this end we define the operator
\[
|\Lambda|_{\text{ef,LM}} := \text{diag} \left( |\Lambda|_{\text{ef,LM,1}}, |\Lambda|_{\text{ef,LM,2}}, |\Lambda|_{\text{ef,LM,3}}, |\Lambda|_{\text{ef,LM,4}}, |\Lambda|_{\text{ef,LM,5}} \right), \\
|\Lambda|_{\text{ef,LM,i}} := \max \{ |V|, \delta_{\text{ef}}\lambda_{\text{max,LM}} \}, \quad i = 1, 2, 3, \\
|\Lambda|_{\text{ef,LM,4}} := \max \{ |V + M_{\text{art}}V + T|, \delta_{\text{ef}}\lambda_{\text{max,LM}} \}, \\
|\Lambda|_{\text{ef,LM,5}} := \max \{ |V + M_{\text{art}}V - T|, \delta_{\text{ef}}\lambda_{\text{max,LM}} \}, \\
\lambda_{\text{max,LM}} := \max \left\{ |V|, \frac{1}{2} |V + M_{\text{art}}V + T|, \frac{1}{2} |V + M_{\text{art}}V - T| \right\}.
\]

Then the operator \( P_{ij}^{-1} |P_{ij}A_{ij}^{\text{Roe}}| \) required for the implementation in (3.49) is given via
\[
P_{ij}^{-1} |P_{ij}A_{ij}^{\text{Roe}}| = [P_{\text{LM}}]^{-1} G_{\text{cons,LM}} |\Lambda|_{\text{ef,LM}} (G_{\text{cons,LM}})^{-1}.
\]
(3.55)

To evaluate the operators on the right hand side of (3.55) Roe-averaged variables are used on the edge. In all our computations we chose \( \delta_{\text{ef}} = 0.2 \).
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3.3.4 Extension of Roe matrix to the incompressible limit

Contrary to the modification of the artificial viscosity in (3.49), where the full weighting operator was changed by some matrix $P_{ij}$, it is possible to alter only some terms of $|A^\text{Roe}_{ij}|_{\text{ef}}$ in (3.16) to extend the numerical flux function (3.15) to the incompressible limit. This idea goes back to Rossow [78, 79] and was successfully applied by Rossow, Turkel and Swanson [93, 91]. Using the representation (3.39) of $|\frac{\partial (f_i W^\text{Roe})_i}{\partial W}|_{\text{ef}}$, the speed of sound $a$ in (3.39) is replaced by the artificial speed of sound (3.53).

In opposite to the observation of Rossow, this change in the construction of the operator (3.39) was not successful at all. It turned out that a further modification was necessary.

Additionally, in our implementation we modify the absolute value of the normal velocity by
\[
|V|_{\text{ef,1,art}} := \max \{|V|, \omega_{\text{ef}} (|V| + a_{\text{art}} A)|. \qquad (3.56)
\]
Here $\omega_{\text{ef}}$ is a further parameter, and it was chosen by $\omega_{\text{ef}} = 3$ in all our computations. And, besides the replacement of the speed of sound $a$ by the artificial speed of sound $a_{\text{art}}$ in all formulae (3.39a)–(3.39i), as a second ingredient, we only replace in (3.39e) the absolute value of the normal velocity $|V|_{\text{ef,1}}$ by the modified one, $|V|_{\text{ef,1,art}}$.

3.4 Discretization: The viscous part

To discretize the viscous part $f_v$ of (2.45) we notice that due to the definitions of the viscous stress tensor $\tau$ in (2.7) and because of (2.8) derivatives of the velocity $u$ and the temperature $T$ are required. Due to (3.11) the ansatz function (3.9) does not support the representation of gradients. Hence, other ways need to be established to incorporate such information into the discretization scheme. In the following Section we give two different possibilities to define a discrete approximation to the derivative.

3.4.1 Approximation of gradients

Our approach to discretize the viscous terms $f_v$ in (2.45) is to define the required derivatives on the corresponding faces such that the surface integrals can be directly evaluated.

**Definition 3.4.1** Assume that $M$ is a triangulation of $D$ and $D_i, D_j \in M, i \neq j$. Consider the function
\[
g(x) := \sum_{i=1}^{N_{\text{elem}}} g_i \mathbb{1}_{D_i}(x), \quad g_i \in \mathbb{R}. \qquad (3.57)
\]
Then we define its mean value on the face $e_{ij}$ by
\[
\mathbb{1}_{D_{e_{ij}}}(y) := \frac{1}{2} \left( \lim_{h \to +0} \mathbb{1}_{D_i}(y + hn_{e_{ij}}) + \lim_{h \to +0} \mathbb{1}_{D_j}(y - hn_{e_{ij}}) \right), \quad y \in \partial D_i \cap \partial D_j,
\]
where $\lim_{h \to +0} \mathbb{1}_{D_\ell}(y + hn_{e_{ij}})$ denotes the continuous continuation to the boundary of $D_\ell$, $\ell = i, j$.

**Definition 3.4.2** Assume that $M$ is a triangulation of $D$ and $D_\ell \in M$. Let us consider the function $g$ given in (3.57). Then we call for $k = 1, 2, 3$,
\[
\left( \frac{\partial g}{\partial x_k} \right)^{\text{GG}}_{D_\ell} := \mathbb{1}_{D_\ell}(x) \frac{1}{\text{vol}(D_\ell)} \int_{\partial D_\ell} \langle g(y), P_k n \rangle \, ds(y)
\]
the Green-Gauss method to approximate the derivative in direction $x_k$ in the control volume $D_\ell$. Here $P_k$ denotes the orthogonal projection
\[
P_k x = \langle x, e_k \rangle e_k.
\]

The implementation of the Green-Gauss method is straightforward due to the following observation:

**Lemma 3.4.3** Assume that $M$ is a triangulation of $D$ and $D_\ell \in M$. Let us consider the function (3.57). Then the Green-Gauss method to approximate the derivative in direction $x_k$ for the control volume $D_\ell$ is given by
\[
\left( \frac{\partial g}{\partial x_k} \right)^{\text{GG}}_{D_\ell} = \begin{cases} 
\frac{1}{\text{vol}(D_\ell)} \sum_{j \in \mathcal{N}(\ell)} \text{svol}(e_{\ell j}) \frac{n_{k, \ell j}}{2} (g_\ell + g_j), & x \in D_\ell \\
0, & \text{else.}
\end{cases}
\]

**Proof:** For $x \in D_\ell$ the definition (3.58) can be rewritten as
\[
\left( \frac{\partial g}{\partial x_k} \right)^{\text{GG}}_{D_\ell} = \frac{1}{\text{vol}(D_\ell)} \sum_{j \in \mathcal{N}(\ell)} \text{svol}(e_{\ell j}) \frac{n_{k, \ell j}}{2} \left( g_\ell \lim_{h \to +0} \mathbb{1}_{D_i}(x + hn_{e_{ij}}) + \lim_{h \to +0} g_j \mathbb{1}_{D_j}(x - hn_{e_{ij}}) \right)
\]
\[
= \frac{1}{\text{vol}(D_\ell)} \sum_{j \in \mathcal{N}(\ell)} \text{svol}(e_{\ell j}) \frac{n_{k, \ell j}}{2} (g_\ell + g_j).
\]
This proves the assertion.
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**Lemma 3.4.4** Assume that $M$ is a triangulation of $D$ and $D_\ell \in M$ such that $D_\ell$ and its six direct neighbor cells $D_j$, $j \in N(\ell)$, are rectangular and of the same size, that is

$$D_\ell = \{ x \in \mathbb{R}^m : x = a_\ell + x_1 e_1 + x_2 e_2 + x_3 e_3, $$
$$0 \leq x_1 \leq h_1, 0 \leq x_2 \leq h_2, 0 \leq x_3 \leq h_3 \}.$$

$$D_j = \{ x \in \mathbb{R}^m : x = a_j + x_1 e_1 + x_2 e_2 + x_3 e_3, $$
$$0 \leq x_1 \leq h_1, 0 \leq x_2 \leq h_2, 0 \leq x_3 \leq h_3 \}.$$

where

$$a_j = a_\ell + h_j, \quad a_{j+3} = a_\ell - h_j, \quad j = 1, 2, 3.$$

Let us consider the linear function

$$f(x) = \langle b, x \rangle, \quad a \in \mathbb{R}^m,$$

which is approximated by the function (3.57) with $g_i = f(p_i)$, $i = 1, \ldots, N_{\text{elem}}$. Then the Green-Gauss method to approximate the derivative of $f$ is exact, that is

$$\frac{\partial f(x)}{\partial x_k} = \left( \frac{\partial g(x)}{\partial x_k} \right)^{\text{GG}}_{D_\ell}.$$

**Proof:** We only prove the assertion for $\frac{\partial f(x)}{\partial x_1} = b_1$. The other directions are analogously. First of all note that

$$\text{vol}(D_\ell) = h_1 h_2 h_3,$$

$$\text{svol}(e_{\ell j_1}) = h_2 h_3, \quad \text{svol}(e_{\ell j_2}) = h_1 h_3, \quad \text{svol}(e_{\ell j_3}) = h_1 h_2,$$

$$n_{1,\ell j_1} = 1, \quad n_{1,\ell j_2} = 0, \quad n_{1,\ell j_3} = 0,$$

$$n_{1,\ell j_4} = -1, \quad n_{1,\ell j_5} = 0, \quad n_{1,\ell j_6} = 0,$$

$$p_\ell = a_\ell + \frac{1}{2} \left( \sum_{j=1}^{3} h_j e_j \right),$$

$$p_{j_1} = a_\ell + \frac{3}{2} h_1 e_1 + \frac{1}{2} h_2 e_2 + \frac{1}{2} h_3 e_3,$$

$$p_{j_4} = a_\ell - \frac{1}{2} h_1 e_1 + \frac{1}{2} h_2 e_2 + \frac{1}{2} h_3 e_3.$$

Then formula (3.60) gives

$$\left( \frac{\partial g(x)}{\partial x_1} \right)^{\text{GG}}_{D_\ell} = \frac{1}{2h_1 h_2 h_3} \left[ h_2 h_3 (f(p_\ell) + f(p_{j_1})) - [h_2 h_3 (f(p_\ell) + f(p_{j_4}))] \right]$$

$$= \frac{1}{2h_1} \left[ 2 \langle b, a_\ell \rangle + 2 h_1 b_1 + h_2 b_2 + h_3 b_3 \right] - \left[ 2 \langle b, a_\ell \rangle + h_2 b_2 + h_3 b_3 \right]$$

$$= b_1,$$
which proves the assertion.

Formula (3.58) gives a method to approximate the gradient of a function at the barycenter of a control volume. To discretize the viscous terms of (2.1a) we follow the idea to directly evaluate the terms on a face. To this end derivatives on a face are required.

**Definition 3.4.5** Assume that $M$ is a triangulation of $D$ and $e_{ij} \in E(M)$. Let us consider the function (3.57). Then the Green-Gauss method to approximate the derivative in direction $x_k$ on the face $e_{ij}$ is given by

$$
\left[ \frac{\partial g(x)}{\partial x_k} \right]_{e_{ij}}^{GG} := \frac{1}{2} \left[ \left( \frac{\partial g(x)}{\partial x_k} \right)_{D_i}^{GG} + \left( \frac{\partial g(x)}{\partial x_k} \right)_{D_j}^{GG} \right].
$$

(3.63)

**Corollary 3.4.6** Assume that $M$ is a Cartesian triangulation of $D$. Then the Green-Gauss method to approximate the derivative of the linear function $f$ given by (3.61) is exact for all $x \in D$. In particular, the Green-Gauss method to approximate the derivative in direction $x_k$ on each face $e_{ij} \in E(M)$ is exact.

**Proof:** This is a direct consequence of Lemma 3.4.4 and the definition (3.63).

A second method to directly approximate the derivative of a function on the face $e_{ij}$ is given by the so called thin layer approximation.

**Definition 3.4.7** Assume that $M$ is a triangulation of $D$ and $e_{ij} \in E(M)$. Let us consider the function (3.57). Then the thin shear layer (TSL) method to approximate the derivative in direction $x_k$ on the face $e_{ij}$ is given by

$$
\left( \frac{\partial g(x)}{\partial x_k} \right)_{e_{ij}}^{TSL} := \frac{n_{k,ij}}{\text{dist}(e_{ij})} \left\{ \begin{array}{ll}
g_j 1_{D_j}(p_j) - g_i 1_{D_i}(p_i), & x \in e_{ij}, \\
0, & \text{else.}
\end{array} \right.
$$

(3.64)

Formula (3.64) gives a direct possibility to approximate the derivative on the face and for $x \in e_{ij}$ it can be shorter written by

$$
\left( \frac{\partial g(x)}{\partial x_k} \right)_{e_{ij}}^{TSL} = \frac{n_{k,ij}}{\text{dist}(e_{ij})} (g_j - g_i).
$$

(3.65)

**Lemma 3.4.8** Consider the assumption of Lemma 3.4.4. Then the thin shear layer method to approximate the derivative of $f$ on the face $e_{ij} \in E(M)$ is exact in normal direction, that is it is exact for

$$
\hat{f}_k(x) = \langle b, P_k x \rangle
$$

and $P_k$ is given in (3.59).
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Proof: Recall the relations (3.62). Then, using \( \text{dist}(e_{\ell j}) = h_1 \), we compute

\[
\left( \frac{\partial g(x)}{\partial x_1} \right)_{e_{\ell j}}^{\text{TSL}} = \frac{1}{h_1} \left[ \left( \langle b, a_\ell \rangle + \frac{3}{2} h_1 b_1 + \frac{1}{2} h_2 b_2 + \frac{1}{2} h_3 b_3 \right) - \left( \langle b, a_\ell \rangle + \frac{1}{2} h_1 b_1 + \frac{1}{2} h_2 b_2 + \frac{1}{2} h_3 b_3 \right) \right] = b_1.
\]

Since \( n_{2,\ell j} = n_{3,\ell j} = 0 \) we obtain

\[
\left( \frac{\partial g(x)}{\partial x_2} \right)_{e_{\ell j}}^{\text{TSL}} = \left( \frac{\partial g(x)}{\partial x_3} \right)_{e_{\ell j}}^{\text{TSL}} = 0,
\]

which shows that the thin layer method is exact for \( \tilde{f}_1 \). The assertion for \( \tilde{f}_2 \) and \( \tilde{f}_3 \) is analogously. □

3.4.2 Discretization of viscous flux terms

Using (3.58) together with (3.63) and (3.64) give us two different ways to approximate derivatives to implement the viscous terms. Both methods are explicit and straightforward to implement. On the other hand, both methods have severe shortcomings.

For the Green-Gauss method it can only be shown that for Cartesian meshes the derivative of linear functions can be correctly represented. The thin shear layer method even makes a systematic error. Only the derivative of the linear function projected on the normal direction can be correctly represented on a Cartesian mesh.

Both approximate derivatives (3.58) and (3.64) are a severe source of error in the typical finite volume discretization of the system of equations (2.45). This is in particular true for unstructured meshes where many of the control volumes are non-hexahedral elements. On the other hand, many of the grids used in practice have a hexahedral boundary layer. Assuming that in particular in the boundary layer derivatives of certain quantities such as velocity \( u \) have a significant impact, at least the topology of the mesh is adapted to the shortcomings of the approximate derivatives (3.58) and (3.64). Nevertheless, it should be pointed out that even under optimal conditions, that is a Cartesian mesh, only the derivative of a linear function can be represented correctly.

To discretize the viscous terms \( f_v \) of (2.45) an averaging of all required data on the face \( e_{ij} \) is done,

\[
\begin{align*}
\mu_{l,e_{ij}} &= \frac{1}{2} (\mu_l (W_i) + \mu_l (W_j)) , & \mu_{t,e_{ij}} &= \frac{1}{2} (\mu_t,i + \mu_t,j) , & (3.66) \\
\kappa_{l,e_{ij}} &= \frac{1}{2} (\kappa_l (W_i) + \kappa_l (W_j)) , & \kappa_{t,e_{ij}} &= \frac{1}{2} (\kappa_t,i + \kappa_t,j) , & (3.67) \\
\mu_{eff,e_{ij}} &= \mu_{l,e_{ij}} + \mu_{t,e_{ij}} , & \kappa_{eff,e_{ij}} &= \kappa_{l,e_{ij}} + \kappa_{t,e_{ij}} , \\
u_{e_{ij}} &= \frac{1}{2} (u_i + u_j) . & (3.68)
\end{align*}
\]
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In case we use the Green-Gauss method the required gradients are computed by (3.60) and (3.63), in case we use the thin layer method we use (3.65). Then, for completeness, the required gradients for velocity and temperature are either

\[
\left( \frac{\partial u}{\partial x_k} \right)_{eij}^{GG} = \frac{1}{2} \left[ \left( \frac{\partial u}{\partial x_k} \right)_{D_i}^{GG} + \left( \frac{\partial u}{\partial x_k} \right)_{D_j}^{GG} \right],
\]

(3.69a)

\[
\left( \frac{\partial T}{\partial x_k} \right)_{eij}^{GG} = \frac{1}{2} \left[ \left( \frac{\partial T}{\partial x_k} \right)_{D_i}^{GG} + \left( \frac{\partial T}{\partial x_k} \right)_{D_j}^{GG} \right]
\]

(3.69b)

or

\[
\left( \frac{\partial u}{\partial x_k} \right)_{eij}^{TSL} = \frac{n_{k,ij}}{\text{dist}(e_{ij})} (u_j - u_i).
\]

(3.70a)

\[
\left( \frac{\partial T}{\partial x_k} \right)_{eij}^{TSL} = \frac{n_{k,ij}}{\text{dist}(e_{ij})} (T_j - T_i).
\]

(3.70b)

The terms (3.66), (3.67), (3.68), and (3.69) or (3.70) are used to evaluate the viscous stress tensor \(\tau\) and \(\theta\) defined in (2.7) and (2.8). The corresponding flux for the face \(e_{ij}\) is then evaluated by

\[
\int_{e_{ij}} \left\langle f_v \left( W_h \right), n_{e_{ij}} \right\rangle \, ds \approx \text{svol} \left( e_{ij} \right) \left\langle f_v \left( W_{N(i,j)} \right), n_{e_{ij}} \right\rangle.
\]

(3.71)

Let us close this section with one important remark. In case the gradients are evaluated using (3.69), the viscous flux (3.71) depends on the ansatz functions \(W_{N(i,j)}\) defined in (3.14), which means an extended stencil. In case (3.70) is used, the stencil for the approximation of the viscous flux (3.71) is compact. It only depends on \(W_i\) and \(W_j\).

3.5 Discretization of turbulence models

The way to discretize the turbulent flow equations (2.52) and (2.53) follow the same ideas compared to those for the mean flow equations. Additionally, a discretization strategy of the integral operator \(V_D(Q)\) representing the source terms is required. A major difference in the discretization of turbulent flow equations compared to the mean flow equations is the restriction of the convection parts to first order terms.

According to (3.9) we introduce the ansatz functions to approximate the equations
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for $\tilde{\nu}$, $k$ and $\omega$,

$$
\tilde{\nu}(x,t) \approx \tilde{\nu}_h(x,t), \quad \tilde{\nu}_h(x,t) := \sum_{i=1}^{N_{\text{elem}}} \tilde{\nu}_i(t) \mathbb{1}_{D_i}(x), \quad \tilde{\nu}_i(t) := \tilde{\nu}(p_i, t),
$$

$$
k(x,t) \approx k_h(x,t), \quad k_h(x,t) := \sum_{i=1}^{N_{\text{elem}}} k_i(t) \mathbb{1}_{D_i}(x), \quad k_i(t) := k(p_i, t),
$$

$$
\omega(x,t) \approx \omega_h(x,t), \quad \omega_h(x,t) := \sum_{i=1}^{N_{\text{elem}}} \omega_i(t) \mathbb{1}_{D_i}(x), \quad \omega_i(t) := \omega(p_i, t).
$$

**Definition 3.5.1** Assume that $M$ is a triangulation of $D$, $e_{ij} \in E(M)$ and let us consider the corresponding control volumes $D_i, D_j \in M$. Then we define the numerical flux function for the Spalart-Allmaras model in normal direction $n$ by

$$
\mathcal{H}_{\text{SA}} ((\tilde{\nu}_i, W_i), (\tilde{\nu}_j, W_j), n) := \frac{1}{2} \left[ (f_{e,\text{SA}} (\tilde{\nu}_i, W_i), n) + (f_{e,\text{SA}} (\tilde{\nu}_j, W_j), n) \right]
- \frac{1}{2} |V_{ij,\text{Roe}}| (\tilde{\nu}_j - \tilde{\nu}_i). \tag{3.72}
$$

The term $V_{ij,\text{Roe}}$ is declared in Definition 3.2.3.

**Definition 3.5.2** Assume that $M$ is a triangulation of $D$, $e_{ij} \in E(M)$ and let us consider the corresponding control volumes $D_i, D_j \in M$. Then we define the numerical flux function for the $k\omega$-model in normal direction $n$ by

$$
\mathcal{H}_{(k,\omega)} ((k_i, \omega_i, W_i), (k_j, \omega_j, W_j), n) := \begin{cases} 
\langle u_{e_{ij}}, n \rangle k_i, & \langle u_{e_{ij}}, n \rangle \geq 0, \\
\langle u_{e_{ij}}, n \rangle k_i, & \langle u_{e_{ij}}, n \rangle < 0,
\end{cases} \tag{3.73}
$$

It can be shown for both $\mathcal{H}_{\text{SA}}$ and $\mathcal{H}_{(k,\omega)}$ that these satisfy the conditions of Definition 3.2.3. And both flux functions are formulated and implemented without an entropy fix. The convective flux for the Spalart-Allmaras turbulence model is approximated by

$$
\int_{e_{ij}} (f_{c,\text{SA}} (W_h), n_{e_{ij}}) \, ds \approx \text{svol} (e_{ij}) \mathcal{H}_{\text{SA}} ((\tilde{\nu}_i, W_i), (\tilde{\nu}_j, W_j), n_{e_{ij}}),
$$

and for the $k\omega$-model by

$$
\int_{e_{ij}} (f_{c,(k,\omega)} (W_h), n_{e_{ij}}) \, ds \approx \text{svol} (e_{ij}) \mathcal{H}_{(k,\omega)} ((k_i, \omega_i, W_i), (k_j, \omega_j, W_j), n_{e_{ij}}).
$$
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The discretization of the viscous flux terms follows the ideas of Section 3.4.2. Additional gradients for $\bar{\nu}$, $k$ and $\omega$ are computed either by

$$
\frac{\partial \bar{\nu}}{\partial x_k} \bigg|_{e_{ij}}^{GG} = \frac{1}{2} \left[ \left( \frac{\partial \bar{\nu}}{\partial x_k} \bigg|_{D_i} \right)^{GG} + \left( \frac{\partial \bar{\nu}}{\partial x_k} \bigg|_{D_j} \right)^{GG} \right], 
$$

(3.74a)

$$
\frac{\partial k}{\partial x_k} \bigg|_{e_{ij}}^{GG} = \frac{1}{2} \left[ \left( \frac{\partial k}{\partial x_k} \bigg|_{D_i} \right)^{GG} + \left( \frac{\partial k}{\partial x_k} \bigg|_{D_j} \right)^{GG} \right], 
$$

(3.74b)

$$
\frac{\partial \omega}{\partial x_k} \bigg|_{e_{ij}}^{GG} = \frac{1}{2} \left[ \left( \frac{\partial \omega}{\partial x_k} \bigg|_{D_i} \right)^{GG} + \left( \frac{\partial \omega}{\partial x_k} \bigg|_{D_j} \right)^{GG} \right], 
$$

(3.74c)

or

$$
\frac{\partial \bar{\nu}}{\partial x_k} \bigg|_{e_{ij}}^{TSL} = \frac{n_{k,ij}}{\text{dist}(e_{ij})} (\bar{\nu}_j - \bar{\nu}_i), 
$$

(3.75a)

$$
\frac{\partial k}{\partial x_k} \bigg|_{e_{ij}}^{TSL} = \frac{n_{k,ij}}{\text{dist}(e_{ij})} (k_j - k_i), 
$$

(3.75b)

$$
\frac{\partial \omega}{\partial x_k} \bigg|_{e_{ij}}^{TSL} = \frac{n_{k,ij}}{\text{dist}(e_{ij})} (\omega_j - \omega_i). 
$$

(3.75c)

Simple averaging of

$$
\nu_{l,e_{ij}} = \frac{1}{2} (\nu_l (W_i) + \nu_l (W_j)),
$$

(3.76)

$$
\tilde{\nu}_{e_{ij}} = \frac{1}{2} (\bar{\nu}_i + \bar{\nu}_j), \quad f_{n,e_{ij}} = \frac{c_{n1} + \frac{1}{2} (\chi(\bar{\nu}_i, W_i)^3 + \chi(\bar{\nu}_j, W_j)^3)}{c_{n1} - \frac{1}{2} (\chi(\bar{\nu}_i, W_i)^3 + \chi(\bar{\nu}_j, W_j)^3)},
$$

(3.77)

$$
\left( \begin{array}{c} k_{e_{ij}} \\ \omega_{e_{ij}} \end{array} \right) = \frac{1}{2} \left( \begin{array}{c} k_i \\ \omega_i \end{array} + \begin{array}{c} k_j \\ \omega_j \end{array} \right), \quad \Gamma(T)_{e_{ij}} = \Gamma(T_i) + \Gamma(T_j),
$$

(3.78)

gives all required values to evaluate the viscous terms of the SA-model

$$
\int_{e_{ij}} \left\langle f_{v,SA} (\tilde{\nu}_h, W_h), n_{e_{ij}} \right\rangle ds \approx \text{svol} (e_{ij}) \left\langle f_{v,SA} (\tilde{\nu}_{N(i,j)}, W_{N(i,j)}), n_{e_{ij}} \right\rangle,
$$

and those of the $k\omega$-model,

$$
\left( \begin{array}{cc} \omega_{sc}^{-1} & 0 \\ 0 & \omega_{ac}^{-1} \end{array} \right) \int_{e_{ij}} \left\langle \hat{f}_{v,(k,\omega)} (k_h, \omega_h, W_h), n_{e_{ij}} \right\rangle ds 
$$

$$
\approx \left( \begin{array}{cc} \omega_{sc}^{-1} & 0 \\ 0 & \omega_{ac}^{-1} \end{array} \right) \text{svol} (e_{ij}) \left\langle \hat{f}_{v,(k,\omega)} (k_{N(i,j)}, \omega_{N(i,j)}, W_{N(i,j)}), n_{e_{ij}} \right\rangle.
$$
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Additionally, for the turbulence flow equations the source terms $Q_{SA}$ and $Q_{k,\omega}$ need to be discretized. This is done pointwise by the straightforward application of the mid-point rule

\[\int_{D_i} Pr_{SA} (\tilde{\nu}_h, W_h) \, dx \approx \text{vol} (D_i) Pr_{SA} (\tilde{\nu}_i, W_i, W_{j,j\in\mathcal{N}(i)}) , \quad (3.79a)\]
\[\int_{D_i} De_{SA} (\tilde{\nu}_h, W_h) \, dx \approx \text{vol} (D_i) De_{SA} (\tilde{\nu}_i, W_i, W_{j,j\in\mathcal{N}(i)}) , \quad (3.79b)\]
\[\int_{D_i} Di_{SA} (\tilde{\nu}_h, W_h) \, dx \approx \text{vol} (D_i) Di_{SA} (\tilde{\nu}_i, \tilde{\nu}_{j,j\in\mathcal{N}(i)}) . \quad (3.79c)\]

The notation on the right hand sides of (3.79) is understood as follows. The construction of $Pr_{SA}$ and $De_{SA}$ requires the derivative of the velocity and $Di_{SA}$ of the transported variable $\tilde{\nu}$. These are computed for the element $D_i$ using (3.59). Hence, the formulation of the right hand sides of (3.79a) and (3.79b) indicate the dependency of the source term in the element $D_i$ on the ansatz functions $W_i$ and $W_{j,j\in\mathcal{N}(i)}$ and the dependency of the right hand side of (3.79c) on the ansatz functions $\tilde{\nu}_i$ and $\tilde{\nu}_{j,j\in\mathcal{N}(i)}$.

The discretization of the source terms for the $k\omega$-model is analogue,

\[\omega_{sc}^{-1} \int_{D_i} Pr_{k,(k,\omega)} (k_h, \omega_h, W_h) \, dx \approx \frac{\text{vol} (D_i)}{\omega_{sc}} Pr_{k,(k,\omega)} (k_i, \omega_i, W_i, W_{j,j\in\mathcal{N}(i)}) , \quad (3.80a)\]
\[\omega_{sc}^{-1} \int_{D_i} De_{k,(k,\omega)} (k_h, \omega_h, W_h) \, dx \approx \omega_{sc} \text{vol} (D_i) De_{k,(k,\omega)} (k_i, \omega_i) , \quad (3.80b)\]
\[\omega_{sc}^{-1} \int_{D_i} Pr_{\omega,(k,\omega)} (k_h, \omega_h, W_h) \, dx \approx \frac{\text{vol} (D_i)}{\omega_{sc}} Pr_{\omega,(k,\omega)} (W_i, W_{j,j\in\mathcal{N}(i)}) , \quad (3.80c)\]
\[\omega_{sc}^{-1} \int_{D_i} De_{\omega,(k,\omega)} (k_h, \omega_h, W_h) \, dx \approx \omega_{sc} \text{vol} (D_i) De_{\omega,(k,\omega)} (W_i) . \quad (3.80d)\]

And the right hand sides of (3.80) indicate as above the direct dependencies on the ansatz functions and coefficients. According to (2.23) the discretized production term $\tilde{Pr}_{k,(k,\omega)}$ is given by

\[\int_{D_i} \tilde{Pr}_{k,(k,\omega)} \approx \text{vol} (D_i) \min\{\omega_{sc}^{-1} Pr_{k,(k,\omega)}, 20\omega_{sc} De_{k,(k,\omega)}\} . \quad (3.81)\]

3.6 Discretization of boundary conditions

All boundary conditions considered in this thesis are implemented using a flux formulation. The concept is explained at the beginning of this section once in its general formulation. Then details for the following boundary conditions are given:

a) Farfield boundary condition,
b) Slip wall boundary condition,

c) No-slip wall boundary condition,

d) Symmetry boundary condition.

To explain the general idea consider Figure 3.3 and assume that $e_i,\text{bdry}$ represents a boundary edge. As already mentioned in the introduction of this section, there is an anomaly in the computational mesh considering a dual mesh. It can be observed from Figure 3.3 that due to construction the element at the boundary is given by a half cell, which directly results in a jump in the grid metric. Hence, the considered barycenter of this cell is assumed to be located directly on the boundary, that is as if this half cell is assumed to be artificially extended to a complete cell. Within our proposed formulation of the boundary conditions, we cannot fully circumvent this fact.

Using flux formulations, the flux over the edge $e_i,\text{bdry}$ needs to satisfy the corresponding boundary condition. Contrary to an inner edge, at the outset only one, namely the inner state is given. To be more exact, the coefficients $W_i$ of the ansatz function corresponding to the element $D_i$ are given. To compute the flux, an outer artificial state needs to be prescribed, which is denoted by,

$$W_{i,\text{bdry}} = \left( \rho_{i,\text{bdry}}(t), (\rho u)_{i,\text{bdry}}(t), (\rho E)_{i,\text{bdry}}(t) \right),$$

and additionally for the possible turbulence flow equations $\tilde{\nu}_{i,\text{bdry}}$ and $(k_{i,\text{bdry}}, \omega_{i,\text{bdry}})$. This outer artificial state is evaluated such that the boundary condition for the boundary edge $e_i,\text{bdry}$ is satisfied. Then, using the notation of Definition 3.1.12 we
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approximate the boundary integrals by

\[
\int_{\partial D} \langle f_c (W), n \rangle \, ds \approx \sum_{i=1}^{N_{\text{bdry}}} \int_{e_i, \text{bdry}} \mathcal{H}^{1st, \text{Roe}}(W_i, W_{i, \text{bdry}}, n_{i, \text{bdry}}) \, ds
\]

and

\[
\int_{\partial D} \langle f_v (W), n \rangle \, ds \approx \sum_{i=1}^{N_{\text{bdry}}} \text{svol}(e_i, \text{bdry}) \mathcal{H}^{1st, \text{Roe}}(W_i, W_{i, \text{bdry}}, n_{i, \text{bdry}}),
\]

For stability reasons in particular for solid walls the numerical flux function for boundary edges is replaced by \( \mathcal{H}^{1st, \text{Roe}} \). To improve accuracy of the scheme no entropy fix (3.34) is applied.

**Farfield boundary condition.** The implementation of this boundary condition determines the inflow of free-stream conditions of the fluid. Given an angle of attack \( \alpha \), the outer state is determined by

\[
W_{i, \text{bdry}} := W_{\infty} := (\rho_{\infty}, \cos \alpha \rho_{\infty} u_{\infty}, 0, \sin \alpha \rho_{\infty} u_{\infty}, \rho_{\infty} E_{\infty})^T.
\]

The determination of free-stream conditions for the turbulent flow equations is a complex topic and not straightforward. Here we simply give the values used, which are

\[
\tilde{\nu}_{i, \text{bdry}} := \tilde{\nu}_{\infty} := f_{\text{SA, \infty}} \tilde{\nu}_{l, \infty}, \quad 3 \leq f_{\text{SA, \infty}} \leq 5,
\]

where we have followed the recommendations in [81, 1]. The constant factor \( f_{\text{SA, \infty}} \) determines the degree of turbulence in the free-stream and its choice depends for example on the simulated flow itself, the Reynolds number and the size of the finite mesh. Here one often counts the chord lengths from the simulated body to the free stream. As a result, the choice above yields for the Spalart-Allmaras turbulence model a ratio of eddy to laminar viscosity by

\[
\frac{\mu_{t, \infty}}{\mu_{l, \infty}} = f_{\text{SA, \infty}} \rho_{\infty} \tilde{\nu}_{l, \infty} f_c (f_{\text{SA, \infty}} \tilde{\nu}_{l, \infty}, W_{\infty}) = \frac{f_{\text{SA, \infty}}^3}{f_{\text{SA, \infty}}^3 + c_v^3}.
\]

In all our computations for the Spalart-Allmaras turbulence model we chose

\[
f_{\text{SA, \infty}} = 3,
\]

which goes along the recommendations given in [81, 1] and gives a ratio of about

\[
\frac{\mu_{t, \infty}}{\mu_{l, \infty}} \approx 0.21044.
\]
For the \( k\omega \)-model in all our computations the free-stream values are given by
\[
(k_{i,\text{bdry}}, \omega_{i,\text{bdry}}) := (k_\infty, \omega_\infty) := (9 \cdot 10^{-9}, 10^{-6}) .
\]
Hence, this choice gives using (2.54) a ratio of eddy to laminar viscosity by
\[
\frac{\mu_{t,\infty}}{\mu_{l,\infty}} = \frac{\sqrt{\gamma M_\infty L}}{Re} = 9 \cdot 10^{-3}.
\]
It is important to notice that this ratio of eddy to laminar viscosity for the \( k\omega \)-model is about two orders of magnitude smaller than compared with the Spalart-Allmaras turbulence model. Nevertheless, the mathematical question if these boundary conditions are meaningful as closure for the corresponding boundary value problem is open.

**Slip wall boundary condition.** The slip wall boundary conditions corresponds to the inviscid flow problem. To ensure a vanishing normal velocity the outer state is determined by
\[
\begin{align*}
\rho_{i,\text{bdry}} & := \rho_i, \\
(\rho u)_i,\text{bdry} & := (\rho u)_i - 2 \left( (\rho u)_i, n_{i,\text{bdry}} \right) n_{i,\text{bdry}}, \\
\rho_{i,\text{bdry}} E_i,\text{bdry} & := \rho_i E_i.
\end{align*}
\]
For results presented in this thesis this boundary condition was only used for inviscid flows. Hence, a possible treatment for turbulence flow equations is not considered.

**No-slip wall boundary condition.** The no-slip wall boundary corresponds to the viscous and turbulent flow problems. To ensure vanishing velocity and normal derivative of the temperature the outer state is determined by
\[
\begin{align*}
\rho_{i,\text{bdry}} & := \rho_i, \\
(\rho u)_i,\text{bdry} & := - (\rho u)_i, \\
(\rho E)_i,\text{bdry} & := (\rho E)_i.
\end{align*}
\]
The vanishing normal derivative
\[
\left. \frac{\partial T}{\partial n} \right|_{\varepsilon_i,\text{bdry}} = 0
\]
is directly incorporated into the flux such that an application to (2.8b) yields
\[
\left( q \left( W_i, W_{j,j\in N(i)} \right), n_{i,\text{bdry}} \right) = \kappa_{\text{eff},\varepsilon_i,\text{bdry}} \left. \frac{\partial T}{\partial n} \right|_{\varepsilon_i,\text{bdry}} = 0.
\]
To determine the derivatives of velocity \( u \), and the turbulent flow variables \( \tilde{v}, k \) and \( \omega \) four methods are suggested. To this end consider the model of a polyhedral
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mesh shown in Figure 3.3. Assuming that for laminar and turbulent flows the computational mesh is generated such that the boundary layer consists of quadrilateral elements in 2D or hexahedral elements in 3D such as on the right of Figure 3.3, the point \( p_{i,n} \) can be used to approximate the derivative using (3.65). Assuming a linear behavior of \( u, \tilde{\nu} \) and \( k \) over the boundary edge \( e_{i,bdry} \), we define

\[
\begin{align*}
    u_{i,bdry} & := -u_{i,n}, \quad (3.84a) \\
    \tilde{\nu}_{i,bdry} & := -\tilde{\nu}_{i,n}, \quad (3.84b) \\
    k_{i,bdry} & := -k_{i,n}, \quad (3.84c)
\end{align*}
\]

to approximate derivatives for the boundary edge by

\[
\begin{align*}
    \left( \frac{\partial u}{\partial x} \right)^{TSL}_{e_{i,bdry}} & := \frac{(n_{i,bdry})_k (u_{i,bdry} - u_i)}{||p_{i,bdry} - p_{i,n}||_2} \bigg|_{u_i=0} = -\frac{(n_{i,bdry})_k u_{i,n}}{||p_{i,bdry} - p_{i,n}||_2}, \quad (3.85a) \\
    \left( \frac{\partial \tilde{\nu}}{\partial x} \right)^{TSL}_{e_{i,bdry}} & := \frac{(n_{i,bdry})_k (\tilde{\nu}_{i,bdry} - \tilde{\nu}_i)}{||p_{i,bdry} - p_{i,n}||_2} \bigg|_{\tilde{\nu}_i=0} = -\frac{(n_{i,bdry})_k \tilde{\nu}_{i,n}}{||p_{i,bdry} - p_{i,n}||_2}, \quad (3.85b) \\
    \left( \frac{\partial k}{\partial x} \right)^{TSL}_{e_{i,bdry}} & := \frac{(n_{i,bdry})_k (k_{i,bdry} - k_i)}{||p_{i,bdry} - p_{i,n}||_2} \bigg|_{k_i=0} = -\frac{(n_{i,bdry})_k k_{i,n}}{||p_{i,bdry} - p_{i,n}||_2}. \quad (3.85c)
\end{align*}
\]

The determination of the boundary derivatives (3.85a)–(3.85c) have the major drawback that knowledge of \( p_{i,n} \) is required. For example, assuming non-quadrilateral elements in the neighborhood of a no-slip wall these approximations are maybe misleading. Such a situation is illustrated in Figure 3.3 (left). This suggests that alternative methods are required. Hence, we can replace (3.84a)–(3.84c) by

\[
\begin{align*}
    u_{i,bdry} & := -u_i, \quad (3.86a) \\
    \tilde{\nu}_{i,bdry} & := -\tilde{\nu}_i, \quad (3.86b) \\
    k_{i,bdry} & := -k_i. \quad (3.86c)
\end{align*}
\]

The settings (3.86a)–(3.86c) are consistent with (3.82b). Then, the approximate derivatives for the boundary edge may be computed by

\[
\begin{align*}
    \left( \frac{\partial u}{\partial x} \right)^{TSL}_{e_{i,bdry}} & := \frac{(n_{i,bdry})_k (u_{i,bdry} - u_i)}{||p_{i,bdry} - p_{i,n}||_2} = -2 \frac{(n_{i,bdry})_k u_i}{||p_{i,bdry} - p_{i,n}||_2}, \quad (3.87) \\
    \left( \frac{\partial \tilde{\nu}}{\partial x} \right)^{TSL}_{e_{i,bdry}} & := \frac{(n_{i,bdry})_k (\tilde{\nu}_{i,bdry} - \tilde{\nu}_i)}{||p_{i,bdry} - p_{i,n}||_2} = -2 \frac{(n_{i,bdry})_k \tilde{\nu}_i}{||p_{i,bdry} - p_{i,n}||_2}, \quad (3.88) \\
    \left( \frac{\partial k}{\partial x} \right)^{TSL}_{e_{i,bdry}} & := \frac{(n_{i,bdry})_k (k_{i,bdry} - k_i)}{||p_{i,bdry} - p_{i,n}||_2} = -2 \frac{(n_{i,bdry})_k k_i}{||p_{i,bdry} - p_{i,n}||_2}. \quad (3.89)
\end{align*}
\]

The computations (3.87)–(3.89) still require the distance \( ||p_{i,bdry} - p_{i,n}||_2 \). To find a formulation which is free of this additional value we may apply (3.60) to determine
the derivative in the boundary cell

\[
\left( \frac{\partial u}{\partial x_k} \right)_{\text{GG}}^{D_i} = \frac{1}{\text{vol}(D_i)} \left[ \sum_{j \in \mathcal{N}(i)} \text{svol}(e_{ij}) \frac{n_{k,ij}}{2} (u_i + u_j)\bigg|_{u_i = u_i, \text{bdry}} \right. \\
+ \left. \text{svol}(e_{i,\text{bdry}}) \frac{(n_{i,\text{bdry}})}{2} (u_i + u_i, \text{bdry})\bigg|_{u_i = u_i, \text{bdry}} \right],
\]

(3.90)

\[
\left( \frac{\partial \tilde{\nu}}{\partial x_k} \right)_{\text{GG}}^{D_i} = \frac{1}{\text{vol}(D_i)} \left[ \sum_{j \in \mathcal{N}(i)} \text{svol}(e_{ij}) \frac{n_{k,ij}}{2} (\tilde{\nu}_i + \tilde{\nu}_j)\bigg|_{\tilde{\nu}_i = \tilde{\nu}_i, \text{bdry}} \right. \\
+ \left. \text{svol}(e_{i,\text{bdry}}) \frac{(n_{i,\text{bdry}})}{2} (\tilde{\nu}_i + \tilde{\nu}_i, \text{bdry})\bigg|_{\tilde{\nu}_i = \tilde{\nu}_i, \text{bdry}} \right],
\]

(3.91)

\[
\left( \frac{\partial k}{\partial x_k} \right)_{\text{GG}}^{D_i} = \frac{1}{\text{vol}(D_i)} \left[ \sum_{j \in \mathcal{N}(i)} \text{svol}(e_{ij}) \frac{n_{k,ij}}{2} (k_i + k_j)\bigg|_{k_i = k_i, \text{bdry}} \right. \\
+ \left. \text{svol}(e_{i,\text{bdry}}) \frac{(n_{i,\text{bdry}})}{2} (k_i + k_i, \text{bdry})\bigg|_{k_i = k_i, \text{bdry}} \right].
\]

(3.92)

As above, in principal we can choose for the boundary values \(u_{i,\text{bdry}}, \tilde{\nu}_{i,\text{bdry}}\) and \(k_{i,\text{bdry}}\) either (3.84a)–(3.84c) or (3.86a)–(3.86c) or

\[
u_{i,\text{bdry}} := 0, \quad \beta_{\text{no-slip}} := \frac{9}{100}.
\]

(3.93a)

\[
u_{i,\text{bdry}} := 0, \quad \beta_{\text{no-slip}} := \frac{9}{100}.
\]

(3.93b)

\[
u_{i,\text{bdry}} := 0.
\]

(3.93c)

So, altogether as mentioned above, four methods are available to approximate the required derivatives. It is open which of the methods might be preferred, and this thesis will not investigate this topic in detail. Within the given implementation all methods were implemented and tested. For the examples considered in this thesis, results were similar, but a thorough study has not been performed. For all the results shown in Chapter 6 either (3.85a)–(3.85c) or (3.90)–(3.92) in combination with (3.93a)–(3.93c) has been used.

To realize the boundary condition for \(\omega\) given by (2.55), note that when approaching a smooth no-slip wall, the asymptotic behavior is determined by (see [113])

\[
\lim_{h \to 0^+} \omega(x - hn(x)) = \lim_{h \to 0^+} \frac{6\nu}{\beta_{\text{no-slip}} \|x - hn(x)\|_2^2}, \quad \beta_{\text{no-slip}} := \frac{9}{100}.
\]

For the implementation first the term in the denominator is approximated by

\[
\|x - hn(x)\|_2 \approx d_i \approx \|p_{i,\text{bdry}} - p_{i,\text{bdry}}\|,
\]
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where \( d_i \) is the distance to the closest wall of the next discrete point. Then, to resolve within a discrete implementation the asymptotic behavior it was suggested \([59, 61]\) to introduce an additional factor of 10, that is \( \omega \) on the no-slip wall needs to satisfy

\[
\omega_{\text{no-slip}}(x) = \frac{60 \nu_t (W(x))}{\beta_{\text{no-slip}} \| p_{i, \text{bdry}} - p_{i,n} \|_2^2}, \quad x \in \partial D. \tag{3.94}
\]

Based on the formulation (3.94), to find a suitable value \( \omega_{i, \text{bdry}} \) we suggest the following extrapolation. The gradient in normal direction is evaluated by

\[
\left( \frac{\partial \omega}{\partial x_k} \right)_{TSL, \text{app}} \approx \left( n_{i, \text{bdry}} \right)_k \left( \omega_{\text{no-slip}} - \omega_{i,n} \right) \| p_{i, \text{bdry}} - p_{i,n} \|_2.
\]

This approximation is exploited to determine

\[
\omega_{i, \text{bdry}} := \omega_{\text{no-slip}} + f_\omega \left( \left( \frac{\partial \omega}{\partial x_k} \right)_{TSL, \text{app}} ; n_{i, \text{bdry}} \right) = \omega_{\text{no-slip}} + f_\omega \left( \frac{\omega_{\text{no-slip}} - \omega_{i,n}}{\| p_{i, \text{bdry}} - p_{i,n} \|_2} \right), \quad f_\omega := 4.
\]

This is exactly the value we used for \( \omega \) on the no-slip wall in all our computations for the \( k\omega \)-model. Then, the approximate derivative for the boundary edge required for the viscous terms is given by

\[
\left( \frac{\partial \omega}{\partial x_k} \right)_{TSL} \approx \left( n_{i, \text{bdry}} \right)_k \left( \omega_{i, \text{bdry}} - \omega_i \right) \| p_{i, \text{bdry}} - p_{i,n} \|_2.
\]

Note that in principle we could have considered for this construction also Green-Gauss gradients. For the sake of simplicity we restricted ourselves to the presented construction. It turned out that in particular the reconstruction of a suited boundary value \( \omega_{\text{no-slip}} \) is within our implementation responsible for a robust discretization and realization of a solution method, which has the potential to solve the set of equations of the \( k\omega \)-model.

There is a further important remark. When solving for \( \omega \) we scaled this variable by

\[
\omega_{sc} = \frac{Re}{\sqrt{\gamma M_\infty L}}.
\]

Due to the boundary condition (2.55) which is approximated by (3.94) it is clear that with respect to possible mesh refinements the distance to the closest wall

\[
d_{h,i} \approx \| p_{i, \text{bdry}} - p_{h,i,n} \|_2 \to 0, \quad h \to 0,
\]

and hence possibly numerical instabilities emerge due to a significant increase in the boundary values \( \omega_{\text{no-slip}} \). To resolve the flow inside the boundary layer meshes are
in general generated such that this distance scales with the Reynolds number, $d_i = d_i(Re) \sim C/Re$. Hence, using (2.10), (2.13) and (2.31a) we conclude that at least up to some mesh refinement that scaling $\omega_{sc}$ leads to a normalization of the possibly largest values expected, that is

$$\omega_{\text{no-slip}} \sim \tilde{C} \frac{\sqrt{\gamma M L}}{\omega_{sc} \left(\frac{C}{Re}\right)} \sim \mathcal{C}.$$ 

In case $\omega_{sc}$ would be chosen by one, we may conclude that the $\omega_{\text{no-slip}}$ already behaves like the Reynolds number $Re$ in an neighborhood of the no-slip wall. And these values might be large for high Reynolds number turbulent flows. Hence, the scaling $\omega_{sc}$ only turns out to be a typical normalization for the variable $\omega$, which may stabilize the numerical implementation.

**Symmetry boundary condition.** A further boundary condition considered and implemented is the symmetry boundary condition. This boundary condition is similar to the slip wall boundary. Here all vector valued quantities need to be projected, that is not only vector valued variables but also possible gradients. For completeness, we recall the requirement

$$\rho_{i,\text{bdry}} := \rho_i,$$

$$(pu)_{i,\text{bdry}} := (pu)_{i} - 2 \langle (pu)_{i}, n_{i,\text{bdry}} \rangle n_{i,\text{bdry}},$$

$$\rho_{i,\text{bdry}} E_{i,\text{bdry}} := \rho_{i} E_{i},$$

together with possible quantities of the turbulence flow equations,

$$\tilde{\nu}_{i,\text{bdry}} = \tilde{\nu}_{i},$$

$$k_{i,\text{bdry}} = k_{i},$$

$$\omega_{i,\text{bdry}} = \omega_{i}.$$ 

Assuming that $v_i \in \mathbb{R}^3$ is any other vector valued quantity, such as a gradient, we define its boundary value by

$$v_{i,\text{bdry}} := v_i - 2 \langle v_i, n_{i,\text{bdry}} \rangle n_{i,\text{bdry}}.$$ 

Then these values are incorporated into the flux functions for the symmetry boundary. This consideration concludes the implementation details of boundary conditions. Note that these techniques are not restricted to finite volume codes, but the same ideas can be applied to for example to discontinuous Galerkin codes.

### 3.7 Discrete set of equations

Using the notation of (3.9) and (3.10) to formulate the complete set of equations, we define the coefficient vector

$$W_{\text{mean}}(t) := (W_1(t), \ldots, W_{N_{\text{elem}}}(t))$$
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to represent the ansatz for function for the mean flow equation (2.45). For the turbulence flow equation we use in the following the same notation for both the Spalart-Allmaras and the Wilcox $k\omega$-model. Considering the representation of the ansatz functions $\tilde{\nu}_h$ and $(k_h, \omega_h)$ introduced in Section 3.5 we denote the corresponding coefficient vector either by

$$W_t(t) := (\tilde{\nu}_1(t), \ldots, \tilde{\nu}_{N_{\text{elem}}}(t))$$

or

$$W_t(t) := ((k_1(t), \omega_1(t)), \ldots, (k_{N_{\text{elem}}}(t), \omega_{N_{\text{elem}}}(t))).$$

Then, the discretization of the mean flow equations (2.45) together with the turbulent flow equations (2.52) or (2.53) yield the system of ordinary differential equations

$$\frac{d}{dt} \begin{pmatrix} W(t) \\ W_t(t) \end{pmatrix} = \begin{pmatrix} -M^{-1}_{\text{mean}} R_{\text{mean}}(W(t), W_t(t)) \\ -M^{-1}_{\text{turb}} R_{\text{turb}}(W(t), W_t(t)) \end{pmatrix},$$

(3.95)

where $M_{\text{mean}} := \text{diag} \left( \text{diag} \left( \text{vol} \left( D_i \right) \right) \right) \in \mathbb{R}^{5 \times 5 N_{\text{elem}}} \times 5 N_{\text{elem}}$ and $M_{\text{turb}} := \text{diag} \left( \text{vol} \left( \Omega_i \right) \right) \in \mathbb{R}^{N_t \times N_{\text{elem}} \times N_t \times N_{\text{elem}}}$ denote the mass matrix for mean and turbulent flow equations. Depending on the actual mesh size, (3.95) represents a large scale, time dependent set of nonlinear equations which need to be iterated in time. To approximately solve (3.95) we assume that the mean flow equations depend only on $W$ and $W_t$ acts only as parameter here, whereas the turbulence flow equation depend only on $W_t$ and $W$ act as parameter. Hence, we rewrite system (3.95) as

$$\frac{d}{dt} W(t) = -M^{-1}_{\text{mean}} R_{\text{mean}}(W(t), W_t(t))$$

(3.96a)

$$\frac{d}{dt} W_t(t) = -M^{-1}_{\text{turb}} R_{\text{turb}}(W_t(t), W(t)).$$

(3.96b)

Equations (3.96a) and (3.96b) are then solved sequentially. Mentioned in Section 2.4 it is not our goal to approximate time accurate solutions of (3.95), but our main interest is the robust approximation of a steady state solution. That is we postulate that the left hand side of (3.95) vanishes, that is it satisfies

$$\frac{d}{dt} W(t) = 0, \quad \frac{d}{dt} W_t(t) = 0.$$

With respect to this assumption the system (3.96) simplifies to

$$0 = R_{\text{mean}}(W(t), W_t(t))$$

(3.97a)

$$0 = R_{\text{turb}}(W_t(t), W(t)).$$

(3.97b)

which represents a nonlinear set of equations which needs to be solved. In principle, Newton’s method is suggested to be the straightforward way to solve this set of equations. Based on this observation, it is the goal of Section 5 to suggest solution strategies.
Chapter 4
Total derivative of Discretization

The computation of the derivative of the residual $R$ is complex. Therefore, a full chapter is devoted for this section. In principle, the process to construct the derivative $\frac{dR}{dW}$ can be implemented in a fully automatic fashion and only the local fluxes over the faces $e_{ij}$ and the source terms which are given pointwise need to be differentiated. Then the complete derivative is constructed in the same way the residual $R$ itself is computed. This basic and simple observation suggests to distribute this chapter into two parts.

The first part describes the consequence of this global observation and it presents the required data structures and routines to construct the derivative matrix. In particular, note that such an approach is independent of the underlying integral equation or differential equations. It depends only on the actual stencils used for the discretization. Due to this fact amongst other things we have spent so much effort in Chapter 3 to identify the dependencies on the ansatz functions and corresponding coefficients.

In the second part of this chapter, we present the derivatives of the fluxes and source terms with respect to their discretization. On the one hand, we present for several terms the complete derivatives to show in which way an exact derivative of the residual can be constructed. From the terms shown it may become clear that this is a rather extensive analysis with lots of details. Without getting lost in details, we are not going to present this for all terms. The goal is to make clear what needs to be done to compute these terms and in which way to incorporate those. Hence, in particular for the viscous flux terms we restrict ourselves to those terms which are necessary for the solution method presented in Chapter 5. Nevertheless, for future work and readers generalizations to construct exact derivatives beyond those terms presented in this chapter should become clear. Such an exact derivative is for example important for optimization problems, control problems and inverse problems based on the boundary value problems considered in Section 2.4.

For understanding the data structures and the implemented algorithms, within this work a private implementation dealing with block and scalar sparse matrices was
accomplished. No other software has been used. Though, obviously this meant that from a software design point of view there is still tremendous potential for efficiency, it is the goal of this work to demonstrate the potential of suitable algorithms to solve the RANS equations. With this in mind, it was an intentional decision to include software written by others to a minimum.

Moreover, our major goal is the design of an efficient solution algorithm to approximate a solution to the boundary value problem formulated in Section 2.4. Such a method is realized introducing preconditioners which are based on certain simplifications of the exact derivative. These simplifying assumptions are discussed in this chapter as well.

4.1 Global considerations

This section discusses the structure of \( \frac{dR}{dW} \). In general, this structure is at the outset independent of the actual integral or differential equations, but it depends on the stencil used for discretization. Hence, this expression represents a large scale (block) sparse matrix, which needs to be saved efficiently in the fast memory of a computer such that the available resources are not overloaded. Since we want to make extensive use in our solution method, we start by considering a suitable representation.

4.1.1 Graphs and sparse matrices

For this section recall the notation of Section 3.1. To understand the structure of the full derivative \( \frac{dR}{dW} \) it was one goal of the last Section 3 to emphasize the dependency of \( R_i \) on the unknowns \( W \). To represent the (block) sparse matrices a Compressed Sparse Row format has been implemented. For details of this topic we refer to the text book of Saad [84]. For our purposes we shortly introduce the following definition and notation.

**Definition 4.1.1** The neighbors of neighbors of point \( i \) are defined by

\[
\mathcal{N}(\mathcal{N}(i)) := \left( \bigcup_{k \in \mathcal{N}(i)} \mathcal{N}(k) \right) \setminus \left( \bigcap_{k \in \mathcal{N}(i)} \mathcal{N}(k) \right).
\]

**Notation 4.1.2** We denote the neighbors and neighbors of neighbors of point \( i \) in the following explicitly by

\[
\mathcal{N}(i) = \{j_1, \ldots, j_{\#\mathcal{N}(i)}\},
\]

\[
\mathcal{N}(\mathcal{N}(i)) = \{k_1, \ldots, k_{\#\mathcal{N}(\mathcal{N}(i))}\}.
\]
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Corollary 4.1.3 Consider the functions $R_{\text{mean}}$ and $R_{\text{turb}}$ of Section 3.7. The $i$th component $(R_{\text{mean}})_i$ and $(R_{\text{turb}})_i$ are a function of the variables of the indices $i, N(i)$ and $N(N(i))$, that is

$$(R_{\text{mean}})_i (W) = (R_{\text{mean}})_i \left( W_i, W_{j_1}, \ldots, W_{j_{\#N(i)}}, W_{k_1}, \ldots, W_{k_{\#N(N(i))}} \right), \quad (4.1a)$$

$$(R_{\text{turb}})_i (W_t) = (R_{\text{mean}})_i \left( \left( W_i, W_{j_1}, \ldots, W_{j_{\#N(i)}}, W_{k_1}, \ldots, W_{k_{\#N(N(i))}} \right) \right). \quad (4.1b)$$

Proof: This is a consequence of the construction of the residual, which is described in Section 3.

It is exactly these indices $i, N(i)$ and $N(N(i))$ which determine the number of nonzero entries and the column indices in the $i$th row of the block sparse matrix. More general, we can interpret these connections as a graph $G$, and the structure of the (block) sparse matrix representing the derivative $\frac{dR}{dW}$ is determined by the points which are connected by an edge in the graph. Considering the set $N(N(i))$ there exist also edges in this graph which do not correspond to the directly connected edges given by interpretation as a mesh. To get an idea about the memory requirements to save $\frac{dR}{dW}$ in the fast memory of a computer we give the following lemma.

Lemma 4.1.4 Consider a 3D hexahedral structured mesh representing $N$ degrees of freedom. Then the memory requirements for $\frac{dR_{\text{mean}}}{dW}$ are

$$5000 \cdot N \text{Bytes}.$$  

Proof: For a 3D hexahedral mesh we have

$$\# \{i, j \in N(i), k \in N(N(i))\} = 25. \quad (4.2)$$

Hence, each row of $\frac{dR}{dW}$ has 25 nonzero entries. For the discretized mean flow equations each entry is a block with $5 \cdot 5 = 25$ entries. Considering the programming languages C [34] or C++ [87], where a double requires 8 bytes, the memory requirements for the matrix are

$$25 \cdot 25 \cdot 8 \cdot N \text{bytes} = 5000N \text{Bytes}.$$ 

For example, for a mesh with $N = 10^6$ nodes about 5GB memory are required to save the matrix $\frac{dR_{\text{mean}}}{dW}$. Modern hardware clusters in general have much more memory available.

To construct efficient solution algorithms, which is topic of the next Chapter 5, the construction of the exact derivative $\frac{dR}{dW}$ often plays a minor role. Here it is of major importance to find suitable approximations to the exact derivative such that these can be incorporated as preconditioners into the solution algorithm. To this end we introduce the following notation.
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Notation 4.1.5 Assume that the $i$th component of the residual, that is $R_i$, depends only on $W_i$ and its direct neighbors $W_j$, $j \in N(i)$. Then we call the dependency a compact stencil and denote this by $R_i^{\text{comp}}$.

For a compact residual $R_i^{\text{comp}}$ the nonzero entries in the (block) CSR matrix are determined by $i$ and $N(i)$. To construct this matrix a single loop over all edges is enough, that is Algorithm 2 below reduces to the first loop over all edges. Furthermore, we can give a rough estimate for the memory requirements.

Lemma 4.1.6 Consider a 3D hexahedral structured mesh representing $N$ degrees of freedom. Then the memory requirements for $\frac{dR_i^{\text{comp}}}{dW}$ are

$$1400 \cdot N \text{Bytes}.$$  

Proof: The proof follows line by line the proof of Lemma 4.2 taking into account that (4.2) needs to be exchanged by

$$\# \{i, j \in N(i)\} = 7.$$  

Hence, the memory requirement to store (block) CSR matrices for a compact residual $\frac{dR_i^{\text{comp}}}{dW}$ is about 3.57 times less than storing the matrices $\frac{dR_i^{\text{comp}}}{dW}$ for a residual requiring an extended stencil.

4.1.2 Construction of $\frac{dR}{dW}$

For the construction of $\frac{dR}{dW}$ it is important to distinct on the one hand between flux terms depending only on variables $W_i$ and $W_j$, that is those directly corresponding to the edge (face) $e_{ij}$, and on the other hand those being additionally dependent on the neighbors of these variables, that is those which depend on $W_i$ and $W_j$ and additionally on $W_k$, $k \in N(i)$ and $W_\ell$, $\ell \in N(j)$. We emphasize this point because our way to implement the derivative follows three major goals:

a) The technical realization to compute $\frac{dR}{dW}$ should be as close as possible to the evaluation of the residual $R$.

b) The stencil operations, that is the generation of the structure of the matrix, should be done (almost) automatically.

c) Only the fluxes over the edges need to be differentiated, as well as volume operations for the source terms.
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This approach is important. In general a software package implementing the RANS or any other differential or integral equations is not fixed, but under continuous change, and it is not only one person manipulating the code, but many. In case one has separated the technical stencil operations from the actual discretization, developers of the code need to care only about differentiation of their local stencil operations. The global interaction is realized automatically and is therefore free from defects. In a final step, one could even realize the local differentiation by automatic differentiation. At the final end, this might be a question of efficiency versus degree of automation.

To realize the global interaction, we need to resolve the dependencies of $R_i$ on the variables $W$. Mathematically spoken, we need to resolve the dependencies, which is realized exploiting the chain rule for differentiation. Assuming that we represent the reconstructions required for the evaluation of $R$ by a function $g = g(W)$, we need to understand what the expression

$$\frac{dR}{dW} = \frac{dR}{dg} \frac{dg}{dW}$$

means, in particular such that a realizable way to implement it into a computer code can be found. It is our goal to describe an automatic process to realize this technical challenge. Then, within such a generalized framework, the detailed derivatives of certain terms can be easily exchanged.

To describe the idea in the following, consider the $i$th component of the residual and the corresponding edges (faces) $e_{ij}, j \in \mathcal{N}(i)$. Then the corresponding residual is computed by

$$R_i = \sum_{j \in \mathcal{N}(i)} \text{svol} (e_{ij}) \left[ \mathcal{H} (W_{\mathcal{N}(i,j)}, n_{e_{ij}}) - \langle f_v (W_{\mathcal{N}(i,j)}), n_{e_{ij}} \rangle \right].$$

Note that within a face based code we do not directly evaluate $R_i, i = 1, \ldots, N_{\text{elem}}$, but to save operational count the terms over the edges are computed and summed up. This approach is summarized in Algorithm 1. Here it is documented, in which way the extended stencil operations are realized, namely in a sequential manner. It is exactly this sequential progression which needs to be mapped to the construction of $\frac{dR}{dW}$.

In principle the explicit dependencies mentioned in Corollary 4.1.3 in (4.1) can be directly resolved to compute the derivatives. But for efficiency, and due to the reasons discussed in the beginning of this section, in general the realization of the computation of the residual is done by looping over the edges. To carry this concept over to the computation of the derivative, we consider the residual as dependent only on reconstructed values (Laplacians and gradients) corresponding to the direct neighbors, that is (4.1) is rewritten by

$$R_i = R_i \left( g (W_i), g_{j_1} (W_{k, k \in \mathcal{N}(j_1)}), \ldots, g_{j_N(i)} (W_{k, k \in \mathcal{N}(j_N(i))}) \right).$$

(4.3)
Algorithm 1 Computation of residual

1: procedure LOOP OVER EDGES (FACES) TO COMPUTE GRADIENTS
2: for \( k = 1, \ldots, \# E(M) \) do
3: \( i \leftarrow e_{ij} \)
4: \( j \leftarrow e_{ij} \)
5: \( L_i \leftarrow L_i + (W_j - W_i) \)
6: \( L_j \leftarrow L_j - (W_j - W_i) \)
7: \( \left( \frac{\partial u}{\partial x} \right)_D \leftarrow \left( \frac{\partial u}{\partial x} \right)_D + \frac{\text{svol}(e_{ij})}{2} (u_i + u_j) n_{e,ij} \)
8: \( \left( \frac{\partial T}{\partial x} \right)_D \leftarrow \left( \frac{\partial T}{\partial x} \right)_D + \frac{\text{svol}(e_{ij})}{2} (T_i + T_j) n_{e,ij} \)

9: procedure LOOP OVER ELEMENTS FINISHING GRADIENTS
10: for \( k = 1, \ldots, N_{\text{elem}} \) do
11: \( \left( \frac{\partial u}{\partial x} \right)_D \leftarrow (\text{vol}(D_k))^{-1} \left( \frac{\partial u}{\partial x} \right)_D \)
12: \( \left( \frac{\partial T}{\partial x} \right)_D \leftarrow (\text{vol}(D_k))^{-1} \left( \frac{\partial T}{\partial x} \right)_D \)

13: procedure LOOP OVER EDGES (FACE) TO COMPUTE RESIDUUM
14: for \( k = 1, \ldots, \# E(M) \) do
15: \( i \leftarrow e_{ij} \)
16: \( j \leftarrow e_{ij} \)
17: \( \mathcal{H}_{ij} \leftarrow \mathcal{H}(W_i, W_j, L_i, L_j, n) \)
18: \( (f_v)_{ij} \leftarrow \left\langle f_v \left( W_i, W_j, \left( \frac{\partial u}{\partial x} \right)_D , \left( \frac{\partial u}{\partial x} \right)_D, \left( \frac{\partial T}{\partial x} \right)_D, \left( \frac{\partial T}{\partial x} \right)_D \right), n_{e,ij} \right\rangle \)
19: \( R_i \leftarrow R_i + \text{svol}(e_{ij}) \left( \mathcal{H}_{ij} - (f_v)_{ij} \right) \)
20: \( R_j \leftarrow R_j - \text{svol}(e_{ij}) \left( \mathcal{H}_{ij} - (f_v)_{ij} \right) \)
Then, exploiting the chain rule the derivative is computed by
\[
\frac{\partial R_i}{\partial W_k} = \left( \frac{\partial R_0}{\partial g}, \frac{\partial R_1}{\partial g}, \ldots, \frac{\partial R_j}{\partial g_{j\notin N(i)}} \right)
\left( \begin{array}{c}
\frac{\partial g_0}{\partial W_k} \\
\frac{\partial g_1}{\partial W_k} \\
\vdots \\
\frac{\partial g_{j\notin N(i)}}{\partial W_k}
\end{array} \right)
\] (4.4)

Both, the representation of the \( R_i \) as function of \( g, g_1, \ldots, g_{j\notin N(i)} \) and the functions \( g, g_1, \ldots, g_{j\notin N(i)} \) depend only on their direct neighbors, and therefore, corresponding to the residual, the implementation of the derivative of the residual can be realized by a nested loop over the edges. And hence, only the direct local derivatives corresponding to one edge \( e_{ij} \) are required. Derivatives arising from an extended stencil follow by application of the chain rule.

We may present an easy example which can be computed straightforward. Considering a 2D hexahedral mesh, we need to represent the complete stencil. The example is illustrated in Figure 4.1. Using the notation of this example, the sum of differences in the definition of the numerical flux function \( \mathcal{H} \) in (3.15) and (3.16) is
\[
D_i (W_{N(i,j)}) := \sum_{j \in N(i)} (L_j (W_{N(i,j)}) - L_i (W_{N(i,j)})).
\] (4.5)

A straightforward evaluation of this expression is
\[
D_0 (W_{N(i,j)}) = 20W_0 - 8 (W_1 + W_3 + W_5 + W_7) \\
+ 2 (W_2 + W_4 + W_6 + W_8) + W_9 + W_{10} + W_{11} + W_{12}. \] (4.6)

The derivatives \( \frac{\partial D_0}{\partial W_k}, i = 0, \ldots, 12 \) are obvious from (4.6). Such an explicit representation corresponds to (4.1). This simple example illustrates that such an explicit approach is in general and in particular for more complex formulae not feasible, and in particular not efficiently feasible.
To follow the idea of (4.3) the term $D_0$ is reformulated as

$$D_0 (W_{N(i,j)}) = D_0 (L_0, L_1, L_3, L_5, L_7),$$

$$L_i = \sum_{j \in N(i)} (W_j - W_i).$$

Straightforward differentiation gives (we neglect the fact that the expressions need to be understood as matrix valued, the terms represent the diagonal of the matrix, off-diagonal terms are zero)

$$\frac{\partial D_0}{\partial (L_0, L_1, L_3, L_5, L_7)} = (-4, 1, 1, 1, 1).$$

Now, exploiting the chain rule (4.4) we can compute for example for the derivative with respect to $W_0$,

$$\frac{\partial D_0}{\partial W_0} = (-4, 1, 1, 1, 1) \begin{pmatrix} \frac{\partial L_0}{\partial W_0} \\ \frac{\partial L_0}{\partial W_1} \\ \frac{\partial L_0}{\partial W_2} \\ \frac{\partial L_1}{\partial W_0} \\ \frac{\partial L_1}{\partial W_1} \\ \frac{\partial L_1}{\partial W_2} \\ \frac{\partial L_3}{\partial W_0} \\ \frac{\partial L_3}{\partial W_1} \\ \frac{\partial L_3}{\partial W_2} \\ \frac{\partial L_5}{\partial W_0} \\ \frac{\partial L_5}{\partial W_1} \\ \frac{\partial L_5}{\partial W_2} \\ \frac{\partial L_7}{\partial W_0} \\ \frac{\partial L_7}{\partial W_1} \\ \frac{\partial L_7}{\partial W_2} \end{pmatrix} = (-4, 1, 1, 1, 1) \begin{pmatrix} 0 \\ 1 \\ 1 \\ 1 \\ 1 \end{pmatrix} = 20,$$

with respect to $W_2$,

$$\frac{\partial D_0}{\partial W_2} = (-4, 1, 1, 1, 1) \begin{pmatrix} \frac{\partial L_0}{\partial W_2} \\ \frac{\partial L_0}{\partial W_2} \\ \frac{\partial L_0}{\partial W_2} \\ \frac{\partial L_1}{\partial W_2} \\ \frac{\partial L_1}{\partial W_2} \\ \frac{\partial L_1}{\partial W_2} \\ \frac{\partial L_3}{\partial W_2} \\ \frac{\partial L_3}{\partial W_2} \\ \frac{\partial L_3}{\partial W_2} \\ \frac{\partial L_5}{\partial W_2} \\ \frac{\partial L_5}{\partial W_2} \\ \frac{\partial L_5}{\partial W_2} \\ \frac{\partial L_7}{\partial W_2} \\ \frac{\partial L_7}{\partial W_2} \\ \frac{\partial L_7}{\partial W_2} \end{pmatrix} = (-4, 1, 1, 1, 1) \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix} = 2,$$

with respect to $W_3$,

$$\frac{\partial D_0}{\partial W_3} = (-4, 1, 1, 1, 1) \begin{pmatrix} \frac{\partial L_0}{\partial W_3} \\ \frac{\partial L_0}{\partial W_3} \\ \frac{\partial L_0}{\partial W_3} \\ \frac{\partial L_1}{\partial W_3} \\ \frac{\partial L_1}{\partial W_3} \\ \frac{\partial L_1}{\partial W_3} \\ \frac{\partial L_3}{\partial W_3} \\ \frac{\partial L_3}{\partial W_3} \\ \frac{\partial L_3}{\partial W_3} \\ \frac{\partial L_5}{\partial W_3} \\ \frac{\partial L_5}{\partial W_3} \\ \frac{\partial L_5}{\partial W_3} \\ \frac{\partial L_7}{\partial W_3} \\ \frac{\partial L_7}{\partial W_3} \\ \frac{\partial L_7}{\partial W_3} \end{pmatrix} = (-4, 1, 1, 1, 1) \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} = -8,$$

and with respect to $W_{10}$,

$$\frac{\partial D_0}{\partial W_{10}} = (-4, 1, 1, 1, 1) \begin{pmatrix} \frac{\partial L_0}{\partial W_{10}} \\ \frac{\partial L_0}{\partial W_{10}} \\ \frac{\partial L_0}{\partial W_{10}} \\ \frac{\partial L_1}{\partial W_{10}} \\ \frac{\partial L_1}{\partial W_{10}} \\ \frac{\partial L_1}{\partial W_{10}} \\ \frac{\partial L_3}{\partial W_{10}} \\ \frac{\partial L_3}{\partial W_{10}} \\ \frac{\partial L_3}{\partial W_{10}} \\ \frac{\partial L_5}{\partial W_{10}} \\ \frac{\partial L_5}{\partial W_{10}} \\ \frac{\partial L_5}{\partial W_{10}} \\ \frac{\partial L_7}{\partial W_{10}} \\ \frac{\partial L_7}{\partial W_{10}} \\ \frac{\partial L_7}{\partial W_{10}} \end{pmatrix} = (-4, 1, 1, 1, 1) \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix} = 1.$$
Algorithmically, the considerations above translate as follows:

Algorithm 2 Computation of derivative of Laplacians

1: procedure LOOP OVER EDGES (FACES) FOR INNER DERIVATIVES
2: for $k = 1, \ldots, \#E(M)$ do
3:   $i \leftarrow e_{ij}$
4:   $j \leftarrow e_{ij}$
5:   $\frac{\partial L_i}{\partial W_i} \leftarrow \frac{\partial L_i}{\partial W_i} + \frac{\partial (W_{ij} - W_{ii})}{\partial W_i}$
6:   $\frac{\partial L_j}{\partial W_j} \leftarrow \frac{\partial L_j}{\partial W_j} + \frac{\partial (W_{ij} - W_{jj})}{\partial W_j}$
7:   $\frac{\partial L_i}{\partial W_j} \leftarrow \frac{\partial L_i}{\partial W_j} - \frac{\partial (W_{ij} - W_{ij})}{\partial W_j}$
8:   $\frac{\partial L_j}{\partial W_i} \leftarrow \frac{\partial L_j}{\partial W_i} - \frac{\partial (W_{ij} - W_{jj})}{\partial W_i}$
9: end for
10: procedure LOOP OVER EDGES (FACES) TO COMPUTE FULL DERIVATIVE
11: for $k = 1, \ldots, \#E(M)$ do
12:   $i \leftarrow e_{ij}$
13:   $j \leftarrow e_{ij}$
14:   $\frac{\partial D_i}{\partial W_i} \leftarrow \frac{\partial D_i}{\partial W_i} + \frac{\partial (L_i - L_j)}{\partial (L_i, L_j)} \left( \frac{\partial L_i}{\partial W_i}, \frac{\partial L_i}{\partial W_j} \right)^T$
15:   $\frac{\partial D_j}{\partial W_i} \leftarrow \frac{\partial D_j}{\partial W_i} - \frac{\partial (L_i - L_j)}{\partial (L_i, L_j)} \left( \frac{\partial L_i}{\partial W_i}, \frac{\partial L_i}{\partial W_j} \right)^T$
16:     for $\ell \in N(i), \ell \neq i$ do
17:       $\frac{\partial D_i}{\partial W_j} \leftarrow \frac{\partial D_i}{\partial W_j} + \frac{\partial (L_i - L_{\ell})}{\partial (L_i, L_{\ell})} \left( \frac{\partial L_i}{\partial W_i}, \frac{\partial L_i}{\partial W_j} \right)^T$
18:         for $\ell \in N(j), \ell \neq j$ do
19:           $\frac{\partial D_i}{\partial W_j} \leftarrow \frac{\partial D_i}{\partial W_j} + \frac{\partial (L_i - L_{\ell})}{\partial (L_i, L_{\ell})} \left( \frac{\partial L_i}{\partial W_i}, \frac{\partial L_i}{\partial W_j} \right)^T$
20:         end for
21:       end for
22:   end for
23: end for
For simplicity we restricted within this section the example for the construction of the full derivative $\frac{\partial}{\partial W}$ to the Laplacians $D_i$ given in (4.5), which are part of $H$ given in Definition 3.2.3. It was the intention that the implementation might be more obvious by explaining this construction using a straightforward example. All other terms which depend on the extended stencil corresponding to $\mathcal{N}(\mathcal{N}(i))$ can be realized following the same strategy. Only the inner and outer derivatives need to be exchanged. Then Algorithm 2 is a prototype to compute the complete derivatives. In the next section we are going to presents detailed descriptions of the derivatives for the flux terms over the edges (faces). The construction of the complete derivative is realized in an automatic fashion discussed in this section.

4.2 Derivative of inviscid terms

The computation of the derivative of the inviscid terms requires differentiation of the numerical flux function $H$ given in Definition 3.2.3, that is

$$\frac{\partial H}{\partial W_k} = \frac{\partial}{\partial W_k} \left\{ \frac{1}{2} \left[ \langle f_c(W_i), n \rangle + \langle f_c(W_j), n \rangle \right] - d_{ij}(W_{N(i,j)}, n) \right\}$$ \hspace{1cm} (4.7)

In this section we present the full derivative as well as simplified restrictions. Note that for evaluation of the derivatives we always assume $P_{ij} = I$. The derivative of the low Mach modified operators are not considered in this thesis. For the design of preconditioning techniques to construct efficient preconditioners we rely on the demand to efficiently evaluate only certain parts of the derivative of the inviscid part. This is also topic of this section.

4.2.1 Derivative of compact inviscid flux

To compute the derivative (4.7) in a first step we restrict ourselves to a compact approximation. Such a compact approximation is given by the flux function $H_{1st,Roe}$ of Definition 3.2.4.

For both $H$ and $H_{1st,Roe}$ the derivatives of the convective fluxes are straightforward,

$$\frac{\partial \langle f_c(W_\ell), n \rangle}{\partial W_k} = \begin{cases} \frac{\partial f_c(W_i)}{\partial W_k}, & k = \ell = i, \\ \frac{\partial f_c(W_j)}{\partial W_k}, & k = \ell = j, \\ 0, & k \neq \ell. \end{cases}$$ \hspace{1cm} (4.8)

These terms are evaluated using the explicit expression at the end of Section 3.2.1. The derivative $\frac{\partial d_{ij}}{\partial W_k}$ is far more complicated. Restricting ourselves to the flux function $H_{1st,Roe}$ of Definition 3.2.4, we compute

$$\frac{\partial}{\partial W_k} \left\{ |A_{ij}^{Roe}| (W_j - W_i) \right\} = \frac{\partial |A_{ij}^{Roe}|}{\partial W_k} (W_j - W_i) + |A_{ij}^{Roe}| \frac{\partial}{\partial W_k} (W_j - W_i).$$ \hspace{1cm} (4.9)
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Here the most complicated task is to represent the derivative of \( \frac{\partial}{\partial W_k} |A_{ij}^{\text{Roe}}| \). Before we go into details we consider the structure of the derivative, that is we consider the mapping

\[
f : \mathbb{R}^5 \to \mathbb{R}^{5 \times 5} \\
W \mapsto |A_{ij}^{\text{Roe}}| = (f_{ij}(W))_{1 \leq i,j \leq 5},
\]

Its derivative is a linear mapping satisfying

\[
df [W] : \mathbb{R}^5 \to \mathbb{R}^{5 \times 5},
\]

which can be represented by a matrix \( df [W] \in \mathbb{R}^{5 \times (5 \times 5)} \), that is we need to compute

\[
df [W] = \left( \frac{\partial f_{ij}}{\partial W} [W] \right)_{1 \leq i,j \leq 5} = \left( \frac{\partial f}{\partial \rho} \frac{\partial f}{\partial (\rho u_1)} \frac{\partial f}{\partial (\rho u_2)} \frac{\partial f}{\partial (\rho u_3)} \frac{\partial f}{\partial (\rho E)} \right) [W] \in \mathbb{R}^{5 \times (5 \times 5)}.
\]

As a consequence, the term above is understood as

\[
\frac{\partial |A_{ij}^{\text{Roe}}|}{\partial W_k} (W_j - W_i) = \frac{\partial f}{\partial \rho_k} (\rho_j - \rho_i) + \frac{\partial f}{\partial (\rho u_1)_k} ((\rho u_1)_j - (\rho u_1)_i) + \frac{\partial f}{\partial (\rho u_2)_k} ((\rho u_2)_j - (\rho u_2)_i) + \frac{\partial f}{\partial (\rho u_3)_k} ((\rho u_3)_j - (\rho u_3)_i) + \frac{\partial f}{\partial (\rho E)_k} ((\rho E)_j - (\rho E)_i).
\]

In a first step note that due to Roe averaging (3.19) we have

\[
\frac{\partial }{\partial W_k} |A_{ij}^{\text{Roe}}| = 0, \quad k \neq i, k \neq j. \tag{4.10}
\]

Second, due to (3.37) one computes

\[
\frac{\partial |A_{ij}^{\text{Roe}}|}{\partial W_k} = \sum_{n=1}^3 \left( \frac{\partial |\lambda_n|_{\text{ef,1}}}{\partial W_k} g_n q_n + |\lambda_n|_{\text{ef,1}} \frac{\partial g_n}{\partial W_k} q_n + |\lambda_n|_{\text{ef,1}} g_n \frac{\partial q_n}{\partial W_k} \right) + \frac{\partial |\lambda_4|_{\text{ef,1}}}{\partial W_k} g_4 q_4 + |\lambda_4|_{\text{ef,1}} \frac{\partial g_4}{\partial W_k} q_4 + |\lambda_4|_{\text{ef,1}} g_4 \frac{\partial q_4}{\partial W_k} + \frac{\partial |\lambda_5|_{\text{ef,1}}}{\partial W_k} g_5 q_5 + |\lambda_5|_{\text{ef,1}} \frac{\partial g_5}{\partial W_k} q_5 + |\lambda_5|_{\text{ef,1}} g_5 \frac{\partial q_5}{\partial W_k}. \tag{4.11}
\]

To compute these required derivatives term by term, we start with the differentiation of the Roe averaged velocity variables (3.19b). We define

\[
(u_{ij,Roe})^\text{nom} := (u_i)_k \sqrt{\rho_i} + (u_j)_k \sqrt{\rho_j}, \tag{\text{4.10}}
\]

\[
(u_{ij,Roe})^\text{dnom} := \sqrt{\rho_i} + \sqrt{\rho_j},
\]

\[
\begin{align*}
(u_{ij,Roe})^\text{nom} :&= (u_i)_k \sqrt{\rho_i} + (u_j)_k \sqrt{\rho_j}, \\
(u_{ij,Roe})^\text{dnom} :&= \sqrt{\rho_i} + \sqrt{\rho_j},
\end{align*}
\]
and compute using the quotient rule
\[
\frac{\partial}{\partial W_{i/j}} (u_{ij,\text{Roe}})^{\text{nom}}_k = \frac{\partial (u_{ij,\text{Roe}})^{\text{nom}}_k}{\partial W_{i/j}} \left( \sqrt{\rho_i} + \sqrt{\rho_j} \right) - (u_{ij,\text{Roe}})^{\text{nom}}_k \frac{\partial (u_{ij,\text{Roe}})^{\text{nom}}_k}{\partial W_{i/j}} \left( \sqrt{\rho_i} + \sqrt{\rho_j} \right)^2,
\]
where
\[
\frac{\partial (u_{ij,\text{Roe}})^{\text{nom}}_1}{\partial W_{i/j}} = \left( -\frac{u_{i/j}}{2\sqrt{\rho_i/j}}, \frac{1}{\sqrt{\rho_i/j}}, 0, 0, 0 \right),
\]
\[
\frac{\partial (u_{ij,\text{Roe}})^{\text{nom}}_2}{\partial W_{i/j}} = \left( -\frac{u_{i/j}}{2\sqrt{\rho_i/j}}, 0, \frac{1}{\sqrt{\rho_i/j}}, 0, 0 \right),
\]
\[
\frac{\partial (u_{ij,\text{Roe}})^{\text{nom}}_3}{\partial W_{i/j}} = \left( -\frac{u_{i/j}}{2\sqrt{\rho_i/j}}, 0, 0, \frac{1}{\sqrt{\rho_i/j}}, 0 \right),
\]
and
\[
\frac{\partial (u_{ij,\text{Roe}})^{\text{dnom}}}{\partial W_{i/j}} = \left( \frac{1}{2\sqrt{\rho_i/j}}, 0, 0, 0, 0 \right).
\]

To find the derivative of $a_{ij,\text{Roe}}$ we exploit its definition (3.19d). So, in a first step we compute
\[
\frac{\partial H_{i/j}}{\partial W_{i/j}} = \frac{\partial E_{i/j}}{\partial W_{i/j}} + \frac{\rho_{i/j} \frac{\partial p_{i/j}}{\partial W_{i/j}} - p_{i/j} \frac{\partial \rho_{i/j}}{\partial W_{i/j}}}{\rho_{i/j}^2},
\]
where the derivative of pressure $p$ is given in (3.25) and
\[
\frac{\partial \rho}{\partial W} = (1, 0, 0, 0, 0),
\]
\[
\frac{\partial E}{\partial W} = \left( -\frac{E}{\rho}, 0, 0, 0, \frac{1}{\rho} \right).
\]

Then we define as above
\[
(H_{ij,\text{Roe}})^{\text{nom}} := H_i \sqrt{\rho_i} + H_j \sqrt{\rho_j}
\]
to obtain
\[
\frac{\partial H_{ij,\text{Roe}}}{\partial W_{i/j}} = \frac{\partial (H_{ij,\text{Roe}})^{\text{nom}}}{\partial W_{i/j}} \left( \sqrt{\rho_i} + \sqrt{\rho_j} \right) - (H_{ij,\text{Roe}})^{\text{nom}} \frac{\partial (u_{ij,\text{Roe}})^{\text{dnom}}}{\partial W_{i/j}} \left( \sqrt{\rho_i} + \sqrt{\rho_j} \right)^2,
\]
where
\[
\frac{\partial (H_{ij,\text{Roe}})^{\text{nom}}}{\partial W_{i/j}} = H_{i/j} \left( \frac{1}{2 \sqrt{\rho_{i/j}}}, 0, 0, 0, 0 \right) + \sqrt{\rho_{i/j}} \frac{\partial H_{i/j}}{W_{i/j}}.
\]
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Then we can compute the derivative of the speed of sound (3.19d) by

\[
\frac{\partial a_{ij,\text{Roe}}^2}{\partial W_{ij}} = (\gamma - 1) \left( \frac{\partial H_{ij,\text{Roe}}}{\partial W_{ij}} - \frac{1}{2} \frac{\partial \|u_{ij,\text{Roe}}\|_2^2}{\partial W_{ij}} \right),
\]

\[
\frac{\partial a_{ij,\text{Roe}}}{\partial W_{ij}} = \frac{1}{2a_{ij,\text{Roe}}} \frac{\partial a_{ij,\text{Roe}}^2}{\partial W_{ij}},
\]

where the final missing term is given by

\[
\frac{\partial \|u_{ij,\text{Roe}}\|^2_2}{\partial W_{ij}} = 2 \sum_{\ell=1}^{3} (u_{ij,\text{Roe}}^\ell) \frac{\partial (u_{ij,\text{Roe}}^\ell)}{\partial W_{ij}}.
\]

Using these preparations, to compute \( \frac{\partial |A_{ij,\text{Roe}}|}{\partial W_{ij}} \) we start with the derivative of the absolute value of the eigenvalues, that is (3.34), which is given by

\[
\frac{\partial |V_{ij,\text{Roe}}|}{\partial W_{ij}} = \left\{ \begin{array}{ll}
\frac{\partial V_{ij,\text{Roe}}}{\partial W_{ij}}, & V_{ij,\text{Roe}} \geq 0, \\
-\frac{\partial V_{ij,\text{Roe}}}{\partial W_{ij}}, & V_{ij,\text{Roe}} < 0.
\end{array} \right.
\]

(4.12)

where

\[
\frac{\partial V_{ij,\text{Roe}}}{\partial W_{ij}} = \sum_{\ell=1}^{3} n_{ij,\ell} \frac{\partial (u_{ij,\text{Roe}}^\ell)}{\partial W_{ij}}.
\]

Then we obtain for \( \ell = 1, 2, 3 \) the derivative of (3.34)

\[
\frac{\partial |\lambda_{\ell}|_{\text{ef},1}}{\partial W_{ij}} = \left\{ \begin{array}{ll}
\frac{\partial |V_{ij,\text{Roe}}|}{\partial W_{ij}}, & |V_{ij,\text{Roe}}| \geq \delta_{\text{ef}} (|V_{ij,\text{Roe}}| + a_{ij,\text{Roe}}), \\
\delta_{\text{ef}} \left( \frac{\partial V_{ij,\text{Roe}}}{\partial W_{ij}} + \frac{\partial a_{ij,\text{Roe}}}{\partial W_{ij}} \right), & |V_{ij,\text{Roe}}| < \delta_{\text{ef}} (|V_{ij,\text{Roe}}| + a_{ij,\text{Roe}}),
\end{array} \right.
\]

and additionally

\[
\frac{\partial |\lambda_{\ell}|_{\text{ef},2}}{\partial W_{ij}} = \left\{ \begin{array}{ll}
\frac{\partial V_{ij,\text{Roe}}}{\partial W_{ij}} + \frac{\partial a_{ij,\text{Roe}}}{\partial W_{ij}}, & V_{ij,\text{Roe}} + a_{ij,\text{Roe}} \geq 0 \quad \text{and} \quad |V_{ij,\text{Roe}} + a_{ij,\text{Roe}}| \geq \delta_{\text{ef}} (|V_{ij,\text{Roe}} + a_{ij,\text{Roe}}|) \\
- \left( \frac{\partial V_{ij,\text{Roe}}}{\partial W_{ij}} + \frac{\partial a_{ij,\text{Roe}}}{\partial W_{ij}} \right), & V_{ij,\text{Roe}} + a_{ij,\text{Roe}} < 0 \quad \text{and} \quad |V_{ij,\text{Roe}} + a_{ij,\text{Roe}}| \geq \delta_{\text{ef}} (|V_{ij,\text{Roe}} + a_{ij,\text{Roe}}|) \\
\delta_{\text{ef}} \left( \frac{\partial V_{ij,\text{Roe}}}{\partial W_{ij}} + \frac{\partial a_{ij,\text{Roe}}}{\partial W_{ij}} \right), & |V_{ij,\text{Roe}} + a_{ij,\text{Roe}}| < \delta_{\text{ef}} (|V_{ij,\text{Roe}} + a_{ij,\text{Roe}}|),
\end{array} \right.
\]
\[ \frac{\partial |\lambda|_{ef,3}}{\partial W_{i/j}} = \begin{cases} 
\frac{\partial V_{ij,\text{Roe}}}{\partial W_{i/j}} - \frac{\partial a_{ij,\text{Roe}}}{\partial W_{i/j}}, & V_{ij,\text{Roe}} - a_{ij,\text{Roe}} \geq 0 \quad \text{and} \\
- \left( \frac{\partial V_{ij,\text{Roe}}}{\partial W_{i/j}} - \frac{\partial a_{ij,\text{Roe}}}{\partial W_{i/j}} \right), & V_{ij,\text{Roe}} - a_{ij,\text{Roe}} < 0 \quad \text{and} \\
\delta_{ef} \left( \frac{\partial |V_{ij,\text{Roe}}|}{\partial W_{i/j}} + \frac{\partial a_{ij,\text{Roe}}}{\partial W_{i/j}} \right), & |V_{ij,\text{Roe}} - a_{ij,\text{Roe}}| \geq \delta_{ef} \left( |V_{ij,\text{Roe}}| + a_{ij,\text{Roe}} \right) \\
\delta_{ef} \left( \frac{\partial |V_{ij,\text{Roe}}|}{\partial W_{i/j}} + \frac{\partial a_{ij,\text{Roe}}}{\partial W_{i/j}} \right), & |V_{ij,\text{Roe}} - a_{ij,\text{Roe}}| < \delta_{ef} \left( |V_{ij,\text{Roe}}| + a_{ij,\text{Roe}} \right). 
\end{cases} \]

In the next step we compute the derivative of the vectors \( g_1, \ldots, g_5 \) given in Theorem 3.2.9. These are computed by

\[ \frac{\partial g_\ell}{\partial W_{i/j}} = n_\ell \frac{\partial y_1}{\partial W_{i/j}} + \frac{\partial a_{ij,\text{Roe}}}{\partial W_{i/j}} y_{\ell+1} + a_{ij,\text{Roe}} \frac{\partial y_{\ell+1}}{\partial W_{i/j}}, \quad \ell = 1, 2, 3, \]

\[ \frac{\partial g_4}{\partial W_{i/j}} = \frac{\partial a_1}{\partial W_{i/j}} + \frac{\partial a_{ij,\text{Roe}}}{\partial W_{i/j}} a_2 + a_{ij,\text{Roe}} \frac{\partial a_2}{\partial W_{i/j}}, \]

\[ \frac{\partial g_5}{\partial W_{i/j}} = \frac{\partial a_1}{\partial W_{i/j}} - \left( \frac{\partial a_{ij,\text{Roe}}}{\partial W_{i/j}} a_2 + a_{ij,\text{Roe}} \frac{\partial a_2}{\partial W_{i/j}} \right). \]

For the components we compute

\[ \frac{\partial y_1}{\partial W_{i/j}} = \begin{pmatrix} 0 \\
\frac{\partial |u_{ij,\text{Roe}}|}{\partial W_{i/j}} \\
\frac{\partial (u_{ij,\text{Roe}})_2}{\partial W_{i/j}} \\
\frac{\partial (u_{ij,\text{Roe}})_3}{\partial W_{i/j}} \\
\frac{1}{2} \frac{\partial |u_{ij,\text{Roe}}|^2}{\partial W_{i/j}} \end{pmatrix}, \quad \frac{\partial y_2}{\partial W_{i/j}} = \begin{pmatrix} 0 \\
0 \\
0 \\
0 \\
n_{ij,3} \frac{\partial (u_{ij,\text{Roe}})_3}{\partial W_{i/j}} - n_{ij,2} \frac{\partial (u_{ij,\text{Roe}})_2}{\partial W_{i/j}} \end{pmatrix}, \]

\[ \frac{\partial y_3}{\partial W_{i/j}} = \begin{pmatrix} 0 \\
0 \\
0 \\
n_{ij,1} \frac{\partial (u_{ij,\text{Roe}})_1}{\partial W_{i/j}} - n_{ij,3} \frac{\partial (u_{ij,\text{Roe}})_3}{\partial W_{i/j}} \end{pmatrix}, \]

\[ \frac{\partial y_4}{\partial W_{i/j}} = \begin{pmatrix} 0 \\
0 \\
0 \\
n_{ij,2} \frac{\partial (u_{ij,\text{Roe}})_1}{\partial W_{i/j}} - n_{ij,1} \frac{\partial (u_{ij,\text{Roe}})_1}{\partial W_{i/j}} \end{pmatrix}. \]
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\[
\frac{\partial a_1}{\partial W_{i/j}} = \begin{pmatrix}
0 \\
\frac{\partial (u_{ij,\text{Roe}})}{\partial W_{i/j}} \\
\frac{\partial (u_{ij,\text{Roe}})^2}{\partial W_{i/j}} \\
\frac{\partial (u_{ij,\text{Roe}})}{\partial W_{i/j}} \\
\frac{\partial h_{ij,\text{Roe}}}{\partial W_{i/j}} \\
\frac{\partial h_{ij,\text{Roe}}}{\partial W_{i/j}}
\end{pmatrix},
\frac{\partial a_2}{\partial W_{i/j}} = \begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}.
\]

Similarly, we obtain for the derivatives of the vectors \(q_1, \ldots, q_5\) given in Theorem 3.2.10 the terms

\[
\frac{\partial q_\ell}{\partial W_{i/j}} = \frac{n_\ell}{2} \frac{\partial T_{i,j}^T}{\partial W_{i/j}} - \frac{1}{a_{ij,\text{Roe}}^2} \frac{\partial a_{ij,\text{Roe}}}{\partial W_{i/j}} \frac{\partial r_{\ell+1}^T}{\partial W_{i/j}} - \frac{1}{a_{ij,\text{Roe}}^2} \frac{\partial a_{ij,\text{Roe}}^T}{\partial W_{i/j}} r_{\ell+1}, \quad \ell = 1, 2, 3,
\]

\[
\frac{\partial q_4}{\partial W_{i/j}} = \frac{1}{2} \left( \frac{\partial a_{ij,\text{Roe}}^T}{\partial W_{i/j}} b_2^T + \frac{\partial b_2^T}{\partial W_{i/j}} - \frac{\partial a_{ij,\text{Roe}}^T}{\partial W_{i/j}} b_1^T + \frac{\partial b_1^T}{\partial W_{i/j}} \right),
\]

\[
\frac{\partial q_5}{\partial W_{i/j}} = \frac{1}{2} \left( \frac{\partial a_{ij,\text{Roe}}}{\partial W_{i/j}} b_2^T + \frac{\partial b_2^T}{\partial W_{i/j}} + \frac{\partial a_{ij,\text{Roe}}}{\partial W_{i/j}} b_1^T - \frac{\partial b_1^T}{\partial W_{i/j}} \right).
\]
Here the required derivatives are

\[
\frac{\partial r_1}{\partial W_{i/j}} = -\frac{1}{a_{ij,Roe}^4} \frac{\partial (u_{ij,Roe})_2}{\partial W_{i/j}} r_1 + \frac{\gamma - 1}{a_{ij,Roe}^2} \frac{\partial (u_{ij,Roe})_1}{\partial W_{i/j}} \left( \frac{\partial (u_{ij,Roe})_2}{\partial W_{i/j}} \right)_2 
\]

\[
\frac{\partial r_2}{\partial W_{i/j}} = \begin{pmatrix}
  n_{ij,3} \frac{\partial (u_{ij,Roe})_2}{\partial W_{i/j}} - n_{ij,2} \frac{\partial (u_{ij,Roe})_3}{\partial W_{i/j}} \\
  0 \\
  0 \\
  0 \\
  0 \\
\end{pmatrix},
\]

\[
\frac{\partial r_3}{\partial W_{i/j}} = \begin{pmatrix}
  n_{ij,1} \frac{\partial (u_{ij,Roe})_2}{\partial W_{i/j}} - n_{ij,3} \frac{\partial (u_{ij,Roe})_1}{\partial W_{i/j}} \\
  0 \\
  0 \\
  0 \\
  0 \\
\end{pmatrix},
\]

\[
\frac{\partial r_4}{\partial W_{i/j}} = \begin{pmatrix}
  n_{ij,2} \frac{\partial (u_{ij,Roe})_1}{\partial W_{i/j}} - n_{ij,1} \frac{\partial (u_{ij,Roe})_2}{\partial W_{i/j}} \\
  0 \\
  0 \\
  0 \\
  0 \\
\end{pmatrix},
\]

and

\[
\frac{\partial b_1}{\partial W_{i/j}} = \begin{pmatrix}
  -\frac{\partial (u_{ij,Roe})_1}{\partial W_{i/j}} \\
  0 \\
  0 \\
  0 \\
\end{pmatrix}, \quad \frac{\partial b_2}{\partial W_{i/j}} = (\gamma - 1) \begin{pmatrix}
  \frac{1}{2} \left( \frac{\partial (u_{ij,Roe})_2}{\partial W_{i/j}} \right)_2 \\
  -\frac{\partial (u_{ij,Roe})_1}{\partial W_{i/j}} \\
  -\frac{\partial (u_{ij,Roe})_2}{\partial W_{i/j}} \\
  -\frac{\partial (u_{ij,Roe})_3}{\partial W_{i/j}} \\
\end{pmatrix}.
\]

This concludes the derivative of \( \frac{\partial |A_{ij,Roe}|}{\partial W_k} \), and using (4.11) it can be evaluated.

### 4.2.2 Derivative of compact inviscid flux and constant \( \left| A_{ij,Roe} \right| \)

The complete derivative \( \frac{\partial |A_{ij,Roe}|}{\partial W_k} \) has a tremendous operational count. Hence, incorporating this complete derivative into a preconditioner generates possibly an
inefficient algorithm. Considering (4.9) and assuming that the difference \( W_j - W_i \) is small, we may neglect in (4.9) the term \( \partial |A_{ij}^{\text{Roe}}| / \partial W_k (W_j - W_i) \). Formally we assume that \( |A_{ij}^{\text{Roe}}| \) is constant, that is we assume
\[
\frac{\partial |A_{ij}^{\text{Roe}}|}{\partial W_k} = 0.
\]

Then we obtain using (4.8) an approximate derivative by
\[
\frac{\partial H_{1,\text{Roe}}}{\partial W_k} (W_i, W_j, n) \approx \frac{1}{2} \left\{ \frac{\partial (f_{c,n}[W_i])}{\partial W_k} + |A_{ij}^{\text{Roe}}|, \quad k = i, \\
\frac{\partial (f_{c,n}[W_j])}{\partial W_j} - |A_{ij}^{\text{Roe}}|, \quad k = j, \\
0, \quad k \neq i, j. \right\}
\]

Hence, the approximate derivative for the corresponding inviscid part of the residual is obtained by
\[
\sum_{j \in \mathcal{N}(i)} \frac{\partial H_{1,\text{Roe}}}{\partial W_k} \approx \frac{1}{2} \left\{ \sum_{j \in \mathcal{N}(i)} |A_{ij}^{\text{Roe}}|, \quad k = i, \\
0, \quad k \notin \mathcal{N}(i). \right\}
\] (4.13)

Since the terms \( |A_{ij}^{\text{Roe}}| \) are required to evaluate the discretization, it is not of additional computational effort to use these terms for the construction of an approximate derivative. This simple fact is exploited to construct a preconditioner to obtain an efficient solution algorithm (see Section 5.2.2).

### 4.2.3 Derivative of full inviscid flux

To complete the derivative of the inviscid flux, differentiation of the entire numerical flux function \( H \) given in (3.15) in Definition 3.2.3 is required. Naturally, the derivative of the convective flux terms is given by (4.8). To derive the dissipative part, let us write down the term \( d_{ij} \) for the case \( P_{ij} = I \) explicitly,
\[
d_{ij} (W_{\mathcal{N}(i,j)}, n) = \frac{1}{2} |A_{ij}^{\text{Roe}}| \left( d_{ij}^{(1)} (W_{\mathcal{N}(i,j)}, n) - \xi d_{ij}^{(2)} (W_{\mathcal{N}(i,j)}, n) \right),
\]
\[
d_{ij}^{(1)} (W_{\mathcal{N}(i,j)}, n) := \Psi_{ij} (W_j - W_i),
\]
\[
d_{ij}^{(2)} (W_{\mathcal{N}(i,j)}, n) := s_{ij} (W_{\mathcal{N}(i,j)}) (1 - \Psi_{ij}) (L_j (W_{\mathcal{N}(i,j)}) - L_i (W_{\mathcal{N}(i,j)})).
\]

Differentiating gives
\[
\frac{\partial d_{ij}}{\partial W_k} = \frac{1}{2} \left\{ \left( \frac{\partial |A_{ij}^{\text{Roe}}|}{\partial W_k} \right) \left( d_{ij}^{(1)} - d_{ij}^{(2)} \right) + |A_{ij}^{\text{Roe}}| \left( \frac{\partial d_{ij}^{(1)}}{\partial W_k} - \xi \frac{\partial d_{ij}^{(2)}}{\partial W_k} \right) \right\}. \quad (4.14)
\]

The first term on the right hand side of (4.14) is completely covered by the considerations in Section 4.2.1. In particular, note that this part of the derivative of \( d_{ij} \)
vanishes for $k \notin \{i, N(i)\}$ due to (4.10). For the second term on the right hand side of (4.14), let us start with
\[
\frac{\partial d_{ij}^{(1)}}{\partial W_k} = \begin{cases} \\
\frac{\partial \psi_{ij}}{\partial W_j} (W_j - W_i) - \psi_{ij}, & k = i, \\
\frac{\partial \psi_{ij}}{\partial W_i} (W_j - W_i) + \psi_{ij}, & k = j, \\
0, & k \notin \{i, N(i)\},
\end{cases}
\]
where
\[
\frac{\partial \psi_{ij}}{\partial W_k} = \begin{cases} \\
0, & \varepsilon \psi_{ij} > 1, \\
\varepsilon \psi_{ij}, & k \in \{i, j\},
\end{cases}
\]
\[
\frac{\partial \psi_{ij}^*}{\partial W_k} = \begin{cases} \\
-2(p_j - p_i)(p_j + p_i)^2 \frac{\partial \psi_{ij}}{\partial W_k}, & k = i, \\
2(p_j - p_i)(p_j + p_i)^2 \frac{\partial \psi_{ij}}{\partial W_k}, & k = j.
\end{cases}
\]

The derivative for pressure $p$ can be found in (3.25). The derivative for $d_{ij}^{(2)}$ is computed by
\[
\frac{\partial d_{ij}^{(2)}}{\partial W_k} = (1 - \Psi_{ij}) (L_j - L_i) \frac{\partial s_{ij}}{\partial W_k} + s_{ij} (L_j - L_i) \frac{\partial (1 - \Psi_{ij})}{\partial W_k} + s_{ij} (1 - \Psi_{ij}) \frac{\partial (L_j - L_i)}{\partial W_k}.
\]
The derivative for
\[
\frac{\partial (1 - \Psi_{ij})}{\partial W_k} = -\frac{\partial \Psi_{ij}}{\partial W_k}
\]
is already computed above, and
\[
\frac{\partial (L_j - L_i)}{\partial W_k} = \frac{\partial (L_j - L_i)}{\partial (L_i, L_j)} \left( \frac{\partial L_i}{\partial W_k} \right) = (-1, 1) \left( \frac{\partial L_i}{\partial W_k} \right) = \frac{\partial L_i}{\partial W_k} - \frac{\partial L_i}{\partial W_k}
\]
was already considered in Section 4.1.2. The final missing term is also computed using the chain rule,
\[
\frac{\partial s_{ij}}{\partial W_k} = \frac{\partial s_{ij}}{\partial (z_i, z_j)} \left( \frac{\partial z_i}{\partial W_k} \right) = \frac{\partial s_{ij}}{\partial (z_i, z_j)} \left( \begin{array}{c} \frac{\partial z_i}{\partial (\Lambda_{i,\text{Roe}}, \Lambda_{ij,\text{Roe}})} \\
\frac{\partial z_j}{\partial (\Lambda_{j,\text{Roe}}, \Lambda_{ij,\text{Roe}})} \end{array} \right) \left( \begin{array}{c} \frac{\partial \Lambda_{i,\text{Roe}}}{\partial W_k} \\
\frac{\partial \Lambda_{j,\text{Roe}}}{\partial W_k} \end{array} \right).
\]
Using (4.12) the derivative $\frac{\partial \lambda_{ij,\text{Roe}}}{\partial W_k}$ is given by
\[
\frac{\partial \lambda_{ij,\text{Roe}}}{\partial W_k} = \begin{cases} \\
\frac{\partial |V_{ij,\text{Roe}}|}{\partial W_i} + \frac{\partial a_{ij,\text{Roe}}}{\partial W_i}, & k = i, \\
\frac{\partial |V_{ij,\text{Roe}}|}{\partial W_j} + \frac{\partial a_{ij,\text{Roe}}}{\partial W_j}, & k = j, \\
0, & k \neq i, k \neq j,
\end{cases}
\]
and hence
\[
\frac{\partial \lambda_{i, \text{Roe}}}{\partial W_k} = \begin{cases} 
\sum_{j \in N(i)} \frac{\partial \lambda_{ij, \text{Roe}}}{\partial W_i}, & k = i, \\
0, & k = j, \\
\frac{\partial \lambda_{ij, \text{Roe}}}{\partial W_j}, & k \neq i, k \neq j.
\end{cases}
\]

Furthermore, we obtain
\[
\frac{\partial z_i}{\partial (\lambda_{i, \text{Roe}}, \lambda_{ij, \text{Roe}})} = \left( \frac{1}{\text{svol}(e_{ij})} - \frac{1}{\lambda_{i, \text{Roe}}^{2} \lambda_{ij, \text{Roe}}} \right),
\]
\[
\frac{\partial s_{ij}}{\partial (z_i, z_j)} = \left( \frac{z_j}{\sqrt{z_i} (z_i + 2 \sqrt{z_i z_j} + z_j)}, \frac{z_i}{\sqrt{z_j} (z_i + 2 \sqrt{z_i z_j} + z_j)} \right).
\]

This completes the construction of the full derivative of inviscid terms. According to the considerations in Section 4.1.2 several of these terms need to be pre-computed, such that the chain rule can be applied within an algorithmical structure.

### 4.3 Derivative of viscous terms

The goal of this section is to present the derivative of the \( \langle f_v(W_{N(i,j)}), n_{e_{ij}} \rangle \) defined in (3.71). To shorten the notation, throughout this section we neglect the edge (face) identifier \( e_{ij} \) for the normal, that is we write \( n_{e_{ij}} = n = (n_1, n_2, n_3)^T \).

Similar as for the inviscid terms a differentiation of the the actual discretization is required. In general the part of residual \( R_i \) corresponding to \( \langle f_v(W_{N(i,j)}), n_{e_{ij}} \rangle \) is a term which depends on the variables corresponding to \( i, N(i) \) and \( N(N(i)) \). Restricting ourselves to approximate gradients using the thin layer assumption (3.65) only, the corresponding residual \( R_i \) is compact. For simplicity of presentation in this thesis we restrict ourselves to this case. The more general case where the gradients are computed by a Green-Gauss method (3.60) and (3.63) can be realized similar to explanations in Section 4.1.1, by differentiation and application of the chain rule.

#### 4.3.1 Derivative of viscous terms assuming TSL

Using a TSL the viscous flux on the face \( e_{ij} \) depends only on the variables \( W_i \) and \( W_j \). Hence, we need to compute
\[
\frac{\partial \langle f_v(W_i, W_j), n \rangle}{\partial W_i} \quad \text{and} \quad \frac{\partial \langle f_v(W_i, W_j), n \rangle}{\partial W_j},
\]
since all other terms vanish,
\[
\frac{\partial \langle f_v(W_i, W_j), n \rangle}{\partial W_k} = 0, \quad k \neq i, \quad k \neq j.
\]
Furthermore, the derivative of velocity is determined as

\[
\frac{\partial u}{\partial W} = \frac{\partial u}{\partial T} = \frac{\partial p}{\partial W} - p \frac{\partial \rho}{\partial W} = \frac{1}{\rho} \left( \frac{\gamma - 1}{2} \|u\|_2^2 - T, (1 - \gamma)u, (\gamma - 1) \right).
\]

Therefore, we get for the discrete TSL gradient of the velocity and temperature

\[
\frac{\partial u}{\partial W} = \frac{1}{\rho} \begin{pmatrix} -u_1 & 1 & 0 & 0 & 0 \\ -u_2 & 0 & 1 & 0 & 0 \\ -u_3 & 0 & 0 & 1 & 0 \end{pmatrix}
\]

(4.15)

Therefore, we get for the discrete TSL gradient of the velocity and temperature

\[
\begin{align*}
\left( \frac{\partial u_\ell}{\partial x_k} \right)_{ij} & = n_{k,ij} \left( u_{j,\ell} - u_{i,\ell} \right) \text{dist}(e_{ij}), & \ell = 1, 2, 3, \\
\left( \frac{\partial u}{\partial x_k} \right)_{ij} & = \left( \left( \frac{\partial u_1}{\partial x_k} \right)_{ij} \right. \\
& \left. \text{TSL} \right)_{ij}, \left( \frac{\partial u_2}{\partial x_k} \right)_{ij}, \left( \frac{\partial u_3}{\partial x_k} \right)_{ij} \right)^T, \\
\left( \frac{\partial T}{\partial x_k} \right)_{ij} & = n_{k,ij} \left( T_j - T_i \right) \text{dist}(e_{ij}),
\end{align*}
\]

(4.16) (4.17) (4.18)

the derivatives

\[
\begin{align*}
\frac{\partial}{\partial W_i} \left( \frac{\partial u}{\partial x_k} \right)_{ij} & = \frac{n_{k,ij}}{\text{dist}(e_{ij})} \frac{1}{\rho_i} \begin{pmatrix} u_{i,1} & -1 & 0 & 0 & 0 \\ u_{i,2} & 0 & -1 & 0 & 0 \\ u_{i,3} & 0 & 0 & -1 & 0 \end{pmatrix}, \\
\frac{\partial}{\partial W_j} \left( \frac{\partial u}{\partial x_k} \right)_{ij} & = \frac{n_{k,ij}}{\text{dist}(e_{ij})} \frac{1}{\rho_j} \begin{pmatrix} -u_{j,1} & 1 & 0 & 0 & 0 \\ -u_{j,2} & 0 & 1 & 0 & 0 \\ -u_{j,3} & 0 & 0 & 1 & 0 \end{pmatrix}, \\
\frac{\partial}{\partial W_i} \left( \frac{\partial T}{\partial x_k} \right)_{ij} & = \frac{n_{k,ij}}{\text{dist}(e_{ij})} \frac{1}{\rho_i} \begin{pmatrix} T_i - \frac{(\gamma - 1)}{2} \|u_j\|_2^2, (\gamma - 1)u_i, 1 - \gamma \end{pmatrix}, \\
\frac{\partial}{\partial W_j} \left( \frac{\partial T}{\partial x_k} \right)_{ij} & = \frac{n_{k,ij}}{\text{dist}(e_{ij})} \frac{1}{\rho_j} \begin{pmatrix} (\gamma - 1) \|u_j\|_2^2 - T_j, (1 - \gamma)u_j, (\gamma - 1) \end{pmatrix}.
\end{align*}
\]

(4.19) (4.20) (4.21) (4.22)

We use these preparations to compute the derivative of the the trace free shear stress tensor \( \mathbf{S} \) given in Definition 2.1.1.

**Lemma 4.3.1** Using a TSL approximation for the gradients, the derivative of the trace free shear stress tensor \( \mathbf{S} \) in normal direction \( n = (n_1, n_2, n_3)^T \) is given by

\[
\frac{\partial}{\partial W_j} \left( \mathbf{S} \right)_{ij}^{\text{TSL}} \left( \mathbf{S} \right)_{ij}^{\text{TSL}} = \mathbf{e}^{(j)} \begin{pmatrix} -N_{11}u_{j,1} - N_{12}u_{j,2} - N_{13}u_{j,3} & N_{i1} & N_{i2} & \frac{1}{3} N_{i3} & \frac{1}{3} N_{i3} & \frac{1}{3} N_{i3} & 0 \\ -N_{21}u_{j,1} - N_{22}u_{j,2} - N_{23}u_{j,3} & \frac{1}{3} N_{i1} & N_{i2} & \frac{1}{3} N_{i3} & \frac{1}{3} N_{i3} & \frac{1}{3} N_{i3} & 0 \\ -N_{31}u_{j,1} - N_{32}u_{j,2} - N_{33}u_{j,3} & \frac{1}{3} N_{i1} & \frac{1}{3} N_{i2} & \frac{1}{3} N_{i3} & \frac{1}{3} N_{i3} & N_{i3} & 0 \end{pmatrix},
\]

(4.23)

We use these preparations to compute the derivative of the the trace free shear stress tensor \( \mathbf{S} \) given in Definition 2.1.1.
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\[
\frac{\partial \left( \langle S \rangle_{TSL}^{e_{ij}} \right)}{\partial W_i} = \xi^{(i)} \begin{pmatrix}
N_1 u_{i,1} + N_{12,13}^{(i)} & -N_1 & -\frac{1}{3} N_{12} & -\frac{1}{3} N_{13} & 0 \\
N_2 u_{i,2} + N_{12,23}^{(i)} & -\frac{1}{3} N_{12} & -N_2 & -\frac{1}{3} N_{23} & 0 \\
N_3 u_{i,3} + N_{13,23}^{(i)} & -\frac{1}{3} N_{13} & -\frac{1}{3} N_{23} & -N_3 & 0 \\
\end{pmatrix},
\]

(4.24)

where

\[
\xi^{(k)} := \frac{1}{2} \frac{1}{\text{dist}(e_{ij})} \frac{1}{\rho_j}, \quad N_1 := \frac{4}{3} n_1^2 + n_2^2 + n_3^2, \\
N_2 := n_1^2 + \frac{4}{3} n_2^2 + n_3^2, \quad N_3 := n_1^2 + n_2^2 + \frac{4}{3} n_3^2, \\
N_{12} := n_1 n_2, \quad N_{13} := n_1 n_3, \quad N_{23} := n_2 n_3, \\
N_{12,13}^{(k)} := \frac{1}{3} (N_{12} u_{k,2} + N_{13} u_{k,3}), \quad N_{12,23}^{(k)} := \frac{1}{3} (N_{12} u_{k,1} + N_{23} u_{k,3}), \\
N_{13,23}^{(k)} := \frac{1}{3} (N_{13} u_{k,1} + N_{23} u_{k,3}), \quad k = i, j.
\]

**Proof:** Using the definition (2.6), in discretized form the trace free shear stress tensor \( \mathbf{\mathcal{S}}_{e_{ij}}^{TSL} \) reads

\[
\langle \mathbf{\mathcal{S}}_{\ell \ell} \rangle_{TSL}^{e_{ij}} = \frac{1}{3} \left( 2 \left( \frac{\partial u_\ell}{\partial x_\ell} \right)_{TSL}^{e_{ij}} - \sum_{k=1, k \neq \ell}^{m} \left( \frac{\partial u_k}{\partial x_k} \right)_{TSL}^{e_{ij}} \right),
\]

\[
\langle \mathbf{\mathcal{S}}_{\ell k} \rangle_{TSL}^{e_{ij}} = \frac{1}{2} \left( \left( \frac{\partial u_\ell}{\partial x_k} \right)_{TSL}^{e_{ij}} + \left( \frac{\partial u_k}{\partial x_\ell} \right)_{TSL}^{e_{ij}} \right), \quad k \neq \ell.
\]

Then by an application of (4.16), (4.19) and (4.20) we obtain

\[
\frac{\partial \langle \mathbf{S}_{11} \rangle_{TSL}^{e_{ij}}}{\partial \rho_j} = \frac{1}{3} \frac{1}{\text{dist}(e_{ij})} \frac{1}{\rho_j} (-2 n_1 u_{j,1} + n_2 u_{j,2} + n_3 u_{j,3}),
\]

\[
\frac{\partial \langle \mathbf{S}_{11} \rangle_{TSL}^{e_{ij}}}{\partial (pu_1)_j} = \frac{2}{3} \frac{1}{\text{dist}(e_{ij})} n_1,
\]

\[
\frac{\partial \langle \mathbf{S}_{11} \rangle_{TSL}^{e_{ij}}}{\partial (pu_2)_j} = -\frac{1}{3} \frac{1}{\text{dist}(e_{ij})} n_2,
\]

\[
\frac{\partial \langle \mathbf{S}_{11} \rangle_{TSL}^{e_{ij}}}{\partial (pu_3)_j} = -\frac{1}{3} \frac{1}{\text{dist}(e_{ij})} n_3,
\]

\[
\frac{\partial \langle \mathbf{S}_{11} \rangle_{TSL}^{e_{ij}}}{\partial (\rho E)_j} = 0,
\]
\[
\begin{align*}
\frac{\partial (S_{22})^{\text{TSL}}_{e_{ij}}}{\partial \rho_j} &= \frac{1}{3 \text{ dist}(e_{ij})} \left( \frac{1}{\rho_j} \left(-2n_2u_{j,2} + n_1u_{j,1} + n_3u_{j,3}\right),ight. \\
\frac{\partial (S_{22})^{\text{TSL}}_{e_{ij}}}{\partial (pu_1)_j} &= \frac{1}{3 \text{ dist}(e_{ij})} \frac{1}{\rho_j}, \\
\frac{\partial (S_{22})^{\text{TSL}}_{e_{ij}}}{\partial (pu_2)_j} &= 2 \frac{1}{3 \text{ dist}(e_{ij})} \frac{n_2}{\rho_j}, \\
\frac{\partial (S_{22})^{\text{TSL}}_{e_{ij}}}{\partial (pu_3)_j} &= -1 \frac{1}{3 \text{ dist}(e_{ij})} \frac{n_3}{\rho_j}, \\
\frac{\partial (S_{22})^{\text{TSL}}_{e_{ij}}}{\partial \rho E_j} &= 0, \\
\frac{\partial (S_{33})^{\text{TSL}}_{e_{ij}}}{\partial \rho_j} &= \frac{1}{3 \text{ dist}(e_{ij})} \frac{1}{\rho_j} \left(-2n_3u_{j,3} + n_1u_{j,1} + n_2u_{j,2}\right), \\
\frac{\partial (S_{33})^{\text{TSL}}_{e_{ij}}}{\partial (pu_1)_j} &= -1 \frac{1}{3 \text{ dist}(e_{ij})} \frac{n_2}{\rho_j}, \\
\frac{\partial (S_{33})^{\text{TSL}}_{e_{ij}}}{\partial (pu_2)_j} &= -1 \frac{1}{3 \text{ dist}(e_{ij})} \frac{n_1}{\rho_j}, \\
\frac{\partial (S_{33})^{\text{TSL}}_{e_{ij}}}{\partial (pu_3)_j} &= 2 \frac{1}{3 \text{ dist}(e_{ij})} \frac{n_3}{\rho_j}, \\
\frac{\partial (S_{33})^{\text{TSL}}_{e_{ij}}}{\partial \rho E_j} &= 0.
\end{align*}
\]

The cross derivatives are given by
\[
\begin{align*}
\frac{\partial (S_{12})^{\text{TSL}}_{e_{ij}}}{\partial \rho_j} &= \frac{1}{2 \text{ dist}(e_{ij})} \frac{1}{\rho_j} \left(n_2u_{j,1} + n_1u_{j,2}\right), \\
\frac{\partial (S_{12})^{\text{TSL}}_{e_{ij}}}{\partial (pu_1)_j} &= \frac{1}{2 \text{ dist}(e_{ij})} \frac{n_2}{\rho_j}, \\
\frac{\partial (S_{12})^{\text{TSL}}_{e_{ij}}}{\partial (pu_2)_j} &= \frac{1}{2 \text{ dist}(e_{ij})} \frac{n_1}{\rho_j}, \\
\frac{\partial (S_{12})^{\text{TSL}}_{e_{ij}}}{\partial (pu_3)_j} &= \frac{\partial S_{12}}{\partial \rho E_j} = 0.
\end{align*}
\]
4.3. DERIVATIVE OF VISCOUS TERMS

\[
\begin{align*}
\frac{\partial (S_{13})_{e_{ij}}^{TSL}}{\partial \rho_j} &= -\frac{1}{2} \frac{1}{\text{dist}(e_{ij})} \frac{1}{\rho_j} (n_3 u_{j,1} + n_1 u_{j,3}), \\
\frac{\partial (S_{13})_{e_{ij}}^{TSL}}{\partial (pu_1)_j} &= \frac{1}{2} \frac{1}{\text{dist}(e_{ij})} n_4, \\
\frac{\partial (S_{13})_{e_{ij}}^{TSL}}{\partial (pu_2)_j} &= \frac{\partial S_{13}}{\partial (\rho E)_j} = 0, \\
\frac{\partial (S_{13})_{e_{ij}}^{TSL}}{\partial (pu_3)_j} &= \frac{1}{2} \frac{1}{\text{dist}(e_{ij})} n_1, \\
\frac{\partial (S_{23})_{e_{ij}}^{TSL}}{\partial \rho_j} &= -\frac{1}{2} \frac{1}{\text{dist}(e_{ij})} \frac{1}{\rho_j} (n_3 u_{j,2} + n_2 u_{j,3}), \\
\frac{\partial (S_{23})_{e_{ij}}^{TSL}}{\partial (pu_1)_j} &= \frac{\partial S_{23}}{\partial (\rho E)_j} = 0, \\
\frac{\partial (S_{23})_{e_{ij}}^{TSL}}{\partial (pu_2)_j} &= \frac{1}{2} \frac{1}{\text{dist}(e_{ij})} n_3, \\
\frac{\partial (S_{23})_{e_{ij}}^{TSL}}{\partial (pu_3)_j} &= \frac{1}{2} \frac{1}{\text{dist}(e_{ij})} n_2.
\end{align*}
\]

The remainder cross derivatives are a consequence of the symmetries \((S_{e_{ij}})^{TSL} = (S_{e_{ij}})^{TSL}, i \neq j\). In summary, we compute

\[
\frac{\partial \left( \langle S_1 \rangle_{e_{ij}}, n_{e_{ij}} \right)^{TSL}}{\partial W_j} = \sum_{k=1}^{3} n_k \frac{\partial \left( \langle S_{1k} \rangle_{e_{ij}} \right)^{TSL}}{\partial W_j} = \frac{1}{2} \frac{1}{\text{dist}(e_{ij})} \frac{1}{\rho_j} \left( -N_1 u_{j,1} - N_{12,13}^{(j)}, N_1, \frac{1}{3} N_{12}, \frac{1}{3} N_{13}, 0 \right).
\]

Evaluating the other components straightforward we obtain

\[
\begin{align*}
\frac{\partial \left( \langle S_2 \rangle_{e_{ij}}, n_{e_{ij}} \right)^{TSL}}{\partial W_j} &= \frac{1}{2} \frac{1}{\text{dist}(e_{ij})} \frac{1}{\rho_j} \left( -N_2 u_{j,2} - N_{12,23}^{(j)}, \frac{1}{3} N_{12}, N_2, \frac{1}{3} N_{23}, 0 \right), \\
\frac{\partial \left( \langle S_3 \rangle_{e_{ij}}, n_{e_{ij}} \right)^{TSL}}{\partial W_j} &= \frac{1}{2} \frac{1}{\text{dist}(e_{ij})} \frac{1}{\rho_j} \left( -N_3 u_{j,3} - N_{13,23}^{(j)}, \frac{1}{3} N_{13}, \frac{1}{3} N_{23}, N_3, 0 \right).
\end{align*}
\]
Equation (4.24) follows line by line by the computations above.

Multiplying $S_{eij}^{TS}$ by the averaged viscosity (3.66) we obtain for $m = i, j$ as derivative for the viscous stress tensor

\[
\frac{\partial \langle (\tau)_{eij}^{TS}, n \rangle}{\partial W_m} = \frac{\partial \langle 2\mu_{eff, eij} S_{eij}^{TS}, n \rangle}{\partial W_m} \\
= 2 \left[ \frac{\partial \mu_{eff, eij}}{\partial W_m} \langle (S)_{eij}^{TS}, n \rangle + \mu_{eff, eij} \frac{\partial \langle (S)_{eij}^{TS}, n \rangle}{\partial W_m} \right],
\]

(4.25)

and the derivative of Sutherland’s law can be computed as

\[
\frac{\partial \mu_l}{\partial W} = \frac{\partial \mu_l}{\partial T} \frac{\partial T}{\partial W} \\
= \mu_{l,\infty} \left\{ \frac{3}{2} \sqrt{T} \left( \frac{1 + C_{suth}}{T + C_{suth}} \right) - T^{3/2} \left( \frac{1 + C_{suth}}{(T + C_{suth})^2} \right) \right\} \frac{\partial T}{\partial W} \\
= \mu_{l,\infty} \left\{ \frac{\sqrt{T} (1 + C_{suth}) (T + 3C_{suth})}{(T + C_{suth})^2} \right\} \frac{\partial T}{\partial W}.
\]

(4.26)

The derivate of the eddy viscosity $\mu_l$ depends on the turbulence model and cannot be stated in general. Finally, we compute for the remaining component of the viscous flux $(\langle f_v (W_i, W_j), n \rangle)_5 = \langle \theta, n \rangle$, using the representation (2.8), the derivative

\[
\frac{\partial \langle \theta_{eij}^{TS}, n \rangle}{\partial W_m} = \frac{\partial \langle \tau_{eij}^{TS} u_{eij}, n \rangle}{\partial W_m} + \frac{\partial \langle q_{eij}^{TS}, n \rangle}{\partial W_m}.
\]

(4.27)

For the first term on the right hand side of (4.27) we compute for $m = i, j$

\[
\frac{\partial \langle \tau_{eij}^{TS} u_{eij}, n \rangle}{\partial W_m} \]

\[
= \sum_{k=1}^{3} n_k \sum_{\ell=1}^{3} \frac{\partial}{\partial W_m} \left( u_{\ell,eij} (\tau_{k\ell})_{eij}^{TS} \right) \\
= \sum_{k=1}^{3} n_k \sum_{\ell=1}^{3} (\tau_{k\ell})_{eij}^{TS} \frac{\partial u_{\ell,eij}}{\partial W_m} + \sum_{k=1}^{3} n_k \sum_{\ell=1}^{3} u_{\ell,eij} \frac{\partial (\tau_{k\ell})_{eij}^{TS}}{\partial W_m} \\
= \sum_{k=1}^{3} n_k \sum_{\ell=1}^{3} (\tau_{k\ell})_{eij}^{TS} \frac{\partial u_{\ell,eij}}{\partial W_m} + \sum_{\ell=1}^{3} u_{\ell,eij} \sum_{k=1}^{3} n_k \frac{\partial (\tau_{k\ell})_{eij}^{TS}}{\partial W_m} \\
= \sum_{k=1}^{3} n_k \sum_{\ell=1}^{3} (\tau_{k\ell})_{eij}^{TS} \frac{\partial u_{\ell,eij}}{\partial W_m} + \sum_{\ell=1}^{3} u_{\ell,eij} \left( \frac{\partial (\tau_{i\ell})_{eij}^{TS}}{\partial W_m}, n \right).
\]

(4.28)
4.3. DERIVATIVE OF VISCOSOUS TERMS

Using (3.68) and (4.15) we have

\[
\frac{\partial u_{eij}}{\partial W_m} = \frac{1}{2} \frac{1}{\rho_m} \left( \begin{array}{ccc} -u_{m,1} & 1 & 0 & 0 \\ -u_{m,2} & 0 & 1 & 0 \\ -u_{m,3} & 0 & 0 & 1 \end{array} \right), \quad m = i, j. \tag{4.29}
\]

Equation (4.29) is used to compute explicitly the first term on the right hand side of (4.28). We obtain

\[
\sum_{k=1}^{3} n_k \sum_{\ell=1}^{3} \left( \tau_{kl} \right)_{eij}^{TSL} \frac{\partial u_{eii}}{\partial (\rho m)} = -\frac{1}{2} \frac{1}{\rho_m} \sum_{k=1}^{3} u_{m,\ell} \sum_{k=1}^{3} n_k \left( \tau_{kl} \right)_{eij}^{TSL}, \tag{4.30}
\]

\[
\sum_{k=1}^{3} n_k \sum_{\ell=1}^{3} \left( \tau_{kl} \right)_{eij}^{TSL} \frac{\partial u_{eii}}{\partial (pE)_m} = \frac{1}{2} \frac{1}{\rho_m} \left( \begin{array}{c} \langle n, \tau_1 \rangle \\ \langle n, \tau_2 \rangle \\ \langle n, \tau_3 \rangle \end{array} \right)^T, \tag{4.31}
\]

\[
\sum_{k=1}^{3} n_k \sum_{\ell=1}^{3} \left( \tau_{kl} \right)_{eij}^{TSL} \frac{\partial u_{eii}}{\partial (\rho u)_m} = 0. \tag{4.32}
\]

For the second term on the right hand side of (4.27) we compute

\[
\frac{\partial \langle q^{TSL}_{eij} \rangle}{\partial W_m} = \frac{\partial}{\partial W_m} \left[ \kappa_{\text{eff,eij}} \left( \sum_{k=1}^{3} n_k \left( \frac{\partial T}{\partial x_k} \right)_{eij}^{TSL} \right) \right] = \frac{\partial \kappa_{\text{eff,eij}}}{\partial W_m} \left( \sum_{k=1}^{3} n_k \left( \frac{\partial T}{\partial x_k} \right)_{eij}^{TSL} \right) + \kappa_{\text{eff,eij}} \left( \sum_{k=1}^{3} n_k \frac{\partial}{\partial W_m} \left( \frac{\partial T}{\partial x_k} \right)_{eij}^{TSL} \right). \tag{4.33}
\]

Due to (2.11) and (2.14) the derivative of \( \kappa_l \) is directly related to (4.26) and the derivative of \( \kappa_t \) to the eddy viscosity \( \mu_t \).

**Corollary 4.3.2** Equations (4.23), (4.25), (4.26), (4.27), (4.28) and (4.33) represent the derivative of \( \langle f_{ve}, n_{eij} \rangle \) assuming a TSL approximation of the velocity and temperature gradients.

We close this section considering a further important simplification. Equations (4.25) and (4.33) above show that assuming both constant laminar viscosity and eddy viscosity several terms in the derivative vanish and we can represent the derivatives explicitly.
Corollary 4.3.3 Assuming a TSL approximation of velocity and temperature gradients and that the viscosity \( \mu_{\text{eff}} \) is constant, then we have

\[
\left( \frac{\partial \langle f_v(W_i, W_j), n \rangle}{\partial W_j} \right)_{\text{TSL,} \mu=\text{const}} = \frac{\mu_{\text{eff}, e_{ij}}}{\text{dist}(e_{ij}) \rho_j} \frac{1}{\mu_{\text{eff}, e_{ij}}}.
\]

\[
(\text{4.34})
\]

and

\[
\left( \frac{\partial \langle f_v(W_i, W_j), n \rangle}{\partial W_i} \right)_{\text{TSL,} \mu=\text{const}} = \frac{\mu_{\text{eff}, e_{ij}}}{\text{dist}(e_{ij}) \rho_i} \frac{1}{\mu_{\text{eff}, e_{ij}}}.
\]

\[
(\text{4.35})
\]

Here we have used the notation of Lemma 4.3.1 and

\[E_1^{(j)} = u_{1, e_{ij}} \left( N_1 u_{j, 1} + N^{(j)}_{12, 13} \right) + u_{2, e_{ij}} \left( N_2 u_{j, 2} + N^{(j)}_{12, 23} \right) + u_{3, e_{ij}} \left( N_3 u_{j, 3} + N^{(j)}_{13, 23} \right),\]

\[E_1^{(i)} = u_{1, e_{ij}} \left( N_1 u_{i, 1} + N^{(i)}_{12, 13} \right) + u_{2, e_{ij}} \left( N_2 u_{i, 2} + N^{(i)}_{12, 23} \right) + u_{3, e_{ij}} \left( N_3 u_{i, 3} + N^{(i)}_{13, 23} \right),\]

and

\[E_2^{(j)} = -\frac{1}{2} \frac{\text{dist}(e_{ij})}{\mu_{\text{eff}, e_{ij}}} \sum_{\ell=1}^{3} u_{j, \ell} \sum_{k=1}^{3} n_k (T_{\ell \ell})_{\text{TSL}} e_{ij},\]

\[E_2^{(i)} = -\frac{1}{2} \frac{\text{dist}(e_{ij})}{\mu_{\text{eff}, e_{ij}}} \sum_{\ell=1}^{3} u_{i, \ell} \sum_{k=1}^{3} n_k (T_{\ell \ell})_{\text{TSL}} e_{ij},\]

and

\[E_3^{(j)} = \frac{\kappa_{\text{eff}, e_{ij}}}{\mu_{\text{eff}, e_{ij}}} \left( \frac{\gamma - 1}{2} \|u_j\|_2^2 - T_j \right),\]

\[E_3^{(i)} = \frac{\kappa_{\text{eff}, e_{ij}}}{\mu_{\text{eff}, e_{ij}}} \left( \frac{\gamma - 1}{2} \|u_i\|_2^2 \right),\]
For the first entry in the 5th row we evaluate in a first step using (4.23) and (4.24) which proves the last entry in the 5th row of (4.34) and (4.35).

The first row in the matrix of (4.34) is a consequence of the definition of \( f_e \) as well as

\[
\begin{align*}
E_4^{(j)} &= \frac{1}{2} \frac{\text{dist}(e_{ij})}{\mu_{\text{eff},e_{ij}}} (n, \tau_1) + \left( N_1 u_{1,e_{ij}} + \frac{1}{3} N_{12} u_{2,e_{ij}} + \frac{1}{3} N_{13} u_{3,e_{ij}} \right) - \zeta_{e_{ij}} u_{j,1} \\
E_4^{(i)} &= \frac{1}{2} \frac{\text{dist}(e_{ij})}{\mu_{\text{eff},e_{ij}}} (n, \tau_1) - \left( N_1 u_{1,e_{ij}} + \frac{1}{3} N_{12} u_{2,e_{ij}} + \frac{1}{3} N_{13} u_{3,e_{ij}} \right) + \zeta_{e_{ij}} u_{i,1} \\
E_5^{(j)} &= \frac{1}{2} \frac{\text{dist}(e_{ij})}{\mu_{\text{eff},e_{ij}}} (n, \tau_2) + \left( \frac{1}{3} N_{12} u_{1,e_{ij}} + N_{22} u_{2,e_{ij}} + \frac{1}{3} N_{23} u_{3,e_{ij}} \right) - \zeta_{e_{ij}} u_{j,2} \\
E_5^{(i)} &= \frac{1}{2} \frac{\text{dist}(e_{ij})}{\mu_{\text{eff},e_{ij}}} (n, \tau_2) - \left( \frac{1}{3} N_{12} u_{1,e_{ij}} + N_{22} u_{2,e_{ij}} + \frac{1}{3} N_{23} u_{3,e_{ij}} \right) + \zeta_{e_{ij}} u_{i,2} \\
E_6^{(j)} &= \frac{1}{2} \frac{\text{dist}(e_{ij})}{\mu_{\text{eff},e_{ij}}} (n, \tau_3) + \left( \frac{1}{3} N_{13} u_{1,e_{ij}} + \frac{1}{3} N_{23} u_{2,e_{ij}} + N_{33} u_{3,e_{ij}} \right) - \zeta_{e_{ij}} u_{j,3} \\
E_6^{(i)} &= \frac{1}{2} \frac{\text{dist}(e_{ij})}{\mu_{\text{eff},e_{ij}}} (n, \tau_3) - \left( \frac{1}{3} N_{13} u_{1,e_{ij}} + \frac{1}{3} N_{23} u_{2,e_{ij}} + N_{33} u_{3,e_{ij}} \right) + \zeta_{e_{ij}} u_{i,3},
\end{align*}
\]

where

\[
\zeta_{e_{ij}} := \frac{\kappa_{\text{eff},e_{ij}}}{\mu_{\text{eff},e_{ij}}} (\gamma - 1).
\]

**Proof:** The first row in the matrix of (4.34) is a consequence of the definition of \( f_e \) and the rows 2, 3 and 4 follow from (4.25) and Lemma 4.3.1. An application of (4.27), (4.28) together with (4.32) and (4.33) together with (4.23) and (4.22) gives

\[
\frac{\partial \left( \langle \theta \rangle_{e_{ij}}^{\text{TSL}}, n \right)}{\partial (\rho E)_j} = \frac{\kappa_{\text{eff},e_{ij}}}{\text{dist}(e_{ij})} \frac{(\gamma - 1)}{\rho_j} \sum_{k=1}^{3} n_k = \frac{\kappa_{\text{eff},e_{ij}}}{\text{dist}(e_{ij})} \frac{(\gamma - 1)}{\rho_j},
\]

and together with (4.24) and (4.21)

\[
\frac{\partial \left( \langle \theta \rangle_{e_{ij}}^{\text{TSL}}, n \right)}{\partial (\rho E)_i} = \frac{\kappa_{\text{eff},e_{ij}}}{\text{dist}(e_{ij})} \frac{(1 - \gamma)}{\rho_j} \sum_{k=1}^{3} n_k = \frac{\kappa_{\text{eff},e_{ij}}}{\text{dist}(e_{ij})} \frac{(1 - \gamma)}{\rho_j},
\]

which proves the last entry in the 5th row of (4.34) and (4.35).

For the first entry in the 5th row we evaluate in a first step using (4.23) and (4.24)

\[
\left( \sum_{\ell=1}^{3} u_{\ell,e_{ij}} \left\langle \frac{\partial (\tau_{\ell})_{e_{ij}}^{\text{TSL}}}{\partial (\rho_{\ell})}, n \right\rangle \right) = - \frac{\mu_{\text{eff},e_{ij}}}{\text{dist}(e_{ij})} \frac{1}{\rho_j} E_1^{(j)}, \quad (4.36)
\]

\[
\left( \sum_{\ell=1}^{3} u_{\ell,e_{ij}} \left\langle \frac{\partial (\tau_{\ell})_{e_{ij}}^{\text{TSL}}}{\partial \rho_{\ell}}, n \right\rangle \right) = \frac{\mu_{\text{eff},e_{ij}}}{\text{dist}(e_{ij})} \frac{1}{\rho_i} E_1^{(i)}. \quad (4.37)
\]
The representation of $E_2^{(j)}$ and $E_2^{(i)}$ are a consequence of (4.30), and the representation of $E_3^{(j)}$ and $E_3^{(i)}$ of (4.33) together with (4.22) and (4.21). The terms $E_4^{(m)}, E_5^{(m)}$ and $E_6^{(m)}, m = i, j$, are derived from (4.31) and

\[
\left(3 \sum_{\ell=1}^{3} u_{\ell, e_{ij}} \left\langle \frac{\partial (\tau_{\ell})_{e_{ij}}^{TSL}}{\partial (p u)_{j}}, n \right\rangle \right) = \frac{\mu_{\text{eff}, e_{ij}}}{\text{dist}(e_{ij})} \frac{1}{\rho_j} \left( N_1 u_{1, e_{ij}} + \frac{1}{3} N_2 u_{2, e_{ij}} + \frac{1}{3} N_3 u_{3, e_{ij}} \right) T, \\
\left(3 \sum_{\ell=1}^{3} u_{\ell, e_{ij}} \left\langle \frac{\partial (\tau_{\ell})_{e_{ij}}^{TSL}}{\partial (p u)_{i}}, n \right\rangle \right) = -\frac{\mu_{\text{eff}, e_{ij}}}{\text{dist}(e_{ij})} \frac{1}{\rho_i} \left( N_1 u_{1, e_{ij}} + \frac{1}{3} N_2 u_{2, e_{ij}} + \frac{1}{3} N_3 u_{3, e_{ij}} \right) T, \\
\frac{\partial \left\langle (q)_{e_{ij}}^{TSL}, n \right\rangle}{\partial (p u)_{j}} = \frac{\kappa_{\text{eff}, e_{ij}}}{\text{dist}(e_{ij})} \frac{(1 - \gamma)}{\rho_j} \begin{pmatrix} u_{j,1} \\ u_{j,2} \\ u_{j,3} \end{pmatrix}, \\
\frac{\partial \left\langle (q)_{e_{ij}}^{TSL}, n \right\rangle}{\partial (p u)_{i}} = \frac{\kappa_{\text{eff}, e_{ij}}}{\text{dist}(e_{ij})} \frac{(\gamma - 1)}{\rho_i} \begin{pmatrix} u_{i,1} \\ u_{i,2} \\ u_{i,3} \end{pmatrix}. \]

\[\square\]

The approximate derivatives (4.34) and (4.35) represent a suitable expression which can be used for the design of a preconditioner. The complexity to generate these terms is acceptable and due to their explicit delineation these operators can be implemented straightforward.

### 4.3.2 Eigendecomposition of viscous flux Jacobian

For a stabilization of the solution method suggested in Chapter 5 an eigendecomposition, in particular the eigenvalues of the simplified viscous flux Jacobians (4.34) and (4.35) are of interest. These are given in the following theorem.

**Theorem 4.3.4** The derivative matrices of the viscous flux Jacobian for a TSL and constant $\mu_{\text{eff}, e_{ij}}$ given by (4.34) and (4.35) have the following eigenvalues:

\[
(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5)_i = \frac{\mu_{\text{eff}, e_{ij}}}{\text{dist}(e_{ij}) \rho_i} \left( 0, \frac{4}{3}, 1, 1, \frac{\kappa_{\text{eff}, e_{ij}}(\gamma - 1)}{\mu_{\text{eff}, e_{ij}}} \right), \\
(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5)_j = -\frac{\mu_{\text{eff}, e_{ij}}}{\text{dist}(e_{ij}) \rho_j} \left( 0, \frac{4}{3}, 1, 1, \frac{\kappa_{\text{eff}, e_{ij}}(\gamma - 1)}{\mu_{\text{eff}, e_{ij}}} \right). \]

**Proof:** From representation (4.34) the eigenvalues

\[
(\lambda_1)_j = 0 \quad \text{and} \quad (\lambda_5)_j = \frac{\kappa_{\text{eff}, e_{ij}}}{\text{dist}(e_{ij})} \frac{\gamma - 1}{\rho_j}. \]
are obvious. To determine the remaining eigenvalues system (4.34) can be reduced to

$$\begin{pmatrix} N_1 & \frac{1}{3}N_{12} & \frac{1}{3}N_{13} \\ \frac{1}{3}N_{12} & N_2 & \frac{1}{3}N_{23} \\ \frac{1}{3}N_{13} & \frac{1}{3}N_{23} & N_3 \end{pmatrix} = \begin{pmatrix} 1 + \frac{1}{3}n_1^2 & \frac{1}{3}N_{12} & \frac{1}{3}N_{13} \\ \frac{1}{3}N_{12} & 1 + \frac{1}{3}n_2^2 & \frac{1}{3}N_{23} \\ \frac{1}{3}N_{13} & \frac{1}{3}N_{23} & 1 + \frac{1}{3}n_3^2 \end{pmatrix}.$$  

Therefore we need to determine non-trivial solutions of the linear system

$$\lambda_j I - \begin{pmatrix} 1 + \frac{1}{3}n_1^2 & \frac{1}{3}N_{12} & \frac{1}{3}N_{13} \\ \frac{1}{3}N_{12} & 1 + \frac{1}{3}n_2^2 & \frac{1}{3}N_{23} \\ \frac{1}{3}N_{13} & \frac{1}{3}N_{23} & 1 + \frac{1}{3}n_3^2 \end{pmatrix} x = 0.$$

Choosing $\lambda_j = 1$ yields the linear system and its equivalent formulation

$$\begin{pmatrix} \frac{1}{3}n_1^2 & \frac{1}{3}N_{12} & \frac{1}{3}N_{13} \\ \frac{1}{3}N_{12} & \frac{1}{3}n_2^2 & \frac{1}{3}N_{23} \\ \frac{1}{3}N_{13} & \frac{1}{3}n_2^2 & \frac{1}{3}n_3^2 \end{pmatrix} x = 0 \iff \begin{pmatrix} 0 & N_{12} & N_{13} \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} x = 0.$$

Two non trivial linear independent solutions of this system are

$$x = (-n_2 + n_3, n_1, n_1) \text{ and } x = (n_3 - n_2, n_1, -n_1). \quad (4.38)$$

Choosing $\lambda_j = 4/3$ yields the linear system and its equivalent formulation

$$\begin{pmatrix} \frac{1}{3}n_1^2 - \frac{1}{3} & \frac{1}{3}N_{12} & \frac{1}{3}N_{13} \\ \frac{1}{3}N_{12} & \frac{1}{3}n_2^2 - \frac{1}{3} & \frac{1}{3}N_{23} \\ \frac{1}{3}N_{13} & \frac{1}{3}n_2^2 & \frac{1}{3}n_3^2 - \frac{1}{3} \end{pmatrix} x = 0 \iff \begin{pmatrix} n_1^2 - 1 & N_{12} & N_{13} \\ 0 & n_2^2 & n_2n_3 \\ 0 & 0 & 0 \end{pmatrix} x = 0.$$

A non trivial solution of this system is given by

$$x = (n_1, n_2, n_3). \quad (4.39)$$

The eigenvalues for (4.35) follow line by line from the computations above. This proves the assertion.

$$\square$$

### 4.4 Derivative of turbulence models

To create an overall implicit solution method we additionally need the derivatives for the turbulence models. It is our approach to solve the original system of algebraic equations (3.95)) in a loosely coupled way, which finally yields the system of still time dependent equations (3.96). Being only interested in steady state solutions, we finally ended up with (3.97).

As a consequence, only the derivatives of the algebraic equations representing the turbulence models $\mathbf{R}_{\text{turb}}$ with respect to the turbulence flow variables $\mathbf{W}_t$ are required. And vice versa, the derivatives of the algebraic equations representing the
mean flow equations $R_{\text{mean}}$ are only required with respect to $W$. The latter were already presented in the Sections 4.2 and 4.3.

Hence, the organization of this section is as follows. First, we present the derivatives of the Spalart-Allmaras model with respect to $\tilde{\nu}$, and second the the derivatives of the $k\omega$-model with respect to $k$ and $\omega$. Again as in Section 4.3, to shorten the notation we neglect the edge (face) identifier $e_{ij}$ for the normal, that is we write $n_{eij} = n = (n_1, n_2, n_3)^T$.

### 4.4.1 Derivative of Spalart-Allmaras model

We compute the derivatives for the Spalart-Allmaras model in the chronology, first the convective, second the viscous part and finally the source terms. The numerical flux function (3.72) is expressed by

$$
\mathcal{H}_{SA}((\tilde{\nu}_i, W_i), (\tilde{\nu}_j, W_j), n) = \frac{1}{2} [\tilde{\nu}_i \langle u_i, n \rangle + \tilde{\nu}_j \langle u_j, n \rangle] - \frac{1}{2} |V_{ij,\text{Roe}}| (\tilde{\nu}_j - \tilde{\nu}_i).
$$

Therefore, straightforward computations give

$$
\frac{\partial \mathcal{H}_{SA}}{\partial \tilde{\nu}_m} = \frac{1}{2} \begin{cases} 
\langle u_i, n \rangle + |V_{ij,\text{Roe}}|, & m = i, \\
\langle u_j, n \rangle - |V_{ij,\text{Roe}}|, & m = j, \\
0, & m \neq i, m \neq j.
\end{cases}
$$

To compute the derivative for the viscous contribution we write down the discretized form explicitly,

$$
\langle f^{\text{TSL}}_{e;SA}, n \rangle = \frac{1}{\sigma} \left\{ \begin{array}{ll}
(n_{e,ij} + \tilde{\nu}_{e_{ij}}) \sum_{k=1}^{3} \frac{n_k^2}{\text{dist}(e_{ij})} (\tilde{\nu}_j - \tilde{\nu}_i), & \tilde{\nu}_{e_{ij}} \geq 0, \\
(n_{e,ij} + f_{n,e_{ij}} \tilde{\nu}_{e_{ij}}) \sum_{k=1}^{3} \frac{n_k^2}{\text{dist}(e_{ij})} (\tilde{\nu}_j - \tilde{\nu}_i), & \tilde{\nu}_{e_{ij}} < 0.
\end{array} \right.
$$

Since the laminar kinematic viscosity $\nu_l$ introduced in (2.13) (see also (3.76)) does not depend on $\tilde{\nu}$ we obtain

$$
\frac{\partial n_{e,ij}}{\partial \tilde{\nu}_m} = 0 \quad \text{for all} \quad m = 1, \ldots, N_{\text{elem}}.
$$

Using the definition (3.77) for $\tilde{\nu}_{e_{ij}}$ we obtain

$$
\frac{\partial \tilde{\nu}_{e_{ij}}}{\partial \tilde{\nu}_m} = \left\{ \begin{array}{ll}
\frac{1}{2}, & m = i, j, \\
0, & \text{else}.
\end{array} \right.
$$

To compute the derivative of $f_{n,e_{ij}}$ we define

$$
f_{n,e_{ij}}^{\text{nom}} := c_{n1} + \frac{1}{2} (\chi (\tilde{\nu}_i, W_i)^3 + \chi (\tilde{\nu}_j, W_j)^3),
$$

$$
f_{n,e_{ij}}^{\text{denom}} := c_{n1} - \frac{1}{2} (\chi (\tilde{\nu}_i, W_i)^3 + \chi (\tilde{\nu}_j, W_j)^3),
$$
to conclude
\[
\frac{\partial f^{n}_{n,eij}}{\partial \nu_{m}} = \frac{1}{2} \frac{\partial}{\partial \nu_{m}} \left( \chi_{i}^{3} + \chi_{j}^{3} \right) = \frac{1}{2} \left( \frac{\partial \chi (\tilde{\nu}_{i}, W_{i})^{3}}{\partial \nu_{m}} + \frac{\partial \chi (\tilde{\nu}_{j}, W_{j})^{3}}{\partial \nu_{m}} \right)
\]
\[
= \frac{1}{2} \left( \chi (\tilde{\nu}_{i}, W_{i})^{2} \frac{\partial \chi (\tilde{\nu}_{i}, W_{i})}{\partial \nu_{m}} + \chi (\tilde{\nu}_{j}, W_{j})^{2} \frac{\partial \chi (\tilde{\nu}_{j}, W_{j})}{\partial \nu_{m}} \right),
\]
\[
\frac{\partial f^{\text{denom}}_{n,eij}}{\partial \nu_{m}} = - \frac{\partial f^{n}_{n,eij}}{\partial \nu_{m}}
\]
where
\[
\frac{\partial \chi (\tilde{\nu}_{i}, W_{i})}{\partial \nu_{m}} = \begin{cases} 
(\nu_{i} (W_{i}))^{-1}, & m = \ell = i, \\
(\nu_{i} (W_{i}))^{-1}, & m = \ell = j, \\
0, & m \neq \ell,
\end{cases}
\]
such that the derivative of \( f_{n,eij} \) may be given by
\[
\frac{\partial f_{n,eij}}{\partial \nu_{m}} = \frac{\partial f^{n}_{n,eij}}{\partial \nu_{m}} f^{\text{denom}}_{n,eij} - f^{n}_{n,eij} \frac{\partial f^{\text{denom}}_{n,eij}}{\partial \nu_{m}} = \frac{\partial f^{\text{denom}}_{n,eij}}{\partial \nu_{m}} \left( f^{\text{denom}}_{n,eij} + f^{n}_{n,eij} \right) = c_{n1} \frac{\partial f^{\text{denom}}_{n,eij}}{\partial \nu_{m}} \left( f^{\text{denom}}_{n,eij} \right)^{2}.
\]

Then we get for the derivative of the viscous part
\[
\frac{\partial \langle f_{e,SA}^{\text{TSL}}; n \rangle}{\partial \tilde{\nu}_{i}} = \frac{1}{\sigma \text{dist}(e_{ij})} \left\{ - \left( \nu_{e_{ij}} + \tilde{\nu}_{e_{ij}} \right) + (\tilde{\nu}_{j} - \tilde{\nu}_{i}) \frac{\partial \tilde{\nu}_{e_{ij}}}{\partial \nu_{i}} ; \left( \nu_{e_{ij}} + \tilde{\nu}_{e_{ij}} \right) + (\tilde{\nu}_{j} - \tilde{\nu}_{i}) \frac{\partial \tilde{\nu}_{e_{ij}}}{\partial \nu_{i}} \right\}, \tilde{\nu}_{e_{ij}} \geq 0, \tilde{\nu}_{e_{ij}} < 0,
\]
and
\[
\frac{\partial \langle f_{e,SA}^{\text{TSL}}; n \rangle}{\partial \tilde{\nu}_{j}} = \frac{1}{\sigma \text{dist}(e_{ij})} \left\{ - \left( \nu_{e_{ij}} + \tilde{\nu}_{e_{ij}} \right) + (\tilde{\nu}_{j} - \tilde{\nu}_{i}) \frac{\partial \tilde{\nu}_{e_{ij}}}{\partial \nu_{j}} ; \left( \nu_{e_{ij}} + \tilde{\nu}_{e_{ij}} \right) + (\tilde{\nu}_{j} - \tilde{\nu}_{i}) \frac{\partial \tilde{\nu}_{e_{ij}}}{\partial \nu_{j}} \right\}, \tilde{\nu}_{e_{ij}} \geq 0, \tilde{\nu}_{e_{ij}} < 0.
\]

Finally, the derivatives of the discretized source terms (3.79a), (3.79b) and (3.79c) are required. Note that the production and destruction terms only depend on the variable \( \nu_{i} \). That is all other derivatives vanish,
\[
\frac{\partial P_{SA} (\tilde{\nu}_{i}, W_{i}, W_{j \in N(i)})}{\partial \nu_{m}} = 0, \quad m \neq i,
\]
\[
\frac{\partial D_{SA} (\tilde{\nu}_{i}, W_{i}, W_{j \in N(i)})}{\partial \nu_{m}} = 0, \quad m \neq i.
\]
To shorten the notation, in the following we will list all required derivatives, without denoting that all derivatives with respect \( m \neq i \) vanish,

\[
\frac{\partial f_{i_2}}{\partial \tilde{v}_i} = -2c_{i_1}c_{i_4} \exp \left(-c_{i_4} \chi^2\right) \chi \frac{\partial \chi}{\partial \tilde{v}_i} = -2c_{i_1}f_{i_2} \chi \frac{\partial \chi}{\partial \tilde{v}_i},
\]
\[
\frac{\partial f_{i_1}}{\partial \tilde{v}_i} = \frac{1}{(\chi^3 + c_{i_1}^3)^2} \left[ \left(\chi^3 + c_{i_1}^3\right) 3\chi \frac{\partial \chi}{\partial \tilde{v}_i} - 3\chi^2 \frac{\partial \chi}{\partial \tilde{v}_i} \right] = \frac{3c_{i_1}^2 \chi^2}{(\chi^3 + c_{i_1}^3)^2} \frac{\partial \chi}{\partial \tilde{v}_i},
\]
\[
\frac{\partial f_{i_2}}{\partial \tilde{v}_i} = \frac{1}{(1 + \chi f_{i_1})^2} \left[ (1 + \chi f_{i_1}) \frac{\partial \chi}{\partial \tilde{v}_i} - \chi \left( f_{i_1} \frac{\partial \chi}{\partial \tilde{v}_i} + \frac{\partial f_{i_1}}{\partial \tilde{v}_i} \right) \right] = \frac{1}{(1 + \chi f_{i_1})^2} \left( \chi^2 \frac{\partial f_{i_1}}{\partial \tilde{v}_i} - \frac{\partial \chi}{\partial \tilde{v}_i} \right).
\]

To compute the derivative of \( \tilde{S} \) note that

\[
\frac{\partial S}{\partial \tilde{v}_i} = 0, \quad i = 1, \ldots, N_{\text{elem}}.
\]

Hence, in the case \( S \geq -c_{i_2} S \) we have

\[
\frac{\partial \tilde{S}}{\partial \tilde{v}_i} = \frac{\partial \tilde{S}}{\partial \tilde{v}_i} = \frac{1}{\kappa^2 d^2} \left( f_{i_2} + \tilde{v} \frac{\partial f_{i_2}}{\partial \tilde{v}_i} \right),
\]

and for the other case \( S < -c_{i_2} S \) we define

\[
\begin{align*}
S^{\text{nom}} &:= S \left( c_{i_2}^2 S + c_{i_3} \tilde{S} \right) \\
S^{\text{denom}} &:= (c_{i_3} - 2c_{i_2}) S - \tilde{S}.
\end{align*}
\]

to compute

\[
\frac{\partial \tilde{S}}{\partial \tilde{v}_i} = \frac{\partial S^{\text{nom}}}{\partial \tilde{v}_i} - \frac{\partial S^{\text{denom}}}{\partial \tilde{v}_i} = \frac{\partial S}{\partial \tilde{v}_i}.
\]

where

\[
\frac{\partial S^{\text{nom}}}{\partial \tilde{v}_i} = c_{i_3} \frac{\partial S}{\partial \tilde{v}_i} \quad \text{and} \quad \frac{\partial S^{\text{denom}}}{\partial \tilde{v}_i} = -\frac{\partial S}{\partial \tilde{v}_i}.
\]

The derivatives of \( r, g \) and \( f_w \) are given by

\[
\frac{\partial r}{\partial \tilde{v}_i} = \begin{cases} 
\frac{1}{\kappa^2 d^2 S^2} \left( \tilde{S} - \tilde{v} \frac{\partial \tilde{S}}{\partial \tilde{v}_i} \right), & \frac{\tilde{v}}{\kappa^2 d^2 S} \leq 10 \\
0, & \text{else},
\end{cases}
\]
\[
\frac{\partial g}{\partial \tilde{v}_i} = \frac{\partial r}{\partial \tilde{v}_i} + c_{w_2} \left[ 6r^2 \frac{\partial r}{\partial \tilde{v}_i} - \frac{\partial r}{\partial \tilde{v}_j} \right],
\]
\[
\frac{\partial f_w}{\partial \tilde{v}_i} = \left[ 1 + c_{w_3}^6 \right]^{1/6} \frac{\partial g}{\partial \tilde{v}_i} + g \left[ 6 \left( 1 + c_{w_3}^6 \right) \right]^{-5/6} \left( -6 \left( 1 + c_{w_3}^6 \right) g^5 \frac{\partial g}{\partial \tilde{v}_i} \right).
\]
Finally, the derivatives of production and destruction can be computed by

\[
\frac{\partial P_{SA}}{\partial \tilde{\nu}_i} = \begin{cases}
  c_{b1} \left[ -\tilde{\Sigma}_{\nu} \frac{\partial f_{i2}}{\partial \nu_i} + (1 - f_{i1}) \tilde{\nu}_i \frac{\partial S}{\partial \nu_i} + (1 - f_{i2}) \tilde{S} \right], & \tilde{\nu}_i \geq 0, \\
  c_{b1} (1 - c_{b3}) S \frac{\partial \nu_i}{\partial \nu_i}, & \tilde{\nu}_i < 0,
\end{cases}
\]

\[
\frac{\partial D_{SA}}{\partial \tilde{\nu}_i} = \begin{cases}
  \left( \frac{\nu}{\alpha} \right)^2 \left( c_{w1} \frac{\partial f_w}{\partial \nu_i} - \frac{c_{h1} \partial f_{h2}}{\partial \nu_i} \right) + \left( c_{w1} f_w - \frac{c_{h1} f_{h2}}{\partial \nu_i} \right) \frac{2 \nu_i}{\partial x^2}, & \tilde{\nu}_i \geq 0 \\
  -2c_{w1} \frac{\partial \nu_i}{\partial x^2}, & \tilde{\nu}_i < 0.
\end{cases}
\]

The diffusion source term of the Spalart-Allmaras model reads in discretized form

\[
D_{iSA} = \frac{c_{r2}}{\sigma} \sum_{k=1}^{3} \left[ \left( \frac{\partial \tilde{\nu}}{\partial x_k} \right)^{GG}_{D_i} \right]^2.
\]

An application of the chain rule yields

\[
\frac{\partial D_{iSA}}{\partial \tilde{\nu}_m} = \frac{2c_{r2}}{\sigma} \sum_{k=1}^{3} \left( \frac{\partial \tilde{\nu}}{\partial x_k} \right)^{GG}_{D_i} \frac{\partial}{\partial \nu_m} \left( \frac{\partial \tilde{\nu}}{\partial x_k} \right)^{GG}_{D_i}.
\]

Using formula (3.60) of the approximate gradient

\[
\left( \frac{\partial \tilde{\nu}}{\partial x_k} \right)^{GG}_{D_i} = \frac{1}{\text{vol}(D_i)} \sum_{j \in N(i)} \text{svol}(e_{ij}) \frac{n_k e_{ij}}{2} (\tilde{\nu}_i + \tilde{\nu}_j),
\]

we get for its derivative

\[
\frac{\partial}{\partial \tilde{\nu}_m} \left( \frac{\partial \tilde{\nu}}{\partial x_k} \right)^{GG}_{D_i} = \frac{1}{\text{vol}(D_i)} \left\{ \begin{array}{ll}
  \sum_{j \in N(i)} \text{svol}(e_{ij}) \frac{n_k e_{ij}}{2}, & m = i, \\
  \text{svol}(e_{im}) \frac{n_k e_{im}}{2}, & m \in N(i), \\
  0, & \text{else}.
\end{array} \right.
\]

It is worthwhile to note that the derivative of \( D_{iSA} \) also gives contributions to off-diagonal terms, which is not true for the production and destruction. This gives all required terms for the derivative of the Spalart-Allmaras turbulence model.

### 4.4.2 Derivative of \( k \omega \)-model

The computation of the derivative for the \( k \omega \)-model is far simpler compared to the Spalart-Allmaras model. The flux function (3.73) given in Definition 3.5.2 is straightforward differentiated,

\[
\frac{\partial H_{(k, \omega)}}{\partial (k_i, \omega_i)} = \begin{cases}
  \left\{ \begin{array}{ll}
  \langle u_{e_{ij}}, n \rangle, & \langle u_{e_{ij}}, n \rangle \geq 0, \\
  0, & \langle u_{e_{ij}}, n \rangle < 0
\end{array} \right\}, & m = i, \\
  \left\{ \begin{array}{ll}
  0, & \langle u_{e_{ij}}, n \rangle < 0, \\
  \langle u_{e_{ij}}, n \rangle \geq 0, & \langle u_{e_{ij}}, n \rangle \geq 0
\end{array} \right\}, & m \in N(i), \\
  0, & \text{else},
\end{cases}
\]

\[
\frac{\partial H_{(k, \omega)}}{\partial (k_j, \omega_j)} = \begin{cases}
  \left\{ \begin{array}{ll}
  0, & \langle u_{e_{ij}}, n \rangle < 0, \\
  \langle u_{e_{ij}}, n \rangle \geq 0, & \langle u_{e_{ij}}, n \rangle \geq 0
\end{array} \right\}, & m = i, \\
  \left\{ \begin{array}{ll}
  \langle u_{e_{ij}}, n \rangle, & \langle u_{e_{ij}}, n \rangle \geq 0, \\
  0, & \langle u_{e_{ij}}, n \rangle < 0
\end{array} \right\}, & m \in N(i), \\
  0, & \text{else}.
\end{cases}
\]
Following the presentation for the Spalart-Allmaras model, we write down the discretized form of the viscous contribution explicitly,

\[
\left\langle \tilde{T}_{s}\left( \tau_{ij}, \hat{n} \right) \right\rangle = \left( \begin{array}{c}
\left( \Gamma(T)_{eij} + \sigma_k \left( \frac{\hat{k}}{k} \right)_{eij} \right) \sum_{\ell=1}^{3} \frac{n_{\ell}^2}{\text{dist}(e_{ij})^2} (k_j - k_i) \\
\left( \Gamma(T)_{eij} + \sigma_\omega \left( \frac{\hat{k}}{\omega} \right)_{eij} \right) \sum_{\ell=1}^{3} \frac{n_{\ell}^2}{\text{dist}(e_{ij})^2} (\omega_j - \omega_i)
\end{array} \right) = \frac{1}{\text{dist}(e_{ij})} \left( \begin{array}{c}
\left( \Gamma(T)_{eij} + \sigma_k \left( \frac{\hat{k}}{k} \right)_{eij} \right) (k_j - k_i) \\
\left( \Gamma(T)_{eij} + \sigma_\omega \left( \frac{\hat{k}}{\omega} \right)_{eij} \right) (\omega_j - \omega_i)
\end{array} \right).
\]

Since \( \Gamma(T)_{eij} \) defined in (3.78) does not depend on \((k_i, \omega_i)\) for all \(i = 1, \ldots, N_{\text{elem}}\) due to our definition of temperature (2.4) and the equation of state (2.3), we have

\[
\frac{\partial \Gamma}{\partial (k_i, \omega_i)} = 0.
\]

Hence, we obtain

\[
\frac{\partial \left\langle \tilde{T}_{s}\left( \tau_{ij}, \hat{n} \right) \right\rangle}{\partial (k_i, \omega_i)} = \frac{1}{\text{dist}(e_{ij})} \left( \begin{array}{c}
\sigma_k \left( \frac{\partial \left( \frac{\hat{k}}{k} \right)_{eij}}{\partial k_i} \right) (k_j - k_i) - \left( \Gamma(T)_{eij} + \sigma_k \left( \frac{\hat{k}}{k} \right)_{eij} \right) \sigma_k \left( \frac{\partial \left( \frac{\hat{k}}{k} \right)_{eij}}{\partial k_i} \right) (k_j - k_i) \\
\sigma_\omega \left( \frac{\partial \left( \frac{\hat{k}}{\omega} \right)_{eij}}{\partial k_i} \right) (\omega_j - \omega_i) - \sigma_\omega \left( \frac{\partial \left( \frac{\hat{k}}{\omega} \right)_{eij}}{\partial \omega_i} \right) (\omega_j - \omega_i) - \left( \Gamma(T)_{eij} + \sigma_\omega \left( \frac{\hat{k}}{\omega} \right)_{eij} \right)
\end{array} \right)
\]

and

\[
\frac{\partial \left\langle \tilde{T}_{s}\left( \tau_{ij}, \hat{n} \right) \right\rangle}{\partial (k_j, \omega_j)} = \frac{1}{\text{dist}(e_{ij})} \left( \begin{array}{c}
\sigma_k \left( \frac{\partial \left( \frac{\hat{k}}{k} \right)_{eij}}{\partial k_j} \right) (k_j - k_i) + \left( \Gamma(T)_{eij} + \sigma_k \left( \frac{\hat{k}}{k} \right)_{eij} \right) \sigma_k \left( \frac{\partial \left( \frac{\hat{k}}{k} \right)_{eij}}{\partial k_j} \right) (k_j - k_i) \\
\sigma_\omega \left( \frac{\partial \left( \frac{\hat{k}}{\omega} \right)_{eij}}{\partial k_j} \right) (\omega_j - \omega_i) + \sigma_\omega \left( \frac{\partial \left( \frac{\hat{k}}{\omega} \right)_{eij}}{\partial \omega_j} \right) (\omega_j - \omega_i) + \left( \Gamma(T)_{eij} + \sigma_\omega \left( \frac{\hat{k}}{\omega} \right)_{eij} \right)
\end{array} \right),
\]

where

\[
\frac{\partial \left( \frac{\hat{k}}{k} \right)_{eij}}{\partial (k_i, \omega_i)} = \frac{1}{2} \left( \frac{1}{\omega_i}, -\frac{\hat{k}_i}{\omega_i^2} \right) \quad \text{and} \quad \frac{\partial \left( \frac{\hat{k}}{\omega} \right)_{eij}}{\partial (k_j, \omega_j)} = \frac{1}{2} \left( \frac{1}{\omega_j}, -\frac{\hat{k}_j}{\omega_j^2} \right).
\]
4.4. DERIVATIVE OF TURBULENCE MODELS

The derivative of the discretized source terms (3.80) is also straightforward. Note that with respect to the variables \((k_i, \omega_i)\), we can directly conclude that

\[
\begin{align*}
\frac{\partial Pr_{k_i(k,\omega)}}{\partial (k_m, \omega_m)} &= \left\{ \begin{array}{ll}
\begin{pmatrix}
\frac{2}{\omega_i} \mathbf{S} (u)_{D_i} & \otimes & \left( \frac{\partial u}{\partial x} \right)_{D_i} \\
(0,0)
\end{pmatrix}, & m = i, \\
\begin{pmatrix}
0 & 0
\end{pmatrix}, & m \neq i,
\end{array} \right. \\
\frac{\partial D e_{k_i(k,\omega)}}{\partial (k_m, \omega_m)} &= \left\{ \begin{array}{ll}
\begin{pmatrix}
\beta^* \omega_i, & \beta^* k_i
\end{pmatrix}, & m = i, \\
(0,0), & m \neq i,
\end{array} \right. \\
\frac{\partial Pr_{\omega_i(k,\omega)}}{\partial (k_m, \omega_m)} &= (0,0), \quad m = 1, \ldots, N_{\text{elem}} \\
\frac{\partial D e_{\omega_i(k,\omega)}}{\partial (k_m, \omega_m)} &= \left\{ \begin{array}{ll}
\begin{pmatrix}
0, & 2 \beta \omega_i
\end{pmatrix}, & m = i, \\
(0,0), & m \neq i.
\end{array} \right.
\end{align*}
\]

Finally, note that for the computation of the derivative of the production term the limitation (3.81) needs to be incorporated, as well as the scaling factor \(\omega_{sc}\) needs to be included. The latter remark is also true for the viscous part of the derivative.

4.4.3 Structure of derivative for turbulence models

Let us close this section with an important remark. Both, the derivatives for the Spalart-Allmaras model as well as for the \(k\omega\)-model are based on a compact stencil. Hence, the nonzero entries in the (block) CSR matrix are determined by \(i\) and \(N(i)\), and the derivative can be computed by loop over all edges (faces).

**Corollary 4.4.1** Consider a 3D hexahedral structured mesh representing \(N\) degrees of freedom. Then the memory requirements for \(\frac{d\mathbf{R}_{k\omega}}{dW}\) and for \(\frac{d\mathbf{R}_{k\omega}}{dW}\) are

\[
56 \cdot N\text{Bytes} \quad \text{and} \quad 224 \cdot N\text{Bytes},
\]

The proof follows line by line the proofs Lemma 4.1.6 and Lemma 4.2 taking into account that the block size for \(\frac{d\mathbf{R}_{k\omega}}{dW}\) is \(1 \times 1\), and the block size for \(\frac{d\mathbf{R}_{k\omega}}{dW}\) is \(2 \times 2\).

Since, in particular, it is often a severe issue to approximate a solution of the turbulence flow equations in a robust and efficient way, it is one goal to care about good agreement of the exact derivative and a preconditioner used to improve the efficiency and robustness. To this end, within this these we have only considered compact discretization schemes for the convective part of the equations. In particular, considering only a TSL approximation of the gradients in the turbulence flow equations, we have exact derivatives for the turbulence flow equations considering only compact stencils. This is a concession between robustness of the solution method and accuracy of the discretization on the other hand.
CHAPTER 4. TOTAL DERIVATIVE OF DISCRETIZATION

4.4.4 Derivative of eddy viscosity

To complete the derivative of the viscous terms for the mean flow equations, it was mentioned in Section 4.3 that the derivative of the eddy viscosity \( \mu_t \) is required. The derivative of \( \kappa_t \) is a consequence of \( \mu_t \) due to (2.14). Note that both the Spalart-Allmaras model and the \( k\omega \)-model do not depend on the eddy viscosity. Both models are formulated without dependency of this deduced functions. Hence, we only state the derivatives of these functions with respect to the mean flow variables.

Due to (3.66) we have

\[
\mu_{t,i,j} = \frac{1}{2} (\mu_{t,i} + \mu_{t,j}) = \frac{1}{2} \left\{ \mu_t \left((W_t)_i, W_i\right) + \mu_t \left((W_t)_j, W_j\right) \right\},
\]

and hence

\[
\frac{\partial \mu_{t,i,j}}{\partial W_m} = \frac{1}{2} \left\{ \frac{\partial \mu_t((W_t)_i, W_i)}{\partial W_m}, \quad m = i, \right. \\
\left. \frac{\partial \mu_t((W_t)_j, W_j)}{\partial W_m}, \quad m = j, \right. \\
\left. 0, \quad m \neq i, m \neq j. \right.
\]

Using (2.20) for the Spalart-Allmaras model we get

\[
\frac{\partial \mu_t ((W_t)_i, W_i)}{\partial W_i} = \begin{cases} \tilde{\nu}_i \left( f_{i1} \frac{\partial \rho_i}{\partial W_i} + \rho_i \frac{\partial f_{i1}}{\partial W_i} \right), & \tilde{\nu}_i \geq 0, \\
0, & \tilde{\nu}_i < 0. \end{cases}
\]

For the \( k\omega \)-model we get using (2.21)

\[
\frac{\partial \mu_t ((W_t)_j, W_j)}{\partial W_i} = \sqrt{\gamma M_{\infty}} L \frac{k_t}{Re} \rho \frac{\partial \rho_i}{\partial W_i}.
\]

Including these derivatives into the viscous part of the mean flow equations completes this contribution.

4.5 Derivative of boundary conditions

Since all boundary conditions are formulated as fluxes over the boundary edges \( e_{i,bdry} \), the derivatives can be computed in principle in the same way it is done for the inner fluxes. Only the extrapolation of the boundary values need to be incorporated into the formulation. Mathematically spoken, according to the considerations of Section 3.6 we assume that the boundary values are a function of the variables attached to the boundary element,

\[
W_{i,bdry} = \left( W_i, W_{j,j \in N(i)} \right), \quad \tilde{\nu}_{i,bdry} = \left( \tilde{\nu}_i, \tilde{\nu}_{j,j \in N(i)} \right), \\
\left( k_{i,bdry}, \omega_{i,bdry} \right) = \left( k_i, k_{j,j \in N(i)} \right), \quad \omega_{i,bdry} = \left( \omega_i, \omega_{j,j \in N(i)} \right).
\]
4.5. DERIVATIVE OF BOUNDARY CONDITIONS

Then, the derivative of the boundary flux is differentiated generally, using the derivatives for the inner flux functions, and an additional application of the chain rule,

\[
\frac{\partial H_{1, \text{Roe}}^{\text{1st}}}{\partial W_k} (W_i, W_{i, \text{bdry}}, n_i, n_{i, \text{bdry}}) = \left( \frac{\partial H_{1, \text{Roe}}^{\text{1st}}}{\partial (W_i, W_{i, \text{bdry}})} \right) \left( \frac{\partial W_i}{\partial W_k} \right).
\]

(4.42)

The first term \( \frac{\partial H_{1, \text{Roe}}^{\text{1st}}}{\partial (W_i, W_{i, \text{bdry}})} \) is already discussed in Section 4.2.1 and represents nothing else than the inner flux derivative. Hence, as mentioned above the inner flux derivative is therefore used to compute the derivative of the boundary flux. All, what is required for the boundary derivative, is the implementation of the matrix-matrix product, which can also be avoided due to

\[
\frac{\partial W_i}{\partial W_k} = \begin{cases} 1, & k = i, \\ 0, & k \neq i, \end{cases}
\]

and therefore

\[
\frac{\partial H_{1, \text{Roe}}^{\text{1st}}}{\partial W_k} (W_i, W_{i, \text{bdry}}, n_i, n_{i, \text{bdry}}) = \begin{cases} \frac{\partial H_{1, \text{Roe}}^{\text{1st}}}{\partial W_i} + \frac{\partial H_{1, \text{Roe}}^{\text{1st}}}{\partial W_{i, \text{bdry}}} \frac{\partial W_{i, \text{bdry}}}{\partial W_k}, & k = i, \\ \frac{\partial H_{1, \text{Roe}}^{\text{1st}}}{\partial W_i} \frac{\partial W_i}{\partial W_k}, & k \neq i. \end{cases}
\]

Naturally, the same consideration holds true for the viscous flux,

\[
\frac{\partial}{} (f_v (W_i, W_{i, \text{bdry}}, n_i, n_{i, \text{bdry}})) = \left( \frac{\partial}{} (f_v (W_i, W_{i, \text{bdry}}), n_i, n_{i, \text{bdry}}) \right) \left( \frac{\partial W_i}{\partial W_k} \right),
\]

and for the boundary conditions of the turbulence flow equations,

\[
\frac{\partial H_{\text{SA}}}{\partial \nu_m} = \frac{\partial H_{\text{SA}}}{\partial (\nu_i, \nu_{i, \text{bdry}})} \left( \frac{\partial \nu_i}{\partial \nu_m, \text{bdry}} \right) \left( \frac{\partial \nu_{i, \text{bdry}}}{\partial \nu_m} \right),
\]

\[
\frac{\partial H_{(k, \omega)}}{\partial (k_m, \omega_m)} = \frac{\partial H_{(k, \omega)}}{\partial ((k_i, \omega_i), (k_{i, \text{bdry}}, \omega_i, \text{bdry}))} \left( \frac{\partial (k_{i, \text{bdry}}, \omega_i, \text{bdry})}{\partial (k_m, \omega_m)} \right).
\]

and

\[
\frac{\partial}{} (f_v, \text{SA}, n_i, n_{i, \text{bdry}}) = \left( \frac{\partial}{} (f_v, \text{SA}, n_i, n_{i, \text{bdry}}) \right) \left( \frac{\partial \nu_i}{\partial \nu_m, \text{bdry}} \right),
\]

\[
\frac{\partial}{} (f_{v, (k, \omega)}, n_i, n_{i, \text{bdry}}) = \left( \frac{\partial}{} (f_{v, (k, \omega)}, n_i, n_{i, \text{bdry}}) \right) \left( \frac{\partial (k_{i, \text{bdry}}, \omega_i, \text{bdry})}{\partial (k_{i, \text{bdry}}, \omega_i, \text{bdry})} \right).
\]

**Farfield boundary condition.** To apply these formulae for certain boundary conditions, consider for example, flux of the farfield boundary condition. Here the
outer states $W_\infty, \tilde{\nu}_\infty$ and $(k_\infty, \omega_\infty)$ do not depend on inner states. Hence, we obtain for the derivative

$$\frac{\partial W_\infty}{\partial W_m} = 0, \quad \frac{\partial \tilde{\nu}_\infty}{\partial \tilde{\nu}_m} = 0, \quad \frac{\partial (k_\infty, \omega_\infty)}{\partial (k_m, \omega_m)} = 0, \quad m = 1, \ldots, N_{\text{elem}},$$

and therefore, for example,

$$\frac{\partial H^{1,\text{Roe}}}{\partial W_m} = \begin{cases} \frac{\partial H^{1,\text{Roe}}}{\partial W_i}, & m = i, \\ 0, & m \neq i. \end{cases}$$

The last conclusion can also be applied straightforward to the viscous flux as well as the fluxes for the turbulence flow equations.

**Slip wall boundary condition.** For the slip wall boundary condition we compute

$$\frac{\partial W_{i,\text{bdry}}}{\partial W_k} = \begin{cases} \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 - 2n_{1,\text{bdry}}^2 & 2n_{1,\text{bdry}2,\text{bdry}} & 2n_{1,\text{bdry}3,\text{bdry}} & 0 \\ 0 & 2n_{2,\text{bdry}1,\text{bdry}} & 1 - 2n_{2,\text{bdry}}^2 & 2n_{2,\text{bdry}3,\text{bdry}} & 0 \\ 0 & 2n_{3,\text{bdry}1,\text{bdry}} & 2n_{3,\text{bdry}2,\text{bdry}} & 1 - 2n_{3,\text{bdry}}^2 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}, & k = i, \\ 0, & k \neq i. \end{cases}$$

Since slip wall boundaries correspond in our context only to inviscid flows, we neglect turbulence here.

**No-slip wall boundary condition.** To compute the derivative for the no-slip wall boundary condition is more complicated. First of all note, that we suggested several variants to compute gradients for the viscous flux. Here we restrict ourselves to (3.84a)–(3.84c) in combination with (3.85a)–(3.85c). The principle to extend the derivative to other kind of gradients stays the same. To formulate the convective fluxes over the no-slip wall we used (3.82a)–(3.82c), and hence

$$\frac{\partial W_{i,\text{bdry}}}{\partial W_k} = \begin{cases} \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}, & k = i, \\ 0, & k \neq i. \end{cases}$$
In particular, an application of (4.8), (4.9) together with (4.42) yields

\[
2 \frac{\partial H_{1,\text{Roe}}}{\partial W_i} = \frac{\partial \langle f_c, n \rangle}{\partial W_i} + \frac{\partial \langle f_c, n \rangle}{\partial W_{i,\text{bdry}}} \frac{\partial W_{i,\text{bdry}}}{\partial W_i} + \frac{\partial |A_{i,\text{bdry}}|}{\partial W_i} (W_{i,\text{bdry}} - W_i) + \left\{ \frac{\partial |A_{i,\text{bdry}}|}{\partial W_i} \left( W_{i,\text{bdry}} - W_i \right) + \frac{\partial A_{i,\text{bdry}}}{\partial W_i} \right\} \frac{\partial W_{i,\text{bdry}}}{\partial W_i} \approx \frac{\partial \langle f_c, n \rangle}{\partial W_i} + \frac{\partial \langle f_c, n \rangle}{\partial W_{i,\text{bdry}}} \frac{\partial W_{i,\text{bdry}}}{\partial W_i} - \frac{\partial |A_{i,\text{bdry}}|}{\partial W_i} (W_{i,\text{bdry}} - W_i) - \frac{\partial |A_{i,\text{bdry}}|}{\partial W_i} (W_{i,\text{bdry}} - W_i) - \frac{\partial |A_{i,\text{bdry}}|}{\partial W_i} (W_{i,\text{bdry}} - W_i) \right\} \frac{\partial W_{i,\text{bdry}}}{\partial W_i}.
\]

To construct a suitable solution method, according to Section 4.2.2, we may neglect terms including \( \frac{\partial |A_{i,\text{bdry}}|}{\partial W_i} \). Then we obtain an approximate derivative by

\[
2 \frac{\partial H_{1,\text{Roe}}}{\partial W_i} \approx \frac{\partial \langle f_c, n \rangle}{\partial W_i} + \frac{\partial \langle f_c, n \rangle}{\partial W_{i,\text{bdry}}} \frac{\partial W_{i,\text{bdry}}}{\partial W_i} - \frac{\partial |A_{i,\text{bdry}}|}{\partial W_i} (W_{i,\text{bdry}} - W_i) - \frac{\partial |A_{i,\text{bdry}}|}{\partial W_i} (W_{i,\text{bdry}} - W_i) - \frac{\partial |A_{i,\text{bdry}}|}{\partial W_i} (W_{i,\text{bdry}} - W_i) \right\} \frac{\partial W_{i,\text{bdry}}}{\partial W_i}.
\]

For the derivative of the viscous flux we additionally need to incorporate (3.85a)–(3.85c) as well as (3.83). As a consequence, the viscous flux depends on \( W_i, W_{i,\text{bdry}} \) and \( W_{i,n} \), where we have used the notation of (3.84a). Hence, differentiating (3.85a)–(3.85c) the equations (4.19)–(4.22) are replaced by

\[
\frac{\partial \left( \frac{\partial u}{\partial x_k} \right)_{\text{TSL}, i,\text{bdry}}}{\partial W_m} = \begin{cases} \frac{-u_{i,n,1}}{||p_{i,\text{bdry}} - p_{i,n}||^2} & 1 \begin{pmatrix} -u_{i,n,1} & 0 & 0 & 0 \\ -u_{i,n,2} & 0 & 1 & 0 \\ -u_{i,n,3} & 0 & 0 & 1 \end{pmatrix}, \\
\end{cases} m = i_n
\]

\[
\frac{\partial \left( \frac{\partial T}{\partial x_k} \right)_{\text{TSL}, i,\text{bdry}}}{\partial W_m} = 0, \quad m = 1, \ldots, N_{\text{elem}}.
\]

Hence, following line by line the proof of Lemma 4.3.1 we get

\[
\frac{\partial \langle \mathbf{S} \rangle_{\text{TSL}, i,\text{bdry}}}{\partial W_m} = 0, \quad m \neq i_n
\]
and

\[
\frac{\partial \langle (S)^{\text{TSL}}_{e_i,bdry}, n_{i,bdry} \rangle}{\partial W_{i,n}} = \frac{-1}{2 \|p_{i,bdry} - p_{i,n}\|_2} \begin{pmatrix} -N_1 u_{i,n,1} - N_{12,13}^{(i,n)} & N_1 & \frac{1}{3} N_{12} & \frac{1}{3} N_{13} & 0 \\ -N_2 u_{i,n,2} - N_{12,23}^{(i,n)} & \frac{1}{3} N_{12} & N_2 & \frac{1}{3} N_{23} & 0 \\ -N_3 u_{i,n,3} - N_{13,23}^{(i,n)} & \frac{1}{3} N_{13} & \frac{1}{3} N_{23} & N_3 & 0 \end{pmatrix},
\]

where all terms need to be evaluated using the boundary normal \(n_{i,bdry}\). Due to the incorporation of the normal derivative of the temperature we obtain

\[
\frac{\partial \langle (q)^{\text{TSL}}_{e_i,bdry}, n_{e_i,bdry} \rangle}{\partial W_{m}} = 0, \quad m = 1, \ldots, N_{\text{elem}}.
\]

Using the notation of Corollary 4.3.3, note that due to the choice (3.82a) the terms \(E_1^{(i)}\) and \(E_1^{(i,bdry)}\) vanish. To complete the derivative for the no-slip wall all these terms need to be incorporated into the terms presented in Section 4.3.

**Symmetry boundary condition.** The derivative of the symmetry boundary condition follows the considerations of the slip wall boundary condition. Here, one has to differentiate the same projection operator, which additionally needs to be combined with pre-computed values such as gradients, which requires an additional application the chain rule.
Chapter 5
Solution algorithms

This chapter is devoted to the design of a robust and reliable algorithm to solve the resulting large scale nonlinear systems of equations (3.97) arising from the discretization of the boundary value problems formulated in Section 2.4. Considering the remarks already made in the Introduction of this thesis, the challenges to approximate solutions to boundary value problems, for which the existence of solutions is an open problem, are manifold.

In particular, it is not in the range of expectations to find or to design a solution method which always works. One needs to be humble and honest, we do not expect that such a method exists in general, neither for linear nor for nonlinear problems, and in particular not for algebraic systems of nonlinear equations arising from a discretization of the RANS equations. Therefore, to be as flexible as possible, within this section it is the goal to derive a general solution methodology for nonlinear equations. Then, in a next step, we will concretize the general method exploiting certain features which come into play when considering the RANS equations, such that at least some major difficulties, which are inherent to the given problems, may be tackled. Moreover, one major theoretical result of this section is, that within the general framework presented here, almost all solution methods suggested in computational fluid dynamics can be identified as specializations choosing certain simplifications and parameters. An overview for the design of a solution method is given in Figure 5.1. Maybe the most important ingredient for a solution method is the inclusion of multigrid components.

Unfortunately but to no surprise, it turns out that almost all of the different ingredients we consider, depend on the choice of several parameters as well as truncation criteria. And, to be honest, for almost none of these parameters and truncation criteria we have a mathematical analysis in hands to determine those in an automatic self-adapting fashion.

Hence, being aware of the possibility that there does not exist a fixed, suited algorithm for nonlinear problems and a known parameter choice together with suitable
truncation criteria, it is a major goal of this work that several features of the algorithms can be easily arranged with respect to great flexibility. This idea is realized based upon a private implementation of a linear algebra package comprising many well known algorithms from numerical linear algebra. This package represents the backbone of the software which has been developed and used to compute the examples considered in Section 6. The design of this package is such, that in a straightforward way using parameter choice strategies, algorithms between full implicit and explicit methods can be selected. Start up strategies to find a good initial guess as well as stabilization strategies are included. This modular software design puts the solution algorithms into a position such that they can be easily adapted and extended for different problems and examples.

5.1 Solution methods for nonlinear equations

To approximately solve the algebraic system of equations (3.97) we apply a nonlinear multigrid method [96] called the Full Approximation Scheme (FAS). The approach in this thesis to realize multigrid components is based on the aggregation of degrees of freedom. This procedure is realized by the agglomeration of control volumes. It is the advantage of such a procedure that the coarse grid problem can be constructed directly from the finest grid level data. To this end, in a first step, the construction of coarse grid levels needs to be defined. Second, the formulation of the nonlinear multigrid together with projection and interpolation operators to transfer the data from one grid level to the next are required. And, finally, an effective smoother needs to be derived. Note that a robust and efficient nonlinear multigrid algorithm can only be expected in case all these components are synchronized to each other. One cannot expect a robust and reliable algorithm if these components are developed independently of each other. A general graphical overview to construct a powerful algorithm to solve a nonlinear operator equation is given in Figure 5.1. It shows the connection of several required ingredients. We start with the construction of coarse grid levels which are required for multigrid components.

5.1.1 Determination of lines

The presence of a boundary layer in convection-diffusion problems requires meshes with high aspect ratio cells along the no-slip boundary. They are used for the economic resolution of steep gradients. On the other hand, these cells are a major factor contributing to the loss in effectiveness of solution methods. One of the possible reasons is that these high aspect ratio cells result in a stiffness of the discrete system of governing flow equations. For analysis of the effects of such stiffness see Pierce and Giles [73].
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Nonlinear multigrid: Solves $\mathbf{R}(\mathbf{W}) = 0$

Runge-Kutta smoother: Computes $\mathbf{W}^{(n+1)} = \mathbf{W}^{(n)} + P^{-1}\mathbf{R}(\mathbf{W}^{(n)})$

Krylov subspace method: Solves $\text{Prec}^{-1}\mathbf{P}\mathbf{h} = \text{Prec}^{-1}\mathbf{R}$

Linear Multigrid: Solves $\text{Prec} \mathbf{w} = \mathbf{P}\mathbf{v}$

**Smotherer:** Iterates $\mathbf{A}\mathbf{x} = \mathbf{b}$

Requires: (Iterative) linear solver, truncation criterion

Requires: Sequence of meshes, smoother

Requires: Efficient preconditioner

Requires: Derivative of $\mathbf{R}$, Linear solver

Requires: Sequence of meshes, Smoother, Interpolation and Projection operator

Figure 5.1: Algorithmical structure of nonlinear solution method

To deal with the severe anisotropies it is our goal to develop algorithmical techniques suited to identify sources of stiffness and to incorporate this knowledge appropriately into the solution algorithm. One key technology is the identification of elements in a given mesh representing an anisotropy. The aggregation of such elements and their corresponding degrees of freedom is what we call a line. An exact definition in our context is given below in Notation 5.1.2.

Grids given in an unstructured data format have no line information. This information must be generated. To this end we exploit, that in general meshes for high Reynolds number turbulent flows have a structured boundary layer with strong anisotropies. To detect these anisotropies, we formulate in this section a so-called line search algorithm. Similar line search algorithms have been suggested for example by Mavriplis [56] and Eliasson, Weinerfelt, and Nordström [16]. A line search algorithm based on the geometry of the boundary surface can be found in Nielsen et al. [66]. In the context of Discontinuous Galerkin methods, line search algorithms based on an advection-diffusion equation are established [19].

The line search algorithm presented here is based on a weighted graph method. To this end recall the definitions and notation of Section 3.1. To formulate the algorithm we introduce an edge weight based on the distance of the barycenters (3.1).
It is given by the inverse of the distance
\[ w(e_{ij}) := (\text{dist}(e_{ij}))^{-1}. \] (5.1)

The ratio of maximum to average weight is used as an indication of the local
anisotropy in the mesh at each vertex.

In the next step the vertices are sorted according to the ratio of the maximum to
the average weight. This is an important issue since it ensures that lines originate
in areas of maximum grid stretching and end in isotropic regions.

To construct the lines the first vertex in this ordered list is picked as the starting
point for a line. The line is built by adding to the original vertex the neighboring
vertex which is strongly connected to the current vertex, provided this vertex does
not already belong to a line, and provided the ratio of maximum to minimum edge
weights is greater than the threshold parameter \( \gamma_{\text{line}} \geq 1 \). The line terminates when
no additional vertex can be found.

\textbf{Algorithm 5.1.1} The line search algorithm can be summarized as follows:

1) For each vertex \( v_j \), construct a list of edges \( e_{ij} \), \( i \in \mathcal{N}(j) \) originating from the
vertex and determine the weight (5.1).

2) Compute the minimum weight, maximum weight, the average weight and the
ratio of both of them:
\[
\begin{align*}
\text{wmin}(v_j) & := \min_{i \in \mathcal{N}(j)} \{ w(e_{ij}) \}, \quad \text{wmax}(v_j) := \max_{i \in \mathcal{N}(j)} \{ w(e_{ij}) \} \\
\text{wavg}(v_j) & := \frac{1}{\#\mathcal{N}(j)} \sum_{i=1}^{\#\mathcal{N}(j)} w(e_{ij}), \quad \text{rat}(v_j) := \text{wmax}(v_j)/\text{wavg}(v_j).
\end{align*}
\]

3) Sort the vertices \( v_j \) with respect to \( \text{rat}(v_j) \).

4) Construct the lines:

a) Set searchOppositeDirection = false.

b) Pick the first vertex \( v_k \) out of the sorted list, delete it from the list and
add it to the line. Mark \( \tilde{v} := v_k \).

c) If the ratio \( \text{wmax}(v_k)/\text{wmin}(v_k) \geq \gamma_{\text{line}} \):
\[ * \text{ Find the neighbor vertex } v_{\text{neig}} \text{ corresponding to } \text{wmax}(v_k), \text{ delete it}
\text{ from the sorted list and add it to the line.}
\]
\[ * \text{ Define } v_k := v_{\text{neig}} \text{ and go back to c).}
\]

d) else if the ratio \( \text{wmax}(v_k)/\text{wmin}(v_k) < \gamma_{\text{line}} \) and searchOppositeDirection =
false:
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* searchOppositeDirection = true
* Go back to the first element \( \tilde{v} \) in the line (e.g. when a line starts in a wake region, one has to search in both directions from the original element). Set \( v_k := \tilde{v} \).
* Go to c).

e) else
* Go to a).

Notation 5.1.2 Let \( M \) be a triangulation of \( D \). We assume that \( n \) sets \( L_1, \ldots, L_n \) of indices, \( L_i = \{ \ell_1^i, \ldots, \ell_{r_i}^i \} \), satisfying

\[
L_i \subset \Pi^M_G(M), \quad L_j \cap L_i = \emptyset, \quad i \neq j, \quad \bigcup_{j=1}^n L_j = \Pi^M_G(M), \quad r_i := \#(L_i),
\]

are given. If \( r_i > 1 \), and the sequence of indices is a path in the graph \((\Pi^M_G(M), \partial \Pi^M_G(E(M)))\), that is

\[
(\ell_1^i, \ell_1^i), \ldots, (\ell_{r_i-1}^i, \ell_{r_i}^i), \quad (\ell_{j-1}^i, \ell_j^i) \in \partial \Pi^M_G(E(M)), \quad j = 2, \ldots, r_i
\]

such that the indices \( \ell_1^i, \ldots, \ell_{r_i}^i \) are pairwise distinct, we call the set \( L_i \) a line. Otherwise we say \( L_i \) is a point.

Algorithm 5.1.1 determines \( n \) sets of points satisfying the postulated properties used in Notation 5.1.2.

Note that Algorithm 5.1.1 is only one possibility to construct sets of indices satisfying the properties postulated in Notation 5.1.2. For example, in case the original grid is structured and the indices of the no-slip boundary are explicitly known, then one can directly identify lines which originate on the no-slip boundary and propagate as a ray into the farfield. The actual implementation of the finding of the sets of points representing strong anisotropies is not that important. It is important to identify sets of points representing directions of strong coupling and to include this information into the solution algorithm. We will exploit these directions of strongest coupling twice. On the one hand, our agglomeration technique and the construction of coarse multigrid levels is based on it. This is topic of the next Section 5.1.2. And second, we will incorporate the information into the smoother used in the nonlinear multigrid, described in Section 5.2.3.

5.1.2 Agglomeration techniques

The formulation of multigrid algorithms requires the formulation of coarse grid and fine grid equations. Therefore, we give the following definition.
Definition 5.1.3 Assume that

\[ M = \{ D_i : i = 1, \ldots, N_{\text{elem}} \} \quad \text{and} \quad M' = \{ D'_i : i = 1, \ldots, N'_{\text{elem}} \} \]

are triangulations of the bounded domain \( D \subset \mathbb{R}^m \). \( M' \) is called refinement of \( M \) if for all \( D_i \in M, \ i = 1, \ldots, N_{\text{elem}} \) there exists a set of indices

\[ C(i) := \{ i_1, \ldots, i_N \} \]

such that

\[ J_i = \{ D'_{i_1}, \ldots, D'_{i_N} \} \]

is a triangulation of \( D_i \). We then write \( M \subset M' \). An element \( k \in C(i) \) is called a child of \( D_i \). Synonymously, we also denote the corresponding domain \( D'_k, \ k \in C(i) \), as child of \( D_i \).

An graphical example for such a refinement is given in Figure 5.2. Here we have

\[ C(i) = \{ i_1, i_2, i_3, i_4 \} \]

and the children of \( D_i \) are given by \( D'_{i_1}, j = 1, \ldots, 4 \).

To formulate a multigrid algorithm we need to construct a sequence of triangulations

\[ M_n \subset \ldots \subset M_1. \]

To do so we apply agglomeration techniques based on weighted graph algorithms implemented in the library MGridGen [64]. To make this method applicable for large scale applications with meshes with extensive anisotropic cells it was extended.
by a directional agglomeration strategy [55, 56, 49]. Regions of high grid stretching are identified using Algorithm 5.1.1.

Along a line, a predetermined number of points is fused to one coarse cell. To reduce significantly the mesh induced stiffness on the agglomerated meshes, two points are usually fused. This procedure results in a sequence of coarse grid levels for which the complexity between successive levels decreases by a factor of 2. In regions of the mesh where no line information is available – usually the isotropic part of the mesh – MGridGen is applied yielding approximately a 4 : 1 in 2D and 8 : 1 in 3D fusing of the cells.

Algorithm 5.1.4 The coarsening algorithm may be written in pseudo code as follows:

- Search and construct lines on finest grid level using Algorithm 5.1.1
- Construct a new pseudo mesh in which a line is represented by a point
- Construct required data of pseudo mesh for MGridGen
- Agglomerate pseudo mesh using MGridGen
- Unpack the lines and agglomerate by the relation 2 : 1

Remark 5.1.5 Since the coarsening algorithm fuses fine grid cells of $M'$ to a coarse grid cell of $M$, it is trivial that $M \subset M'$ is satisfied.

Note that we combine two kinds of coarsening strategies. On the one hand there is a isotropic far field within the mesh, and on the other hand we have an anisotropic part near the no-slip wall. So, for coarsening the far field region we use the graph coarsening algorithm MGridGen. But this tool is not allowed to touch the anisotropic part. Hence, in a first step a pseudo mesh needs to be constructed which is given to MGridGen. To this end the predetermined lines are in the pseudo mesh represented as a point. Then this mesh is coarsened by MGridGen. Then the points representing a line are unpacked in the coarse mesh. These are not yet coarsened. However, along a line one can simply fuse two neighboring cells. So, the coarsening ratio along the lines is 2:1, in the rest of the field it is given by the coarsening ratio of the graph coarsening tool.

It should be noted that for agglomerating the isotropic part of the mesh any other method than MGridGen may be used, such as an advancing front algorithm. The important part is a special treatment of the anisotropic part of the mesh.

Figures 5.3 and 5.4 present four coarse grid levels in the boundary layer of an airfoil. The red lines represent the original fine mesh. The thick blue lines form the agglomerated meshes. It can be seen that the methodology explained previously yields exactly a directional 2 : 1 coarsening in the anisotropic part of the mesh. Coarsening examples for the isotropic part of the mesh are given in Figures 5.5 – 5.8.
Figure 5.3: Directional coarsening strategy in anisotropic section of the mesh, left: 1st agglomerated mesh, right: 2nd agglomerated mesh

Figure 5.4: Directional coarsening strategy in anisotropic section of the mesh, left: 3rd agglomerated mesh, right: 4th agglomerated mesh

Figure 5.5: Standard coarsening strategy in the isotropic section of the mesh in the farfield, left: 1st agglomerated mesh, right: 2nd agglomerated mesh

5.1.3 Nonlinear multigrid

For a detailed description of multigrid methods we refer to the textbook of Trottenberg et al. [96]. The nonlinear multigrid method considered in this thesis is based on the aggregation of degrees of freedom. This procedure is realized by the agglomeration of control volumes. The formulation of the nonlinear multigrid together requires projection and interpolation operators to transfer the data from one grid level to the next. And, finally, an effective smoother needs to be derived.

The fundamental idea of nonlinear multigrid is to smooth the errors such that these can be represented on coarser grids. Then, the errors on the corresponding coarse grid equation are smoothed and the coarse grid corrections are interpolated back to
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Figure 5.6: Standard coarsening strategy in the isotropic section of the mesh in the farfield, left: 3rd agglomerated mesh, right: 4th agglomerated mesh

![Diagram](image2)

Figure 5.7: Standard coarsening strategy in the isotropic section of the mesh near the airfoil, left: 1st agglomerated mesh, right: 2nd agglomerated mesh

![Diagram](image3)

Figure 5.8: Standard coarsening strategy in the isotropic section of the mesh near the airfoil, left: 3rd agglomerated mesh, right: 4th agglomerated mesh

The fine grid. To formulate the nonlinear Full Approximation Scheme we consider the nonlinear equation

\[ \mathbf{R}_{M_1} : \mathbb{R}^{\#M_1} \to \mathbb{R}^{\#M_1}, \quad \mathbf{R}_{M_1}(\mathbf{W}_{M_1}) = \mathbf{f}_{M_1}, \quad (5.2) \]

and define for \( 2 \leq k \leq n \) a projection from a fine to the next coarser mesh and an interpolation from a coarse to the next finer mesh:

\[ P_{M_k}^{M_{k-1}} : \mathbb{R}^{\#M_{k-1}} \to \mathbb{R}^{\#M_k}, \]

\[ I_{M_k}^{M_{k-1}} : \mathbb{R}^{\#M_k} \to \mathbb{R}^{\#M_{k-1}}. \]

The operator \( \mathbf{R}_{M_1} \) represents for example the discretization of partial differential equation or of an integral equation on a given mesh. In case of the integral
equation (2.1a) or (2.45) resp. \( R_{M_1} \) represents furthermore a system of equations with \( d > 1 \) degrees of freedom (see (3.10)) per control volume. Then the operator equation (5.2) is replaced by

\[
R_{M_1} : \mathbb{R}^{d\#M_1} \to \mathbb{R}^{d\#M_1}, \quad R_{M_1} (W_{M_1}) = f_{M_1}.
\] (5.3)

Assume that the solution \( W_{M_1}^* \) of (5.2) in the step \( \ell \) of the iteration can be represented by the correction \( V^{(\ell)}_{M_1} \) and a given approximate solution \( U^{(\ell)}_{M_1} \),

\[
W_{M_1}^* = U^{(\ell)}_{M_1} + V^{(\ell)}_{M_1}.
\]

Then we obtain the defect equation on the grid \( M_1 \) given by

\[
R_{M_1} \left( U^{(\ell)}_{M_1} + V^{(\ell)}_{M_1} \right) - R_{M_1} \left( U^{(\ell)}_{M_1} \right) = d^{(\ell)}_{M_1},
\] (5.4)

which needs to be solved for \( U^{(\ell)}_{M_1} \). Note that if \( U^{(\ell)}_{M_1} = W_{M_1}^* \) is the solution of (5.3) we conclude that the correction and the defect satisfy \( V^{(\ell)}_{M_1} = 0 \) and \( d^{(\ell)}_{M_1} = 0 \).

An approximation of this equation on the next coarse grid \( M_2 \) is

\[
R_{M_2} \left( U^{(\ell)}_{M_2} + V^{(\ell)}_{M_2} \right) - R_{M_2} \left( U^{(\ell)}_{M_2} \right) = d^{(\ell)}_{M_2},
\] (5.5)

where \( R_{M_2} \) represents an approximation to the nonlinear operator \( R_{M_1} \) and the other missing terms are given by an application of the projection operator,

\[
U^{(\ell)}_{M_2} := P_{M_2}^{M_1} U^{(\ell)}_{M_1},
\]

\[
V^{(\ell)}_{M_2} := P_{M_2}^{M_1} V^{(\ell)}_{M_1},
\]

\[
d^{(\ell)}_{M_2} := P_{M_2}^{M_1} d^{(\ell)}_{M_1}.
\]

Now, the equation (5.5) can be solved for \( V^{(\ell)}_{M_2} \) such that

\[
R_{M_2} \left( U^{(\ell)}_{M_2} + V^{(\ell),*}_{M_2} \right) = d^{(\ell)}_{M_2} + R_{M_2} \left( U^{(\ell)}_{M_2} \right),
\] (5.6)

to obtain for the defect equation (5.4) the correction

\[
U^{(\ell+1)}_{M_1} := U^{(\ell)}_{M_1} + I_{M_2}^{M_1} V^{(\ell),*}_{M_2}.
\] (5.7)

In general the coarse grid defect equation (5.5) is not solved exactly but only approximately. The nonlinear multigrid scheme is summarized in the following algorithm.

**Algorithm 5.1.6** Assume that for a sequence of meshes \( M_n \subset \ldots \subset M_1 \) the operator equations

\[
R_{M_k} \left( U^{(\ell)}_{M_k} \right) = f_{M_k}, \quad k = 1, \ldots, n,
\]
and an approximate solution $\mathbf{U}_{M_k}^{(\ell)}$ together with a smoother $\mathbf{S} = \mathbf{S} \left( \mathbf{U}_{M_k}^{(\ell)}, \mathbf{R}_{M_k}, \mathbf{f}_{M_k} \right)$ are given. Here $\mathbf{S}$ denotes a method which determines from the approximate solution $\mathbf{U}_{M_k}^{(\ell)}$ an update

$$\overline{\mathbf{U}}_{M_k}^{(\ell)} := \mathbf{S} \left( \mathbf{U}_{M_k}^{(\ell)}, \mathbf{R}_{M_k}, \mathbf{f}_{M_k} \right).$$

Let us denote by

- $\omega_{M_k,\text{pre}} \in \mathbb{N}_0$ the number of presmoothing steps
- $\omega_{M_{k+1}} \in \mathbb{N}_0$ the number of coarse grid smoothing steps
- $\omega_{M_k,\text{post}} \in \mathbb{N}_0$ the number of postsmoothing steps

Then we define a $2V = 2V \left( k; \omega_{M_k,\text{pre}}, \omega_{M_{k+1}}, \omega_{M_k,\text{post}} \right)$ multigrid cycle by

1. Apply $\omega_{M_k,\text{pre}}$ smoothing steps, that is compute
   $$\overline{\mathbf{U}}_{M_k}^{(\ell)} = \mathbf{S} \circ \cdots \circ \mathbf{S} \left( \mathbf{U}_{M_k}^{(\ell)}, \mathbf{R}_{M_k}, \mathbf{f}_{M_k} \right) = \mathbf{S}^{\omega_{M_k,\text{pre}}} \left( \mathbf{U}_{M_k}^{(\ell)}, \mathbf{R}_{M_k}, \mathbf{f}_{M_k} \right).$$

2. Compute the right hand side of the coarse grid equation
   $$\mathbf{f}_{M_{k+1}} = P_{M_{k+1}}^{M_k} \left( \mathbf{f}_{M_k} - \mathbf{R}_{M_k} \left( \overline{\mathbf{U}}_{M_k}^{(\ell)} \right) \right) + \mathbf{R}_{M_{k+1}} \left( P_{M_{k+1}}^{M_k} \overline{\mathbf{U}}_{M_k}^{(\ell)} \right).$$

3. Apply $\omega_{M_{k+1}}$ coarse grid smoothing steps, that is compute
   $$\overline{\mathbf{U}}_{M_{k+1}}^{(\ell)} = \mathbf{S}^{\omega_{M_{k+1}}} \left( P_{M_{k+1}}^{M_k} \overline{\mathbf{U}}_{M_k}^{(\ell)}, \mathbf{R}_{M_{k+1}}, \mathbf{f}_{M_{k+1}} \right).$$

4. Compute an update of the approximate solution
   $$\mathbf{U}_{M_k}^{(\ell+1)} := \mathbf{U}_{M_k}^{(\ell)} + I_{M_{k+1}}^{M_k} \left( \overline{\mathbf{U}}_{M_{k+1}}^{(\ell)} - P_{M_{k+1}}^{M_k} \overline{\mathbf{U}}_{M_k}^{(\ell)} \right).$$

5. Apply $\omega_{M_k,\text{post}}$ smoothing steps, that is compute
   $$\mathbf{U}_{M_k}^{(\ell+1)} = \mathbf{S}^{\omega_{M_k,\text{post}}} \left( \mathbf{U}_{M_k}^{(\ell+1)}, \mathbf{R}_{M_k}, \mathbf{f}_{M_k} \right).$$

The $2V$ multigrid cycle formulated in Algorithm 5.1.6 may be viewed as a prototype to formulate multigrid cycles in general. Famous cycling strategies are so called $V$-cycles, $W$-cycles and $F$-cycles. These kind of cycles can either be defined explicitly or recursively.

The nonlinear multigrid described by Algorithm 5.1.6 requires several components. First of all, it needs a sequence of meshes $M_0 \subset \ldots \subset M_1$. The generation of such a sequence was described in Section 5.1.2. Second, the definition of suited restriction and interpolation operators are required, which is topic of Section 5.1.4. And finally, a problem appropriate smoother needs to be constructed. This is topic of Section 5.1.6.
5.1.4 Construction of transfer operators

To derive projection $P_{M_{k+1}}^{M_k}$ and interpolation $I_{M_{k+1}}^{M_k}$ operators we need the definition of the ansatz space (3.4), together with the $L^2$ scalar product for the domain $D$,

$$(f,g)_{L^2(D)} = \int_D f(x)g(x)dx.$$ 

Exploiting a triangulation $M$ of $D$, we obtain for two functions $f, g \in S_{p_0}(M)$ the representation

$$(f,g)_{L^2(D)} = (f,g)_{L^2(M)} = \sum_{j=1}^{N_{\text{elem}}} \int_{D_j} f_j \mathbb{1}_{D_j}(x)g_j \mathbb{1}_{D_j}(x)dx = \sum_{j=1}^{N_{\text{elem}}} \text{vol}(D_j) f_j g_j.$$ 

Since an orthonormal basis of $S_{p_0}(M)$ is given by

$$\left\{ \frac{1}{\sqrt{\text{vol}(D_1)}} \mathbb{1}_{D_1}, \ldots, \frac{1}{\sqrt{\text{vol}(D_{N_{\text{elem}}})}} \mathbb{1}_{D_{N_{\text{elem}}}} \right\},$$

and assuming that $M'$ is a refinement of $M$, we define a projection

$$P : S_{p_0}(M') \to S_{p_0}(M),$$

$$P f := \sum_{i=1}^{N_{\text{elem}}} \left( f, \frac{1}{\sqrt{\text{vol}(D_i)}} \mathbb{1}_{D_i} \right)_{L^2(M)} \frac{1}{\sqrt{\text{vol}(D_i)}} \mathbb{1}_{D_i}, \quad \quad (5.8a)$$

Hence, corresponding to the ansatz function (3.9) representing $f \in S_{p_0}(M')$ by

$$f = \sum_{j=1}^{N_{\text{elem}}'} f_j \mathbb{1}_{D_i'},$$

the projection is computed explicitly by

$$P f = \sum_{i=1}^{N_{\text{elem}}} \left( \sum_{j=1}^{N_{\text{elem}}'} f_j \mathbb{1}_{D_i'}, \frac{1}{\sqrt{\text{vol}(D_i)}} \mathbb{1}_{D_i} \right)_{L^2(M)} \frac{1}{\sqrt{\text{vol}(D_i)}} \mathbb{1}_{D_i},$$

$$= \sum_{i=1}^{N_{\text{elem}}} \frac{1}{\text{vol}(D_i)} \left( \sum_{j=1}^{N_{\text{elem}}'} f_j \mathbb{1}_{D_i'} \mathbb{1}_{D_i} \right)_{L^2(M)} \mathbb{1}_{D_i},$$

$$= \sum_{i=1}^{N_{\text{elem}}} \frac{1}{\text{vol}(D_i)} \left( \sum_{j \in C(i)} \text{vol}(D_j) f_j \right) \mathbb{1}_{D_i}, \quad \quad (5.9)$$
This consideration suggests to define the projection operator for Algorithm 5.1.6 by the linear mapping

\[ P_{M_k}^{M_{k-1}} := \left( \frac{1}{\text{vol} (D_i)} (\text{vol} (D_{i_1}'), \ldots, \text{vol} (D_{i_N}')) \right)_{i=1,\ldots,N_{\text{elem}}}. \]  

(5.10)

Corresponding to the projection (5.8) we define the interpolation

\[ I : \mathcal{S}p_0(M) \rightarrow \mathcal{S}p_0(M'), \]

\[ Ig := \sum_{i=1}^{N'_{\text{elem}}} \left( g, \frac{1}{\sqrt{\text{vol} (D_i')}} \right)_{L^2(M')} \frac{1}{\sqrt{\text{vol} (D_i')}}. \]  

(5.11a)

Then, for a function \( g \in \mathcal{S}p_0(M) \) represented by \( g = \sum_{j=1}^{N_{\text{elem}}} g_j \mathbb{1}_{D_j} \), we compute

\[ Ig = \sum_{i=1}^{N'_{\text{elem}}} \frac{1}{\text{vol} (D_i')} \left( \sum_{j=1}^{N_{\text{elem}}} g_j \mathbb{1}_{D_j} \mathbb{1}_{D_i'} \right) \mathbb{1}_{D_i'}. \]

\[ = \sum_{i=1}^{N_{\text{elem}}} g_j \left( \sum_{i=1}^{N'_{\text{elem}}} \frac{1}{\text{vol} (D_i')} \int_{D_j \cap D_i'} \mathbb{1}_{D_j'}(x) \mathbb{1}_{D_i'}(x) dx \right) \mathbb{1}_{D_i'}. \]

\[ = \sum_{i=1}^{N_{\text{elem}}} g_j \mathbb{1}_{C(i)} \mathbb{1}_{D_i'}. \]

This consideration suggests to define the interpolation operator for Algorithm 5.1.6 by the linear mapping

\[ I_{M_k+1}^{M_k} := (1, \ldots, 1)_{i=1,\ldots,N_{\text{elem}}}^T. \]  

(5.12)

By a direct computation it follows that the projection \( P \) and the interpolation \( I \) are adjoint,

\[ (Pf,g)_{L^2(M)} = \sum_{j=1}^{N_{\text{elem}}} \text{vol} (D_j) (Pf)_j g_j \]

\[ = \sum_{j=1}^{N_{\text{elem}}} \text{vol} (D_j) \left( \frac{1}{\text{vol} (D_j)} \sum_{i \in C(j)} \text{vol} (D_i') f_i \right) g_j \]

\[ = \sum_{i=1}^{N'_{\text{elem}}} \text{vol} (D_i') f_i g_{C(i)} = (f, Ig)_{L^2(M')}. \]
It is important to notice that this understanding of projection and interpolation allows to generalize these operators directly for the general ansatz space $Sp_k$ defined in (3.4), a requirement to formulate multigrid for discontinuous Galerkin methods. Naturally, then for all ansatz functions the integrals over the subdomains need to be integrated which means a significant increase in complexity. Nevertheless, this can be done in a preprocessing step.

**Remark 5.1.7** In a discrete setting both the projection operator (5.10) and the interpolation operator (5.12) can be represented using sparse matrices.

For the formulation of Algorithm 5.1.6 we have not distinguished between the interpolation and projection operators in the image and pre-image space. To formulate item b), we still need a projection in the image space. Therefore, we use the representation

$$R(W) = \sum_{i=1}^{N_{\text{elem}}} \frac{1}{\text{vol}(D'_i)} (R)_i \mathbb{1}_{D'_i}.$$  

Then we compute similar to (5.9)

$$PR(W) = \sum_{i=1}^{N_{\text{elem}}} \frac{1}{\text{vol}(D_i)} \left( \sum_{j \in C(i)} R_j \right) \mathbb{1}_{D_i}. \quad (5.13)$$

Hence, (5.10) can be used to project the residual $R$. In the case of general ansatz spaces $Sp_k$ the inverse of the volumes need to be replaced by the inverse of the mass matrix.

### 5.1.5 Coarse grid equations

Coarse grid equations are assembled using an aggregation method. We explain our procedure by considering Figure 5.2, representing an example of a typical 2D dual grid cell arising from a triangular mesh and its agglomerated coarse grid cell. We use the notation of Definition 5.1.3. Assume that $D_i^{(k)}$ is the $i$th coarse grid cell on grid level $k$, which was created by fusing $D_i^{(k-1)}$, ..., $D_i^{(k)}$, that is

$$D_i^{(k-1)} \subset D_i^{(k)}, \quad \bigcup_{j \in C^{(k-1)}(i)} \overline{D_j^{(k-1)}} = D_i^{(k)}.$$  

To keep up with the idea of aggregation of degrees of freedom in correspondence with the ansatz space $Sp_0(M)$ defined in (3.4), we need to translate this to coarse grids. This is required to compute the residual on the $k$th agglomerated mesh.

Using the interpolation operator (5.12), in a first step the coarse grid flow variables $W_i^{(k)}$ corresponding to grid level $k$ and cell $i$ are prolongated to the finest grid level,

$$W_j^{(1)} := W_i^{(k)}, \quad j \in C^{(1)}(i). \quad (5.14)$$
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The interpolation operator required for (5.14) can either be implemented directly using (5.12). This is possible because of constructing coarse grid levels by agglomeration. Otherwise, the operation required for (5.14) can be implemented recursively, \( W^{(\ell-1)}_j := W^{(\ell)}_i, \quad j \in C^{(k-1)}(i), \quad \ell = k, \ldots, 2. \)

These operations can either be implemented directly, or, as mentioned in Section 5.1.4, using for example sparse matrices given by (5.12),

\[
W^{(1)} = I_{M_2} \circ \ldots \circ I_{M_k} W^{(k)}.
\]

Considering generalizations to function spaces \( S p_k(M) \) usage of sparse matrices might be preferred.

Then the fluxes for all edges \( E(M_1) \) and \( E_{\text{bdry}}(M_1) \) for the interpolated variables \( W^{(1)} \) to the finest grid level \( M_1 \) are computed. The coarse grid residual corresponding to control volume \( D_i^{(k)} \) on grid level \( k \) is evaluated by summing up all the fluxes on the edges corresponding to the fine grid cells representing the coarse grid cell,

\[
R_i^{(k)}(W^{(k)}) = \sum_{j \in C^{(1)}(i)} \sum_{e \in E(D_i^{(1)})} (f_e \cdot n_e),
\]

where \( f_e \) denotes the flux and \( n_e \) the normalized normal vector for edge \( e \). Since all flux terms corresponding to inner edges for cell \( D_i^{(k)} \) cancel out, this construction yields,

\[
R_i^{(k)}(W^{(k)}) = \sum_{e \in E(D_i^{(k)})} (f_e \cdot n_e). \quad (5.15)
\]

Therefore, formally only the outer fluxes on the coarse grid cells need to be evaluated and summed up. Such an assembling strategy of coarse grid equations is advantageous when compared to a discretization strategy (see e.g. [20]). In particular, no problems with fusing boundary conditions and introducing a geometry on the agglomerates are encountered. Moreover, the geometry of the finest grid level \( M_1 \) is simply reused as well as the evaluations of the fluxes.

The coarse grid equation (5.15) comprises all terms, which includes convective, viscous and for the turbulent flow equation also source terms. The convective terms on coarse grids are evaluated using the flux given in Definition 3.2.4. Gradients (3.58) required for the viscous and source terms are computed following the same aggregation idea. Being aware of the fact that this procedure may lead to an inconsistency with respect to viscous terms (see [54, 67, 95]) the viscous terms are weighted with a factor of \((1/2)^{k-1}\). This factor is then also consequently used in the construction of the derivative terms used in the coarse grid preconditioner and the coarse grid \( \Delta T \).

Finally, the projection operator (5.10) can be implemented either directly

\[
W_i^{(k)} = \frac{1}{\text{vol}(D_i^{(k)})} \sum_{j \in C^{(k)}(i)} \text{vol}(D_i^{(1)}) W_j^{(1)},
\]
or recursively,

\[ W_i^{(\ell)} = \frac{1}{\text{vol}(D_i^{(\ell)})} \sum_{j \in C^{(\ell)}(i)} \text{vol}(D_{i_j}^{(\ell-1)}) W_j^{(\ell-1)}, \quad \ell = 2, \ldots, k. \]

Again, this can be globally expressed using (5.10),

\[ W^{(k)} = P_{M^{-1}}^{M_k - 1} \circ \ldots \circ P_{M^{-1}}^{M_1} W^{(1)}. \]

For the implementation of the projection operator (5.13) note that within our implementation we have not included \( M^{-1} \) in the definition of the residual \( R \). Hence, it is implemented

\[ R_i^{(k)} = \sum_{j \in C^{(k)}(i)} R_j^{(1)}. \quad (5.16) \]

Comparing (5.13) and (5.16) we note that multiplication with \( M^{-1} \) is therefore missing for all grid levels. This missing operation is corrected by considering in the next Section 5.1.6 by explicitly including \( M^{-1} \). Note that this is not necessary in case one defines the residual \( R \) by including \( M^{-1} \) into the definition.

To compute the time step size matrix \( \Delta T \) and the preconditioner \( P_j \) in Algorithm (5.20) on a coarse grid level, exactly the same procedure as in (5.15) is applied. Since the convective terms of (2.1a) on coarse grid levels are only approximated by a first order Roe scheme (3.18), we have agreement with respect to the order of approximation in the residual function and the preconditioner. In deviations for the preconditioner, the Roe matrix and both the laminar and eddy viscosities are assumed to be constant [42, 47].

Using this multigrid approach, in particular, boundary conditions on the coarse grid levels can be implemented in a straightforward manner. They simply arise from the boundary conditions given on the finest mesh. Therefore, the particular problems of fusing boundary cells and different boundary conditions is completely avoided. The multigrid operators described above are then included into a FAS scheme. The construction of a smoother is topic of Section 5.1.6.

In all the numerical examples considered in Chapter 6 we apply standard cycling strategies 2v, 3v, and 4w as described in [96]. Dealing with nonlinear problems we do not solve on the coarsest grid level, but we only perform a smoothing step.

### 5.1.6 Construction of a multigrid smoother

To derive a suitable smoother for Algorithm 5.1.6 to solve the discretized flow equations (3.97a) and (3.97b), we consider the time dependent equations (3.96a) and (3.96b). As already mentioned in the introduction, to overcome the stiffness of the problems considered in this thesis a powerful method having the capability to smooth a variety of error components is required. Hence, we do not follow the idea to
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combine multigrid with a smoother of low operational cost. Instead, contradicting the idea of multigrid, we derive a smoother based on multi stage implicit Runge-Kutta methods. Therefore, consider an s-stage diagonally implicit Runge-Kutta method given by the Butcher scheme

$$
\begin{pmatrix}
\alpha_{11} & 0 & \cdots & 0 \\
\alpha_{21} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & \alpha_{s,s-1} & \alpha_{ss}
\end{pmatrix}
\begin{pmatrix}
I \\
\vdots \\
0
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
\vdots \\
0
\end{pmatrix}
= 
\begin{pmatrix}
0
\end{pmatrix}.
$$

Table 5.1: Butcher scheme

where

$$
A := 
\begin{pmatrix}
\alpha_{11} & 0 & \cdots & 0 \\
\alpha_{21} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & \alpha_{s,s-1} & \alpha_{ss}
\end{pmatrix}, 
\begin{pmatrix}
0 \\
\vdots \\
0
\end{pmatrix}
= 
\begin{pmatrix}
0
\end{pmatrix}.
$$

In the following we skip the sub-indices "mean" and "turb" since we use the same method for solving (3.96a) and (3.96b). Then, denoting the discrete evolution at $T_n$ by $W^{T_n}$, an application of this Butcher scheme to (3.96a) and (3.96b) gives the stages and next discrete evolution

$$
k_1 = -M^{-1}R \left( W^{T_n} + \alpha_{11} \Delta t k_1 \right) \\
k_2 = -M^{-1}R \left( W^{T_n} + \alpha_{21} \Delta t k_1 + \alpha_{22} \Delta t k_2 \right) \\
\vdots \\
k_s = -M^{-1}R \left( W^{T_n} + \alpha_{s,s-1} \Delta t k_{s-1} + \alpha_{ss} \Delta t k_s \right) \\
W^{T_{n+1}} = W^{T_n} + \alpha_{s+1,s} \Delta t k_s.
$$

To approximate a solution of the nonlinear systems $k_1, \ldots, k_s$, we use Newton’s method truncated after only one iteration to approximate the root of the function

$$
g_j(k) := k + M^{-1}R \left( W^{T_n} + \alpha_{j,j-1} \Delta t k_{j-1} + \alpha_{jj} \Delta t k \right)
$$

Its derivative is given by

$$
\frac{dg_j(k)}{dk} = I + \alpha_{jj} \Delta t M^{-1} \frac{dR}{dW} (W^{T_n} + \alpha_{j,j-1} \Delta t k_{j-1} + \alpha_{jj} \Delta t k),
$$

and the initial guess is assumed to be $k^{(0)} = 0$. Then an approximate root for stages $j = 1, \ldots, s$ is given by

$$
k_j = - \left[ \frac{dg_j(k^{(0)})}{dk} \right]^{-1} (g_j(k^{(0)})).
$$

(5.19)
Using the approximate root (5.19), the implicit Runge-Kutta method (5.18), is represented by the algorithm

\[
k_1 = -\left[\frac{dg_1(k(0))}{dk}\right]^{-1} M^{-1} R(W^n)
\]

\[
k_2 = -\left[\frac{dg_2(k(0))}{dk}\right]^{-1} M^{-1} R(W^n + \alpha_{21} \Delta tk_1)
\]

\[\vdots\]

\[
k_s = -\left[\frac{dg_s(k(0))}{dk}\right]^{-1} M^{-1} R(W^n + \alpha_{s,s-1} \Delta tk_{s-1})
\]

\[
W^{T_{n+1}} = W^n + \alpha_{s+1,s} \Delta tk_s.
\]

Defining the updates \(W^{(0)} := W^n\) and

\[
W^{(j)} := W^n - \alpha_{j+1,j} \Delta t \left[\frac{dg_j(k(0))}{dk}\right]^{-1} M^{-1} R(W^{(j-1)})
\]

it can be shown by induction that the Runge-Kutta scheme given above can be reformulated equivalently by

\[
W^{(0)} := W^n
\]

\[
W^{(1)} = W^{(0)} - \alpha_{21} \Delta t \left[\frac{dg_1(k(0))}{dk}\right]^{-1} M^{-1} R(W^{(0)})
\]

\[\vdots\]

\[
W^{(s)} = W^{(0)} - \alpha_{s+1,s} \Delta t \left[\frac{dg_s(k(0))}{dk}\right]^{-1} M^{-1} R(W^{(s-1)})
\]

\[
W^{T_{n+1}} = W^{(s)}.
\]

Algorithm (5.20) indicates that for each stage the linear equation

\[
\frac{dg_j(k(0))}{dk} h_j = \alpha_{j+1,j} \Delta t M^{-1} R(W^{(j-1)})
\]

needs to be solved. This can be equivalently formulated by

\[
\left((\Delta t)^{-1} M + \alpha_{jj} \frac{dR}{dW} (W^{(j-1)})\right) h_j = \alpha_{j+1,j} R(W^{(j-1)}).
\]

In a general context, Algorithm (5.20) may be interpreted as a kind of Rosenbrock method (see e.g. [24]). However, within this thesis we use this kind of method quite
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differently, namely to approximate steady state solutions of (3.96a) and (3.96b), that is to approximately solve (3.97a) and (3.97b).

Therefore, we are not interested in time accurate methods. This allows us to modify the scheme using further acceleration techniques. First, for steady state computations the time step $\Delta t$ in (5.21) is replaced (see also for example [41]) by some local time step $\Delta T := \text{diag} (\text{diag} (\Delta t_i)) \in \mathbb{R}^{N_{eq} \times N_{eq}}$. Here $N_{eq} = 5$ for the mean flow equations and $N_{eq} = N_t$ for the turbulence flow equations (see Section 2.2). As local time step we choose an approximation to the spectral radius of the diagonal blocks of $\frac{d \mathbf{R}}{d \mathbf{W}}$, more exact

$$\Delta t_i = \text{CFL} \cdot \text{vol} (D_i) \left[ \sum_{j \in N(i)} \text{svol}(e_{ij}) \left( \rho \left( \frac{\partial H_{1st,\text{Roe}}^{1st}}{\partial W_i} \right) + C_v \rho \left( \frac{\partial \langle f_v(W_i, W_j), n_{e_{ij}} \rangle}{\partial W_i} \right)^{\text{TSL,\mu=const}} \right) \right]^{-1}, \quad C_v := 8.$$ 

Using (4.13) together with Theorem 3.2.9 and Definition 3.2.3 as well as Theorem 4.3.4 we find the explicit expressions,

$$\sum_{j \in N(i)} \text{svol}(e_{ij}) \left( \rho \left( \frac{\partial H_{1st,\text{Roe}}^{1st}}{\partial W_i} \right) + \rho \left( \frac{\partial \langle f_v(W_i, W_j), n_{e_{ij}} \rangle}{\partial W_i} \right)^{\text{TSL,\mu=const}} \right) = \sum_{j \in N(i)} \text{svol}(e_{ij}) \left( \lambda_{ij,\text{Roe}} + C_v \mu_{\text{eff},e_{ij}} \frac{\kappa_{\text{eff},e_{ij}}(\gamma - 1)}{\mu_{\text{eff},e_{ij}}} \right).$$

As a further acceleration technique, to allow for over- and underrelaxation, we introduce a relaxation parameter $\varepsilon$, such that (5.21) is replaced by

$$(\Delta T)^{-1} \mathbf{M} + \varepsilon \alpha_{jj} \frac{d \mathbf{R}}{d \mathbf{W}} (\mathbf{W}^{(j-1)}) \mathbf{h}_j = \alpha_{j+1,j} \mathbf{R} (\mathbf{W}^{(j-1)}). \quad (5.22)$$

To shorten the notation, we close this section by defining the linear operator for stage $j$ by

$$\mathbf{P}_j = \left( \Delta T \right)^{-1} \mathbf{M} + \varepsilon \alpha_{jj} \frac{d \mathbf{R}}{d \mathbf{W}} (\mathbf{W}^{(j-1)}).$$

To formulate our final smoother for the nonlinear multigrid, we give a generalization of Newton’s method using a so-called multistage implicit Runge-Kutta smoother, given by Algorithm 3.
Algorithm 3 Implicit Runge-Kutta smoother

1: $W(0) := W^{T_n}$

2: $W^{(1)} = W^{(0)} - \alpha_{21} (P_1)^{-1} R \left( W^{(0)} \right)$

3: 

4: $W^{(s)} = W^{(0)} - \alpha_{s+1,s} (P_s)^{-1} R \left( W^{(s-1)} \right)$

5: $W^{T_{n+1}} = W^{(s)}$

Theorem 5.1.8 Assume that $CFL \to \infty$, $s = 1$ and $\varepsilon = \alpha_{11} = \alpha_{21} = 1$. Then Algorithm 3 is Newton’s method.

Proof: With respect to the assumptions formulated we obtain

$$W^{T_{n+1}} = W^{T_n} - \left( \frac{dR}{dW} \left( W^{T_n} \right) \right)^{-1} R \left( W^{T_n} \right).$$

Theorem 5.1.8 sheds light on the fact that the derived Algorithm 3 represents only a generalization of Newton’s method. Though we are in a position to formally apply Newton’s method, let us shortly summarize the shortcomings of this method to motivate the necessity of Algorithm 3 in our context.

Assuming a good initial guess $W^{T_0}$ is given, the function $R$ is smooth in a neighborhood of $W^{T_0}$, there exists a unique root of $R$ and that we could easily solve the linear systems

$$\frac{dR}{dW} h_n = R \left( W^{T_n} \right), \quad n = 0, 1, 2, \ldots, \quad (5.23)$$

then no research with respect to solution algorithms to solve the RANS equations $(2.1a)$ would be required. On the other hand, none of the requirements stated above are satisfied in general, i.e.

a) The function $R$ is not smooth.

b) The function $R$ maybe has no root.

c) Even if the function $R$ has a root, $W^{T_0}$ is not a good initial guess in general.

d) The linear systems $(5.23)$ cannot be solved straightforward, it is even unknown if the matrices $\frac{dR}{dW} \left( W^n \right)$ are regular.

These are already enough reasons to note that a straightforward implementation of Newton’s method within the context of the Reynolds averaged Navier-Stokes equations has nothing to do with a realistic assessment. And as a consequence, to implement a solution algorithm with no user interaction is much more a vision than a real world evaluation.
Moreover, it was not our intention to use Algorithm 3 as a solution method. In our context Algorithm 3 is applied as the smoother \( S \) in the Full Approximation Scheme multigrid described in Algorithm 5.1.6, which is also illustrated in Figure 5.1.

### 5.1.7 Globalization strategies

Though we are in a position to formally apply Newton’s method (see Theorem 5.1.8), nothing has been said about the shortcomings of this method. One of the most severe shortcomings of Newton’s method is that the linearization and convergence assertions and expectations are only true in a small neighborhood around the root. In practice the word “small” is useless, that is, in general it is impossible to decide during an iteration solving a nonlinear system of equation if an iterate is a neighborhood of the root. Hence, a strategy is required to find a good initial guess or vice versa a methodology is required to deal with an initial guess which is not in a small neighborhood of the root.

**Strategy 1: Damping of correction, CFL strategy**

Instead of trying to apply directly Newton’s method we can replace the method by the algorithm

\[
\left\| \frac{dR}{dW} (W^n) h_n + R (W^n) \right\|^2 + \gamma_n \|h_n\|^2 = \min_{h_n} \quad (5.24a)
\]

\[
W^{n+1} = W^n + h_n. \quad (5.24b)
\]

Here \( \{\gamma_n\}_{n \in \mathbb{N}_0} \) denotes a sequence of parameters \( \gamma_n \geq 0 \). Algorithm 5.24 is called the Levenberg-Marquardt algorithm. Exploiting that the minimization problem (5.24a) is equivalent to

\[
\left\| \left( \frac{dR}{dW} (W^n) \right) h_n + \left( \begin{array}{c} R(W^n) \\ 0 \end{array} \right) \right\| = \min_{h_n},
\]

the unique defined minimizer of (5.24a) can then be determined, for example, by solving the corresponding normal equation

\[
\left( \gamma_n I + \left( \frac{dR}{dW} \right)^T \frac{dR}{dW} \right) h_n = - \left( \frac{dR}{dW} \right)^T R (W^n). \quad (5.25)
\]

The Levenberg-Marquardt yields the inequality

\[
\gamma_n \|h_n\|^2 \leq \left\| \frac{dR}{dW} h_n + R (W^n) \right\|^2 + \gamma_n \|h_n\|^2
\]

\[
= \min_h \left[ \left\| \frac{dR}{dW} h + R (W^n) \right\|^2 + \gamma_n \|h\|^2 \right]
\]

\[
\leq \|R (W^n)\|^2,
\]
and therefore we get \[ \| h_n \| \leq \frac{\| R(W^n) \|}{\sqrt{\gamma_n}}. \]

Hence, the parameter \( \gamma_n \) is a damping of the correction \( h_n \). It can be shown that the Levenberg-Marquardt algorithm converges for sufficiently large \( \gamma_n \). On the other hand, if \( \gamma_n \) is large, the corrections are small and convergence may be arbitrarily slow. Comparing (5.25) and (5.21) gives rise to a new interpretation of the term \((\Delta T)^{-1} M\). Though (5.21) neglects the additional multiplication by \((\frac{dR}{dW})^T\), the operator \((\Delta T)^{-1} M\) plays exactly the role of the stabilizing term \( \gamma_n I \), and the CFL-number is a weight for the corrections. This correspondence allows us to understand that in the initial phase of our solution scheme in general a small CFL number is required. Moreover, it also tells us that in general we cannot reach arbitrary large CFL numbers. For the problems considered it is during the iteration process in general impossible to say when the iterate is in a neighborhood of the solution, and hence some kind of damping is required.

For the Levenberg-Marquardt algorithm there exist methods to choose \( \gamma_n \). For example, define \[ \varepsilon_n(\gamma_n) := \frac{\| R(W^n) \|^2 - \| R(W^n + h_n) \|^2}{\| R(W^n) \|^2 - \| R(W^n) + \frac{dR}{dW} h_n \|^2}. \]

One can say that \( \varepsilon_n(\gamma_n) \) describes the change of the actual residual compared to its linearization. Hence, if \( \varepsilon_n(\gamma_n) \) is small, it can be assumed that the trust region was too large, and the update \( h_n \) needs to be recomputed with a larger \( \gamma_n \). Otherwise the step is accepted and \( \gamma_n \) might be reduced in the next step. Such a trust region consideration might be superior compared to a simple CFL number ramping,

\[
\text{CFL} = \min \{ \text{CFL}_{\text{init}} \cdot f(n), \text{CFL}_{\text{max}} \}, \quad (5.26a)
\]

\[
f(n) = \begin{cases} 
1, & n < 10, \\
\alpha^{n-10}, & n \geq 10, \quad \alpha > 1.
\end{cases} \quad (5.26b)
\]

Moreover, the author is not aware of any publication where a Levenberg-Marquardt algorithm has been investigated for solving the discretized Reynolds-averaged Navier-Stokes equations. Naturally, when applying a Levenberg-Marquardt algorithm there is a significant increase in the computational complexity, since also the transposed derivatives are included into the algorithm. On the other hand the properties of this algorithm might be better suited than those of Newton’s method.

**Strategy 2: Runge-Kutta smoother**

Using an implicit strategy to compute updates the actual choice of the Runge-Kutta smoother, that is the number of stages and the choice of the stage coefficients is an open problem. The multistage scheme can be interpreted as an admission on the two following facts:
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a) The linear systems (5.21) cannot be solved up to a certain accuracy, or even if this is possible, the complexity to do this is in general so large, that the computational time required is unacceptable. And note, we are not interested in solving (5.21), but we are interested in solving the nonlinear problem (3.97).

b) Even if we had the exact solution of (5.21), we cannot expect that an undamped Newton method can be successful, in particular not in the start-up phase of the nonlinear iteration.

Hence, instead of a direct update the Runge-Kutta scheme is used as a further damping strategy, such that in the first stages the correction is weighted with a damping factor, and finally on the last stage the full correction is used for the update. It was shown in [44, 45] (see also Sections 7.2 and 7.3) and that this damping is even necessary in a neighborhood of the solution and allows for significant larger CFL numbers than using only a one-stage scheme. With a significant increase in the number of degrees of freedom it seems that such a damping is more important. Our conjecture is that it becomes more troublesome to solve within only a certain amount of complexity the linear systems (5.21) to get a reasonable update for the nonlinear iteration.

Strategy 3: Full multigrid
A further globalization strategy to find a suited initial guess is the application of full multigrid. Here, instead of directly starting the iterative nonlinear iteration on the finest grid level, subsequently starting on the coarsest grid level an approximate solution is computed and transferred to the next finer grid level. Hence, on the finest grid level the iterative process does not start from, for example, free stream values, but an interpolated approximate solution of the next coarser level. This is a well known procedure in the literature of multigrid and also well known in computational fluid dynamics. Though this is a powerful tool, to the author’s experience this start up methodology is not used on a regular basis. If this observation is true, the reasons need to be found and clarification about the potential and possible shortcomings of this globalization strategy need to be investigated. For example, maybe for large scale applications the coarse grid quality is such that a stable discretization is not possible. Further research is required to improve full multigrid such that it can be used on regular basis for computational fluid dynamics computations.

Strategy 4: Treatment of turbulent flow equations
The treatment of the coupled system of equations (3.95) is an open problem. On the one hand, one can argue that (3.95) represents a coupled system of equations which needs to be solved all at once. On the other hand, the behavior of the turbulent flow equations during the iterative process is often significantly different compared to the mean flow equations. For example, the no-slip wall boundary condition for the \( \omega \) equation of the \( k\omega \)-model (2.53) is not straightforward to implement. This is pointed out in Section 3.6. For this reason one has arguments to treat these
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kinds of system of equations weakly coupled. There is not a satisfactory answer yet. From the global point of view, we want to mention that boundary conditions for the turbulent flow equations are often ad hoc. Furthermore, the initialization of the turbulent flow variables is to the author’s point of view inappropriate. A remarkable reference for this observation is for example the numerical behavior of the normalized residual for the $k$-equation. The initial guess is so bad, such that the normalized residual increases after initialization several orders of magnitude before it starts to converge (see for example Figures 6.59 (left) and 6.63 (left)). So, the possibility to treat the turbulent flow equations in principle different than the mean flow equations might also be viewed as a globalization strategy. Section 6.11.2 presents in which way the weakly coupled algorithm can be exploited.

Strategy 5: There is no strategy

The discussed strategies 1–4 should not be misunderstood. All these are attempts to deal with the shortcomings of Newton’s method. It can be assumed that this method can in general not be directly applied to approximate a solution of (3.97). The investigation and understanding of Newton’s method and the methodologies to figure out ways to overcome its shortcomings is a long term topic of mathematics. It cannot be expected that for the solution of the Navier-Stokes and RANS equations, which are also not well understood from a mathematics point of view, there is an easy way out. The idea that there exists something like a ”best practice”, that is a classification of problems for which the same or a similar parameter choice work, must be handled with care. For example, it is well known for the RANS equations that small perturbations of the inflow conditions or small variations of the geometry may lead to totally different solutions. One may view such a design point as a critical point, for example the point of maximum lift. Often it is exactly such a design point which is of major interest. Unfortunately, exactly for these design points there is a good chance that the ”best practice” strategy may fail. Mathematically spoken the problem is ill-posed, since there is no continuous dependency of the solution with respect to these inflow parameters and geometry variations. This conclusion makes it in particular important to improve numerical algorithms. On the other hand, in case the problem is well posed and there exists a continuous dependency of the solution with respect to the considered flow variations, then there is a good chance that a ”best practice” strategy may work. Nevertheless, this discussion motivates that research and further investigations are required to develop a deep understanding of the components of solution algorithms and their interaction, to significantly improve the reliability of computational fluid dynamics software, such that it justifies industrial demands and can be used as a matter of course as a valuable tool in a process chain.
5.2 Linear solution methods

The linear equation (5.22) represents in general a large scale, ill-conditioned system and cannot be solved directly. Matrix-free Krylov subspace methods are therefore a natural choice to approximate a solution of (5.22) within a small number of steps.

5.2.1 Krylov subspace methods

At the outset there exist several Krylov subspace methods. Generally spoken, all these methods are based on the same idea. They construct a certain Krylov subspace. In this subspace an approximate solution to the given linear system is computed. The quality of this approximation depends on this subspace and the right hand side of the linear system.

It is the author’s opinion that in general not the particular choice of a Krylov subspace method is important (see for example the textbook of Saad [84] for several such methods), but that the construction of a well suited preconditioner is of major significance. Thus, instead of considering a variety of Krylov subspace methods we restrict ourselves to the Generalized Minimum Residual (GMRES) method preconditioned from the left, that is we apply this method to obtain

$$\text{Prec}_{j}^{-1} P_{j} x = \alpha_{j+1,j} \text{Prec}_{j}^{-1} R(W^{(j-1)}). \tag{5.27}$$

The GMRES algorithm applied to (5.27) with initial guess $x^{(0)}$ reads as follows.

**Algorithm 5.2.1** Left preconditioned GMRES method applied to (5.27):

- Solve (approximately) $\text{Prec}_{j} r_0 = \alpha_{j+1,j} R(W^{(j-1)}) - P_{j} x^{(0)}$
- Compute $\beta := \| r_0 \|_2$, $v_1 := \frac{1}{\beta} r_0$
- for $k = 1, \ldots, m$
  - Solve (approximately) $\text{Prec}_{j} w = P_{j} v_k$
  - for $i = 1, \ldots k$
    - $h_{i,k} := \langle w, v_i \rangle$
    - $w := w - h_{i,k} v_i$
  - $h_{k+1,k} = \| w \|_2$, $v_{k+1} = \frac{1}{h_{k+1,k}} w$
- $V = (v_1, \ldots, v_m)$, $H_m = (h_{i,k})_{1 \leq i \leq k, 1 \leq k \leq m}$
- Solve $y_m := \text{argmin}_y \| \beta e_1 - H_m y \|_2$ by Given's-rotations
- $x^{(m)} := x^{(0)} + V_m y_m$
A preconditioner $\text{Prec}_j$ should satisfy the following conditions:

- $\text{Prec}_j \approx P_j$, that is $\text{Prec}_j$ should be a good approximation to $P_j$.
- The storage requirement for $\text{Prec}_j$ should be acceptable.
- The system $\text{Prec}_j w = r$ must be efficiently (approximately) solvable.

For the implementation of GMRES it is worthwhile to mention that the modified Gram-Schmidt orthogonalization within the Arnoldi process is often not stable, and it cannot be assumed to be stable for the problems at hand. This is in particular true for ill-conditioned matrices [71, 40]. So, instead a GMRES with orthogonalization based on Householder reflections might be a better choice [84]. Moreover, also the reduction of the upper Hessenberg matrix $H_m$ is done on-the-fly during the algorithm as reported in [84].

### 5.2.2 Construction of preconditioner

From the equation for $w$ of the GMRES Algorithm 5.2.1 above it is obvious that we need to approximately solve the linear systems

$$\text{Prec}_j w = P_j v_k. \quad (5.28)$$

So, the preconditioner we are going to design consists of two parts:

a) the linear operator $\text{Prec}_j$ itself,

b) an iterative solution method for approximately solving the linear systems (5.28) required for GMRES.

Instead of taking the exact residual $R$ for the Jacobian a simplification satisfying $R \approx R$ is considered to construct the preconditioner for (5.27). Here we consider a compact stencil (see Notation 4.1.5) approximating the extended stencil, that is we choose $R = R^{\text{comp}} \approx R$. Considering compact discretization has for the derivative the major advantage that the stencil at point $i$ relies only on next neighbor information. The associated Jacobian $\frac{dR^{\text{comp}}}{dW}$ has several properties of interest (see Section 4.1), for example:

a) It is much less memory intensive than the exact derivative $\frac{dR}{dW}$.

b) It can be constructed by a loop over all edges corresponding to the design of the residual evaluation $R^{\text{comp}}$.

c) Assuming that $R \approx R^{\text{comp}}$ holds, it can be assumed that $\frac{dR}{dW} \approx \frac{dR^{\text{comp}}}{dW}$. 

To construct a preconditioner \( \text{Prec}_j \) for the mean flow equations \( \mathbf{R}_{\text{mean}} \) we use \((4.13)\) as approximation for the inviscid and \((4.34)\) and \((4.35)\) for the viscous part. A corresponding discretization is constructed by the assumptions that \( |\mathbf{A}_{ij}^{\text{Roe}}| = \text{const.}, \mu_{\text{eff}, e_{ij}} = \text{const.} \) and gradients are computed using a TSL approximation. We express such a residual by

\[
\tilde{\mathbf{R}}_{\text{prec}}^{\text{comp}}(\mathbf{W}) = \tilde{\mathbf{R}}_{\text{prec}}^{\text{comp}}|_{|\mathbf{A}_{ij}^{\text{Roe}}| = \text{const., } \mu_{\text{eff}, e_{ij}} = \text{const.}}(\mathbf{W}).
\]

Using this notation and the corresponding approximate derivatives we need to include the stabilizing terms such that the final preconditioner is given by

\[
\text{Prec}_j := (\Delta T)^{-1} \mathbf{M} + \varepsilon \alpha_{jj} \frac{d\tilde{\mathbf{R}}_{\text{prec}}^{\text{comp}}}{d\mathbf{W}} (\mathbf{W}^{(j-1)}).
\]

The preconditioner \( \text{Prec}_{j,\text{SA}} \) for the Spalart-Allmaras turbulence model uses the derivatives for inviscid, viscous and source terms in the way they are presented in Section 4.4.1. Hence, in case one uses TSL approximations for the gradients the \( \text{Prec}_{j,\text{SA}} \) is the exact derivative of the considered discretization, denoted by

\[
\text{Prec}_{j,\text{SA}} = (\Delta T)^{-1} \mathbf{M} + \varepsilon \alpha_{jj} \frac{d\tilde{\mathbf{R}}_{\text{prec}}^{\text{comp,SA}}}{d\mathbf{W}} (\tilde{\mathbf{\nu}}^{(j-1)}).
\]

The preconditioner \( \text{Prec}_{j,(k,\omega)} \) for the \( k\omega \)-turbulence model uses for the inviscid and viscous part the derivatives stated in Section 4.4.2. The derivatives of the source terms need to be modified. The diagonal terms of the derivatives of the destruction terms are neglected, that is

\[
\frac{\partial D_{e_{i, (k,\omega)}}}{\partial k_i} \quad \text{and} \quad \frac{\partial D_{e_{i, (k,\omega)}}}{\partial \omega_i}
\]

are left out in the preconditioner. The necessity for this modification is discussed in Section 7.4. Corresponding to \((5.29)\) and \((5.30)\) the preconditioner for the \( k\omega \)-model is given by

\[
\text{Prec}_{j,(k,\omega)} = (\Delta T)^{-1} \mathbf{M} + \varepsilon \alpha_{jj} \frac{d\tilde{\mathbf{R}}_{\text{prec}}^{\text{comp,(k,\omega)}}}{d\mathbf{W}} (k_{(k,\omega)}^{(j-1)}).
\]

For completeness, we present a further preconditioner well known in the literature of computational fluid dynamics \([116]\). It is based on a further simplification of the Jacobian and the major idea is to replace the operational count. This is realized by approximating the local block systems by their spectral radius. Hence, instead of \((4.13)\) we approximate

\[
\sum_{j \in \mathcal{N}(i)} \frac{\partial \mathcal{H}_{1st, \text{Roe}}^{\text{comp}}}{\partial \mathbf{W}_k} \approx \frac{1}{2} \left\{ \begin{array}{ll}
\sum_{j \in \mathcal{N}(i)} \rho \left( |\mathbf{A}_{ij}^{\text{Roe}}| \right), & k = i, \\
-\rho \left( |\mathbf{A}_{ij}^{\text{Roe}}| \right), & k \in \mathcal{N}(i), \\
0, & k \neq i, k \notin \mathcal{N}(i).
\end{array} \right.
\]

\[
(5.32)
\]
Such an approximate derivative corresponds for example to a scalar dissipative or van Leer flux. The spectral radius is given by $\lambda_{ij,\text{Roe}}$ denoted in Definition 3.2.3. Furthermore, the viscous derivatives are also approximated by their spectral radii, that is (4.34) and (4.35) are replaced by

$$\frac{\partial R_{i,j}}{\partial W_k} \approx \begin{cases} \sum_{j \in \mathcal{N}(i)} \rho \left( \left( \frac{\partial (f_v(W_i,W_j),n)}{\partial W_i} \right)^\text{TSL,}\mu=\text{const} \right), & k = i, \\ -\rho \left( \left( \frac{\partial (f_v(W_i,W_j),n)}{\partial W_i} \right)^\text{TSL,}\mu=\text{const} \right), & k \in \mathcal{N}(i), \\ 0, & \text{else} \end{cases}$$

(5.33)

The spectral radii can be computed using Theorem 4.3.4 (see also [47]). Obviously, such a preconditioner does not require memory to save a whole block CSR matrix (see Section 4.1.1), but only scalar values. This idea can also be carried over to the turbulence flow equations. In particular, for these equations we only take the diagonal part of the derivative of the source terms. The simplifications yield a much more memory efficient method. On the other hand, estimating the Jacobian by its spectral radius can have rather serious detrimental effects on the convergence of an implicit scheme, for example much slower convergence rates. In particular, for mesh refinement studies and more complex flow cases this statement is confirmed in [48]. For later use we denote the preconditioner corresponding to these simplifications by $\text{Prec}_{\text{scalar}}$. To justify that $\text{Prec}_{\text{scalar}}$ and $\text{Prec}_j$ may be used as preconditioners we assume that the following approximation properties hold:

$$\text{Prec}_{\text{scalar}} \approx \text{Prec}_j \approx P_j.$$

### 5.2.3 Iterative solution methods for linear equations

Another ingredient to include with a powerful preconditioner is to approximate efficiently a solution of the linear systems (5.28). The notation $\text{Prec}_j$ in (5.28) is now understood as surrogate for one of the possible linear operators designed in Section 5.2.2. To approximately solve efficiently the linear system (5.28) linear multigrid methods can be applied. Illustrated in Figure 5.1, we need to define the most inner two boxes.

To formulate a linear multigrid algorithm we consider the notation used in Section 5.1.3 and define corresponding to (5.2)

$$A_{M_k} := \text{Prec}_j : \mathbb{R}^{\#M_k} \to \mathbb{R}^{\#M_k}, \quad A_{M_k} x_{M_k} = b_{M_k}.$$  

**Algorithm 5.2.2** Assume that a sequence of meshes $M_n \subset \ldots \subset M_1$ and the linear equations

$$A_{M_k} x_{M_k}^{(0)} = b_{M_k}$$
and an approximate solution $x^{(\ell)}_{M_k}$ together with a smoother $S = S \left( x^{(\ell)}_{M_k}, A_{M_k}, b_{M_k} \right)$ are given. Here $S$ denotes a method which determines from the approximate solution $x^{(\ell)}_{M_k}$ an update

$$
\Xi^{(\ell)}_{M_k} := S \left( x^{(\ell)}_{M_k}, A_{M_k}, b_{M_k} \right).
$$

Let us denote by

- $\omega_{M_k, \text{pre}} \in \mathbb{N}_0$ the number of presmoothing steps
- $\omega_{M_{k+1}} \in \mathbb{N}_0$ the number of coarse grid smoothing steps
- $\omega_{M_k, \text{post}} \in \mathbb{N}_0$ the number of postsmoothing steps

Then we define a $2V = 2V \left( k, \omega_{M_k, \text{pre}}, \omega_{M_{k+1}}, \omega_{M_k, \text{post}} \right)$ multigrid cycle by

a) Apply $\omega_{M_k, \text{pre}}$ smoothing steps, that is compute

$$
\Xi^{(\ell)}_{M_k} = S \circ \cdots \circ S \left( x^{(\ell)}_{M_k}, A_{M_k}, b_{M_k} \right) = S^{\omega_{M_k, \text{pre}}} \left( x^{(\ell)}_{M_k}, A_{M_k}, b_{M_k} \right).
$$

b) Compute the right hand side of the coarse grid equation

$$
b_{M_{k+1}} = P^M_{M_{k+1}} \left( b_{M_k} - A_{M_k} \left( \Xi^{(\ell)}_{M_k} \right) \right).
$$

c) Apply $\omega_{M_{k+1}}$ coarse grid smoothing steps, that is compute

$$
\Xi^{(\ell)}_{M_{k+1}} = S^{\omega_{M_{k+1}}} \left( P^M_{M_{k+1}} \Xi^{(\ell)}_{M_k}, A_{M_{k+1}}, b_{M_{k+1}} \right).
$$

d) Compute an update of the approximate solution

$$
\Xi^{(\ell+1)}_{M_k} := \Xi^{(\ell)}_{M_k} + I^M_{M_{k+1}} \Xi^{(\ell)}_{M_{k+1}}.
$$

e) Apply $\omega_{M_k, \text{post}}$ smoothing steps, that is compute

$$
x^{(\ell+1)}_{M_k} = S^{\omega_{M_k, \text{post}}} \left( \Xi^{(\ell+1)}_{M_k}, A_{M_k}, b_{M_k} \right).
$$

The linear multigrid Algorithm 5.2.2 can be derived by an application of the Full Approximation Scheme Algorithm 5.1.6 to a linear equation in the following way. Assuming that $R_{M_k}$ is a linear operator, we rewrite the coarse grid equation by

$$
R^M_{M_{k+1}} \left( \mathcal{U}^{(\ell)}_{M_{k+1}} - P^M_{M_{k+1}} \mathcal{U}^{(\ell)}_{M_k} \right) = P^M_{M_{k+1}} \left( \mathcal{f}_{M_k} - R^M_{M_k} \mathcal{U}^{(\ell)}_{M_k} \right).
$$
Hence, substituting \( V^{(\ell)}_{M_{k+1}} = U^{(\ell)}_{M_{k+1}} - P^M_{M_{k+1}} U^{(\ell)}_{M_k} \) we get after application of \( \omega_{M_{k+1}} \) smoothing steps
\[
V^{(\ell)}_{M_{k+1}} = S^{\omega_{M_{k+1}}} \left( V^{(\ell)}_{M_{k+1}}, R_{M_{k+1}}, f_{M_{k+1}} \right),
\]
which yields the correction
\[
V^{(\ell)}_{M_{k+1}} = U^{(\ell)}_{M_{k+1}} - P^M_{M_{k+1}} U^{(\ell)}_{M_k}.
\]
and the update for the fine grid iterate
\[
U^{(\ell+1)}_{M_k} = U^{(\ell)}_{M_{k+1}} + I^M_{M_{k+1}} V^{(\ell)}_{M_{k+1}}.
\]
These considerations give exactly the linear multigrid method Algorithm 5.2.2, and it shows that for a linear operator Algorithm 5.1.6 is equivalent to Algorithm 5.2.2.

We now turn to the task to design a smoother for the linear multigrid method. Here we consider straightforward iterative solution methods, for example:

- (Block) Jacobi,
- (Block) Gauss-Seidel,
- symmetric (Block) Gauss-Seidel.

However, \( \text{Prec}_j \) is in general neither symmetric nor it can be assumed to be block diagonal dominant. So, in particular for high Reynolds number viscous flows, where meshes with large anisotropies in the boundary layer are required, problem adapted iterative methods are necessary. Exploiting line information acting in the direction of strong coupling, these iterative solution methods may be significantly improved.

To construct such information was topic of Section 5.1.1.

Using the Notation 5.1.2, along the line \( L_i \) the corresponding (block) tridiagonal matrix \( \text{Tri}_{L_i} \in \mathbb{R}^{(N_{eq} r_i) \times (N_{eq} r_i)} \) of \( A_{M_k} = (A_{ij}) \), \( A_{ij} \in \mathbb{R}^{N_{eq} \times N_{eq}} \) is given by

\[
\text{Tri}_{L_i} := \begin{pmatrix}
A_{\ell_1, \ell_1} & A_{\ell_1, \ell_2} & & \\
A_{\ell_2, \ell_1} & A_{\ell_2, \ell_2} & & \\
& & \ddots & \\
& & & A_{\ell_{r_i}, \ell_{r_i}}
\end{pmatrix}.
\]

(5.34)

In case \( r_i = 1 \) the matrix \( \text{Tri}_{L_i} \) simplifies to a diagonal block. Exploiting (5.34) possible iterative solution methods to approximate a solution of
\[
A_{M_k} x = b
\]
are relaxed Block line Jacobi (5.35) and Block line Gauss-Seidel (5.36) method:

\[
x_{L_i}^{(k+1)} = (1 - \omega_r) x_i^{(k)} + \omega_r \text{Tri}_{L_i}^{-1} \left( b_{L_i} - \sum_{j \in \text{L}_{i-1}, \ldots, \text{L}_n, j \notin G_i} A_{L_i,j} x_j^{(k)} \right),
\]

(5.35)

\[
x_{L_i}^{(k+1)} = (1 - \omega_r) x_i^{(k)} + \omega_r \text{Tri}_{L_i}^{-1} \left( b_{L_i} - \sum_{j \in \text{L}_{i-1}, \ldots, \text{L}_i, j \notin L_i} A_{L_i,j} x_j^{(k+1)} \right)
\]

\[
- \sum_{j \in \{1, \ldots, N\} \backslash \{\text{L}_1, \ldots, L_i\}} A_{L_i,j} x_j^{(k)}
\]

(5.36)

where we iterate over all Lines \( L_i, i = 1, \ldots, n \). In case line information is not available these methods reduce to the well known relaxed Block Jacobi (5.37) and Block Gauss-Seidel (5.38) method, pointwise written for \( i = 1, \ldots, N_{\text{elem}} \):

\[
x_i^{(k+1)} = (1 - \omega_r) x_i^{(k)} + \omega_r (A_{i,i})^{-1} \left( b_i - \sum_{j=1, j \neq i}^{N_{\text{elem}}} A_{i,j} x_j^{(k)} \right),
\]

(5.37)

\[
x_i^{(k+1)} = (1 - \omega_r) x_i^{(k)} + \omega_r (A_{i,i})^{-1} \left( b_i - \sum_{j=1}^{i-1} A_{i,j} x_j^{(k+1)} - \sum_{j=i+1}^{N_{\text{elem}}} A_{i,j} x_j^{(k)} \right)
\]

(5.38)

**Definition 5.2.3** In case we apply for (5.36) and (5.38) a forward sweep followed by a backward sweep, we call these methods Block symmetric line Gauss-Seidel and Block symmetric Gauss-Seidel, respectively.

**Remark 5.2.4** Let us comment on some implementation details for (5.35) – (5.38):

a) Naturally, within the multigrid context we do not consider these methods as iterative solvers but as smoothers \( S \) applied in Algorithm 5.2.2 using an early stopping criterion.

b) For all methods we choose as initial guess \( x^{(0)} = 0 \).

c) Only (5.35) and (5.36) need to be implemented, (5.37) and (5.38) follow by specialization, that is neglecting line information.

d) The tridiagonal blocks \( \text{Tri}_{L_i} \) and diagonal blocks \( A_{i,i} \) are not inverted, but only the block LU-decomposition of \( \text{Tri}_{L_i} \) and the LU-decomposition of \( A_{i,i} \) are computed exploiting pivot techniques. Then the corresponding linear systems are solved.

e) A symmetric line sweep is done as follows: First we apply the sweep over all lines. In a parallel environment we then exchange the approximate solution.
between the partitions. Then we proceed with the sweep over all remaining points, which is again followed by communication of the approximate solution. To close the symmetric sweep we do everything in the opposite manner. At the beginning, we sweep over all points which do not correspond to a line in the reverse manner followed by communication of the approximate solution, then the lines follow in opposite ordering closed by communicating the approximate solution. Actually, the algorithm is line Gauss-Seidel only at the level between partitions. We try to overcome this deficiency by communicating between the domains several times.

f) Implementation of multi-coloring algorithms has not been considered so far and is part of future work.

g) The coarsening strategy described in Section 5.1.2 ensures that lines required to set up the tridiagonal systems (5.34) are retained on each multigrid level. Of course, if on some multigrid level a line degenerates into a point, this line is cleared from the set of lines and treated as a usual point in the following coarsening steps. With this strategy, arbitrary coarse multigrid levels can be constructed. In a parallel environment multigrid levels are formed within each partition.

Finally, (5.35) – (5.38) need to be combined with a suitable stopping criterion. Here we suggest:

\[
\begin{align*}
f_{\text{stop}}(A_{M_k}, x^{(k)}, b, k, \text{max}_\text{iter}, \varepsilon(k)) = & \begin{cases} 
\text{true}, & \|b - A_{M_k} x^{(k)}\|_2 < \varepsilon(k), \\
\text{true}, & k \geq \text{max}_\text{iter}, \\
\text{false}, & \text{else}.
\end{cases} 
\end{align*}
\]  

(5.39)

In case we want to stop with a fixed number of iterations we choose \(\varepsilon(k) = -1\) in (5.39).

5.3 Hierarchy of multigrid smoothers

Algorithms approximating solutions of the Reynolds averaged Navier-Stokes equations (2.1a) and (2.45) should follow the goal to reduce the user interaction with the software to a minimum. On the other hand the literature about computational fluid dynamics is full of suggestions of different solution algorithms and the authors often claim that the new developed algorithm is superior with respect to some certain property. Here, it is not our goal to develop a new solution algorithm, which is in our context a smoother for the nonlinear multigrid. But it is our goal to show that almost all suggestions found in the literature are variants of the algorithms suggested so far.
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5.3.1 Low cost smoothers

To obtain several low cost solution methodologies suggested in the literature about computational fluid dynamics we now suggest the following simplification: The number of steps in the Krylov subspace method is reduced to zero. Then, by a view on Algorithm 5.2.1, only the first preconditioning step is left, i.e. Algorithm 5.2.1 reduces to approximate the solution of

\[ \text{Prec}_h j = \alpha_{j+1,j} R \left( \mathbf{W}^{(j-1)} \right), \]  

(5.40)

and as a consequence Algorithm 3 simplifies to

\[
\begin{align*}
\mathbf{W}^{(0)} &:= \mathbf{W}^n \\
\mathbf{W}^{(1)} &= \mathbf{W}^{(0)} - \alpha_{21} \text{Prec}_1^{-1} R \left( \mathbf{W}^{(0)} \right) \\
&\vdots \\
\mathbf{W}^{(s)} &= \mathbf{W}^{(0)} - \alpha_{s+1,s} \text{Prec}_{s}^{-1} R \left( \mathbf{W}^{(s-1)} \right) \\
\mathbf{W}^{n+1} &= \mathbf{W}^{(s)}.
\end{align*}
\]  

(5.41)

The Runge-Kutta iteration (5.41) depends on the construction of Prec and the iterative linear solution method, e.g. (5.35) – (5.38). A further, self-evident alternative of algorithm (5.41) is the freezing of the preconditioner Prec on the first stage, that is

\[
\begin{align*}
\mathbf{W}^{(0)} &:= \mathbf{W}^n \\
\mathbf{W}^{(1)} &= \mathbf{W}^{(0)} - \alpha_{21} \text{Prec}_1^{-1} R \left( \mathbf{W}^{(0)} \right) \\
&\vdots \\
\mathbf{W}^{(s)} &= \mathbf{W}^{(0)} - \alpha_{s+1,s} \text{Prec}_{s}^{-1} R \left( \mathbf{W}^{(s-1)} \right) \\
\mathbf{W}^{n+1} &= \mathbf{W}^{(s)}.
\end{align*}
\]  

(5.42)

Assuming that the operator \( \text{Prec}_j, j = 1, \ldots, s \), do not change significantly over one Runge-Kutta iteration and that the construction of \( \text{Prec}_j \) together with the computation of the block LU-decomposition of \( \text{Tri}_L \) is a time consuming approach, this simple frozen Runge-Kutta iteration may yield an efficient alternative compared with algorithm (5.41). Example 1 in Section 6.3 is dedicated a corresponding investigation.

Several variants of the general formulations (5.41) and (5.42) correspond to well known suggested solution techniques given in the literature.

**Theorem 5.3.1** Consider Algorithm (5.41) or (5.42) as smoother \( \mathbf{S} \) for Algorithm 5.1.6 and \( \text{Prec}_j \) is constructed as described in Section 5.2.2. Approximately solving the linear systems (5.40) by application of Algorithm 5.2.2 with \( n = 1 \) together with a symmetric (line) Gauss-Seidel method and choosing

\[ f_{\text{stop}} \left( A_{M_k}, x^{(k)}, b, k, N, -1 \right), \quad N > 1, \]
we get exactly a solution algorithm denoted as RK/Implicit smoother or first order preconditioned Runge-Kutta method suggested for example in [80, 93, 44].

**Proof:** Choosing \( n = 1 \) reduces Algorithm 5.2.2 to a single grid iteration. The choice of \( f_{\text{stop}}(A_{M_k}, x^{(k)}, b, k, N, -1) \), means that the iterative solver is truncated after a fixed number of iterations, e.g. \( N = 2, \ldots, 5 \) is suggested in the mentioned literature. Then the theorem follows by a straightforward comparison of the methods.

**Theorem 5.3.2** Consider Algorithm (5.41) or (5.42) as smoother \( S \) for Algorithm 5.1.6 and \( \text{Prec}_j \) is constructed as described in Section 5.2.2. Approximately solving the linear systems (5.40) by application of Algorithm 5.2.2 with \( n = 1 \) together with a line Jacobi method and choosing \( f_{\text{stop}}(A_{M_k}, x^{(k)}, b, k, 1, -1) \), we get exactly a solution algorithm denoted as line implicit method suggested for example in [74, 57, 16, 43].

**Proof:** Choosing \( n = 1 \) reduces Algorithm 5.2.2 to a single grid iteration. The choice of \( f_{\text{stop}}(A_{M_k}, x^{(k)}, b, k, 1, -1) \), means that the line Jacobi method (5.35) is stopped after the first iteration. Considering as initial guess \( x^{(0)} = 0 \), the approximate solution is obtained by

\[
x^{(1)}_{L_i} = \text{Tri}^{-1}_{L_i} b_{L_i}.
\]

Then the theorem follows by a straightforward comparison of the methods.

**Theorem 5.3.3** Consider Algorithm (5.41) or (5.42) as smoother \( S \) for Algorithm 5.1.6 and \( \text{Prec}_j \) is constructed as described in Section 5.2.2. Approximately solving the linear systems (5.40) by application of Algorithm 5.2.2 with \( n = 1 \) together with a Jacobi method and choosing \( f_{\text{stop}}(A_{M_k}, x^{(k)}, b, k, 1, -1) \), we get exactly a solution algorithm denoted as point implicit method suggested for example in [73, 63, 42].

**Proof:** Choosing \( n = 1 \) reduces Algorithm 5.2.2 to a single grid iteration. The choice of \( f_{\text{stop}}(A_{M_k}, x^{(k)}, b, k, 1, -1) \), means that the Jacobi method (5.35) is stopped after the first iteration. Considering as initial guess \( x^{(0)} = 0 \), the approximate solution is obtained by

\[
x^{(1)}_i = (A_{i,i})^{-1} b_i.
\]

Then the theorem follows by a straightforward comparison of the methods.
Theorem 5.3.4 Consider Algorithm (5.41) or (5.42) as smoother $S$ for Algorithm 5.1.6 and $\text{Prec}_j^{\text{scalar}}$ is constructed as described in Section 5.2.2. Approximately solving the linear systems (5.40) by application of Algorithm 5.2.2 with $n = 1$ together with a symmetric Gauss-Seidel method and choosing the stopping criterion by $f_{\text{stop}}(A_{M_k}, x^{(k)}, b, k, 1, -1)$, we get exactly a solution algorithm denoted as LU-SGS method suggested for example in [116].

Proof: Choosing $n = 1$ reduces Algorithm 5.2.2 to a single grid iteration. The choice of $f_{\text{stop}}(A_{M_k}, x^{(k)}, b, k, 1, -1)$ means that the symmetric Gauss-Seidel method is stopped after the first iteration, that is one forward and one backward sweep. Then the theorem follows by a straightforward comparison of the methods.

Theorem 5.3.5 Consider Algorithm (5.41) or (5.42) as smoother $S$ for Algorithm 5.1.6 and $\text{Prec}_j$ or $\text{Prec}_j^{\text{scalar}}$ is constructed as described in Section 5.2.2 with $\alpha_{jj} = 0$. Approximately solving the linear systems (5.40) by application of Algorithm 5.2.2 with $n = 1$ together with a Jacobi method and choosing the stopping criterion by $f_{\text{stop}}(A_{M_k}, x^{(k)}, b, k, 1, -1)$ we get exactly a solution algorithm denoted as explicit Runge-Kutta accelerated by local time stepping [31].

Proof: Choosing $n = 1$ reduces Algorithm 5.2.2 to a single grid iteration. Exploiting that $\alpha_{jj} = 0$ and one Jacobi iteration with initial guess $x^{(0)} = 0$, the approximate solution of equation (5.40) is given by

$$h_j = \Delta T M^{-1} R \left( W^{(j-1)} \right).$$

Then the theorem follows by a straightforward comparison of the methods.

This direct comparison of the different methods gives rise to their capability to solve (3.97) for high Reynolds number viscous flows on anisotropic meshes. And, in general there is no justification for the simplifications done in the methods above. Hence, though these methods are proposed throughout the literature of computational fluid dynamics, with respect to the significant increase in mesh sizes and complexity of flow physics we predict the methods mentioned in Theorems 5.3.2 – 5.3.5 only limited potential. In [45] and Sections 7.2 and 7.3 analytical reasons are given. Examples considered in Chapter 6 give further indication for this statement.

5.3.2 The solution algorithm: A castle in a sand pit

Having discussed the possible variants of possible smoothers for the nonlinear multigrid, let us come back to the global view given in Figure 5.1. We summarize several variants which can be chosen.
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1) **Nonlinear multigrid**
   a) Agglomeration
      * Overall coarsening ratio
      * Semi / directional coarsening strategy
      * Advancing front or weighted graph algorithm
   b) Projection
   c) Interpolation

2) **Runge-Kutta smoother**
   a) Number of stages
   b) Stage coefficients
   c) CFL number

3) **Krylov subspace method**
   a) Full Orthogonalization Method, Generalized Minimum Residual Method, Biconjugate Gradient Stabilized Algorithm, Conjugate gradient for the normal equations, ...
   b) Number of iterations, residual based truncation criterion

4) **Linear Preconditioner**
   a) Construction of preconditioning matrix
      * Approximate Jacobian
      * Deflation based preconditioner
      * Polynomial preconditioner
   b) Truncation criterion for approximate linear solve

5) **Linear Multigrid**
   a) Agglomeration multigrid
      * Overall coarsening ratio
      * Semi / directional coarsening strategy
      * Advancing front or weighted graph algorithm
   b) Algebraic multigrid
   c) Smoother
      * Gauss-Seidel type smoother
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* ILU decomposition
d) Projection
e) Interpolation

It is out of the scope of this thesis to investigate and compare all the variants of algorithms which can be set up by a combination of all these different algorithms and parameters. Moreover, note that all these subitems in general lead to a further parameter choice as well as subvariants.

Coming back to the topic about requirements for a modern software package solving the RANS equations (2.1a) or (2.45) it is impossible to give general recommendations. Here, we have shown that certain parameter choices yield methods of totally different character. We can choose between Newton’s method, which is represented in general by some kind of regularized Newton method, and explicit Runge-Kutta methods with local time stepping.

Since there is no clear recommendation at this point in time, a modern computer code should be implemented such that all these variants of algorithms need to be easily constructed. That is the code design should be in such a way that a powerful linear algebra package represents the main infrastructure of the code. This infrastructure is then used to combine the different matrix vector operations, also including the variants of linear solution algorithms, such that a flexible application of all these possibilities is feasible. From both a practical point of view and scientific point of view it is future work to reduce the number of variants and parameters. Otherwise it is impossible to offer a software reducing the user interaction to a minimum.

It is the strong belief of the author of this thesis, that with an increase of the complexity of the simulations going hand in hand with a significant increase of the mesh size and degrees of freedom, simplifications of the smoothers in the sense that they are not close to some regularized Newton method are not suitable to find approximate solutions of the RANS equations.
Chapter 6

Examples

Within this thesis we have touched two major problems of computational fluid dynamics. The first, and major issue of this thesis is the development and investigation of a suitable solution method for the RANS equations and corresponding boundary value problems. In the Introduction we mentioned that in our understanding this wording comprises both the discretization strategy and a corresponding solution method for the resulting set of algebraic equations. Before demonstrating several examples to show the potential of the suggested solution methods, note that within this thesis we do not suggest one certain solution method. It was the intention to construct a powerful algorithm to solve stiff, possibly ill-conditioned nonlinear operator equations in general (see for example Figure 5.1). In our context this operator equation arises from a discretization of the Reynolds-averaged Navier-Stokes equations together with a boundary value problem formulated in Section 2.4.

The second topic going hand in hand with the discretization strategy is accuracy, in particular the assessment of accuracy toward the incompressible limit. Such a topic is of importance to find a closed representation of equations to model compressible flow phenomena.

Since strict mathematical analysis and proofs with respect to both accuracy assessment of the discretization schemes and convergence for the solution algorithms are missing, and moreover an overall solution theory does not exist for the analytic equations of interest, it is the goal to find a representative set of examples with varying flow complexity. We follow this idea considering examples illustrating different representative flow phenomena. These examples comprise flows around an airfoil at transonic inflow Mach numbers developing shocks, flows around wings and wing-body configurations at different inflow Mach numbers and flows around wing-body configurations at high angle of attack at low inflow Mach number. The last examples develop large separations as well as global incompressible together with strong locally compressible effects. The simulation of such flows often represents a particular challenge for a solution algorithm.

We close this introduction of this section with one important remark. During the
development of solution algorithms it figured out that unless an algorithm does not work reliably and robust for a large variety of parameters for basic flow cases under systematic increase of degrees of freedom, that is a systematic mesh refinement, it is not worthwhile to consider the method for large scale 3D flows. The 3D examples were in general considerably more difficult compared to the simulation of 2D flows.

6.1 Choice of suitable solution algorithm

Mentioned in Section 5.3.2, our general point of view on the construction of a solution algorithm has not considered the construction of several components. Therefore, let us shortly summarize the actual choice of several of these components, which have not been stated so far:

a) The nonlinear multigrid Algorithm 5.1.6:

- The agglomeration strategy is determined in Section 5.1.2.
- The projection is determined by (5.9), or equivalently (5.10).
- The interpolation is determined by (5.12).

b) We need to determine the coefficients for (5.17). In all our computations we chose for both the mean flow and the turbulence flow equations the three stage scheme

\[
\mathbf{A} := \begin{pmatrix}
1 & 0 & 0 \\
\frac{3}{20} & 1 & 0 \\
0 & \frac{2}{5} & 1
\end{pmatrix}, \quad \mathbf{b} := \begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix}.
\]

(6.1)

The choice (6.1) corresponds to recommendations given for example in [93, 91, 94].

c) Within this thesis we do not investigate the influence of the relaxation parameter \( \omega_r \) introduced in (5.35) – (5.38). We only considered the choice \( \omega_r = 1 \).

d) Within this thesis we furthermore do not consider the smoothing techniques described in Theorem 5.3.2, 5.3.3, 5.3.4 and 5.3.5. In [45] and [90] it was shown both by example and analysis that these simplifications yield to severe stability problems of the algorithm in particular when mesh refinement studies are considered. In Section 7.2 such an analysis together with corresponding results and examples are given.

e) As smoother for Algorithm 5.1.6 we either consider Algorithm 3 or the method described in Theorem 5.3.1.
To determine the CFL number for iterate $n$, we follow (5.26). Treating the equations loosely coupled, we allow for different CFL numbers for the mean and turbulent flow equations,

$$\text{CFL}_{\text{mean}}(n) = \min\{\text{CFL}_{\text{init}} \cdot f_{\text{mean}}(n), \text{CFL}_{\text{mean,max}}\} \quad (6.2a)$$

$$\text{CFL}_{\text{turb}}(n) = \min\{\text{CFL}_{\text{init}} \cdot f_{\text{turb}}(n), \text{CFL}_{\text{turb,max}}\} \quad (6.2b)$$

$$f_{\text{mean}}(n) = f_{\text{turb}}(n) = \begin{cases} 
1, & n < 10, \\
\gamma^{n-10}, & n \geq 10.
\end{cases} \quad (6.2c)$$

The parameters $\text{CFL}_{\text{init}}, \text{CFL}_{\text{mean,max}}, \text{CFL}_{\text{turb,max}}$ and $\gamma$ are given in the description of the examples.

g) Treating the mean and turbulence flow equations loosely coupled allows for another important ingredient. In our implementation the multigrid algorithm for the turbulence flow equations does not work so reliably and efficiently compared with the mean flow equations. Therefore, we allow for doing more non-linear iterations on the turbulence flow equations. For the Spalart-Allmaras model, in all test cases we used a relation of $1:5$ steps between the mean flow and turbulent flow equations, that is, for one multigrid cycle of the mean flow equations we performed five for the turbulent equation. For the $k\omega$-model an investigation with respect to this parameter choice is done in Section 6.11.2. For this model an adequate choice seems to be a significant severe problem compared with the Spalart-Allmaras model.

h) For 3D test cases it was often necessary to have a good initial guess. Therefore, we applied full multigrid. On coarse meshes our strategy was to apply 50 iterations (see for example Figure 6.8) on each level.

i) All test cases are computed fully turbulent that is without transition and in a parallel environment. The number of domains used is given as information in the tables describing the parameters of the test cases.

j) For several examples work units are shown. To compute the work units, we multiply the total CPU time for one computation with the number of domains used.

k) The application of GMRES Algorithm 5.27 was always done with the initial guess $x^{(0)} = 0$. Though the exact construction of $\frac{d\mathbf{R}}{d\mathbf{W}}$ is available (see Chapter 4), its construction and application is a rather time consuming process. Hence, for large scale applications we have replaced it considering a symmetric finite difference to evaluate the matrix vector product,

$$\frac{d\mathbf{R}}{d\mathbf{W}}(\mathbf{W}) \approx \frac{1}{2\varepsilon} (\mathbf{R}(\mathbf{W} + \varepsilon \mathbf{h}) - \mathbf{R}(\mathbf{W} - \varepsilon \mathbf{h})).$$
Now, finding a suitable $\varepsilon$ is in general not straightforward and a further open problem. Some choice for $\varepsilon$ may be found in the textbook of Blazek and by Nishikawa et al. [6, 68] or in [65]. For the examples given here the, simple choice $\varepsilon = 10^{-6}$ worked well.

The threshold parameter required for the line search Algorithm 5.1.1 was in general chosen by parameter $\gamma_{\text{line}} = 10$. For an investigation of this parameter we refer to [43].

These principal parameter choices represent the basic practical guideline followed. In general it is observed that for a new test case an adaptation of the left-over parameters was necessary. In the examples considered in the following sections, we investigate for several test cases the influence of some of the parameters, to get an idea of their impact to the solution algorithm. Note, efficiency of the algorithms is for sure an important property. But the main focus is to be in a position to actually solve the boundary value problems formulated in Section 2.4. This task is already hard enough. And a method, which does not have the potential to solve these problems, is inefficient by construction.

### 6.2 Characteristic values

One important measure to evaluate the power and potential of considered solution algorithms is the history of residuals. For the mean flow equations we consider the density residual, which is evaluated by

$$
\text{density residual}(n) := \sqrt{\frac{\sum_{j=1}^{N_{\text{elem}}} (R_{j,\text{mean},\rho}(W_{\text{Tn}}))^2}{(\text{vol}(\Omega_j))^2}} / \sqrt{\frac{\sum_{j=1}^{N_{\text{elem}}} (R_{j,\text{mean},\rho}(W_{\infty}))^2}{(\text{vol}(\Omega_j))^2}}.
$$

For the one-equation Spalart-Allmaras model we denote the residual by,

$$
\text{turbulent residual}(n) := \sqrt{\frac{\sum_{j=1}^{N_{\text{elem}}} (R_{j,\text{turb},\bar{\nu}}(B_{\text{Tn}}))^2}{(\text{vol}(\Omega_j))^2}} / \sqrt{\frac{\sum_{j=1}^{N_{\text{elem}}} (R_{j,\text{turb},\bar{\nu}}(B_{\infty}))^2}{(\text{vol}(\Omega_j))^2}},
$$

and for the two-equation $k\omega$-model we evaluate both corresponding residuals

$$
k - \text{residual}(n) := \sqrt{\frac{\sum_{j=1}^{N_{\text{elem}}} (R_{j,\text{turb},k}(k_{\text{Tn}},\omega_{\text{Tn}}))^2}{(\text{vol}(\Omega_j))^2}} / \sqrt{\frac{\sum_{j=1}^{N_{\text{elem}}} (R_{j,\text{turb},k}(k_{\infty},\omega_{\infty}))^2}{(\text{vol}(\Omega_j))^2}},
$$

$$\omega - \text{residual}(n) := \sqrt{\frac{\sum_{j=1}^{N_{\text{elem}}} (R_{j,\text{turb},\omega}(k_{\text{Tn}},\omega_{\text{Tn}}))^2}{(\text{vol}(\Omega_j))^2}} / \sqrt{\frac{\sum_{j=1}^{N_{\text{elem}}} (R_{j,\text{turb},\omega}(k_{\infty},\omega_{\infty}))^2}{(\text{vol}(\Omega_j))^2}}.
$$
6.2. CHARACTERISTIC VALUES

A computation is truncated and the result is accepted as soon as

\[
\text{density residual}(n) < 10^{-14}, \quad (6.3)
\]

The example considered in Section 6.8 presents the necessity for such a strict residual. Moreover, it is also a good indicator that an early stopping of the iteration after a residual reduction of only about \(10^{-i}, i = 2, \ldots, 6\), which is often observed in applications, in general leads to questionable results. Early stopping introduces a further error component one cannot control.

Using free stream variables to normalize the residuals of the turbulence flow equations, one may not observe such a decrease of the residual. This is because the free stream is often not a good initial guess, and hence in the initial phase of the iteration an increase of the residual for these equations is observed. As an example we refer to Figures 6.58, 6.59 (left) and 6.63 (left), where the initial increase of the residual of the \(k\)-equation of several orders of magnitude can be observed for the initial iterations, before it starts to converge.

To investigate the examples we additionally use several in aerodynamics well established scalar values and distributions. Scalar values are the

a) drag coefficient \(C_D\),

b) lift coefficient \(C_L\).

These can be further subclassified by

\[
C_D = C_{D,p} + C_{D,v}, \quad C_L = C_{L,p} + C_{L,v},
\]

where the subindex \(p\) denotes the contribution of forces corresponding to pressure, \(v\) the contribution corresponding to the viscous portion. Using polar coordinates

\[
g(\alpha) := (0, \cos \alpha, 0, \sin \alpha, 0)^T, \\
h(\alpha) := (0, -\sin \alpha, 0, \cos \alpha, 0)^T,
\]

where \(\alpha\) is the angle of attack, these are defined by

\[
C_{L,P}(W) := \frac{2}{\rho_\infty u_\infty^2} \left\langle \int_{\partial D} \langle f_c(W), n \rangle ds(y), h(\alpha) \right\rangle, \\
C_{L,v}(W) := -\frac{2}{\rho_\infty u_\infty^2} \left\langle \int_{\partial D} \langle f_v(W), n \rangle ds(y), h(\alpha) \right\rangle,
\]

and

\[
C_{D,p}(W) := \frac{2}{\rho_\infty u_\infty^2} \left\langle \int_{\partial D} \langle f_c(W), n \rangle ds(y), g(\alpha) \right\rangle, \\
C_{D,v}(W) := -\frac{2}{\rho_\infty u_\infty^2} \left\langle \int_{\partial D} \langle f_v(W), n \rangle ds(y), g(\alpha) \right\rangle.
\]
Evaluating these boundary integrals numerically in exactly the way used for the discretization, these values are consistently determined. Related to the evaluation of the force coefficients is the determination of surface pressure distribution $C_p$ and surface skin friction $C_f$,

\[ p(W(x)) := \langle f_v(W(x)), n(x), (0, t(x), 0)^T \rangle, \quad x \in \partial D, \]

\[ C_p(W(x)) := \frac{2}{\rho_\infty u_\infty^2} (p(W(x)) - p_\infty), \quad x \in \partial D, \]

\[ C_f(W(x)) := \frac{2}{\rho_\infty u_\infty^2} \langle \langle f_v(W(x)), n(x), (0, t(x), 0)^T \rangle, \quad x \in \partial D, \]

which is implemented in a straightforward and consistent way by evaluation of the boundary flux. Note that $t = t(x)$ denotes a vector in the tangential space, which is not directly given. In the implementation considered the tangential vector is determined by

\[ t(x) = \frac{1}{\|\hat{t}(x)\|} \hat{t}(x), \quad \hat{t}(x) = (\rho u)(x) - \langle (\rho u)(x), n(x) \rangle n(x), \quad x \in \partial D. \]

For the assessment of inviscid flows we furthermore define the total pressure

\[ p_{\text{tot}}(W(x)) = p(W(x)) \left( 1 + \frac{1}{2} (\gamma - 1) M^2 \right)^{\gamma/(\gamma - 1)}, \]

\[ p_{\text{tot}, \infty} = p_\infty \left( 1 + \frac{1}{2} (\gamma - 1) M_\infty^2 \right)^{\gamma/(\gamma - 1)}, \]

and the total pressure loss

\[ \text{Total pressure loss } (W(x)) := \frac{p_{\text{tot}, \infty} - p_{\text{tot}}(W(x))}{p_{\text{tot}, \infty}} = 1 - \frac{p_{\text{tot}}(W(x))}{p_{\text{tot}, \infty}}. \]

The value $p_\infty$ is given in Section 2.3 and pressure $p$ is determined by the equation of state (2.3). For inviscid incompressible flow the total pressure loss vanishes. Hence, this distribution is an indicator for the accuracy of the numerical scheme.

### 6.3 Example 1: CASE 9, RAE 2822

The first example considered is a classical well known test case from the literature (see e.g. [13]) denoted by CASE 9. The relevant physical conditions are:

- Geometry: RAE 2822 airfoil
- Reynolds number: $Re = 6.5 \cdot 10^6$
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<table>
<thead>
<tr>
<th></th>
<th>Coarse</th>
<th>Medium</th>
<th>Fine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh size</td>
<td>320 × 64</td>
<td>640 × 128</td>
<td>1280 × 256</td>
</tr>
<tr>
<td>No. of quadrilaterals</td>
<td>20480</td>
<td>81920</td>
<td>327680</td>
</tr>
<tr>
<td>$\gamma$ init</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$\gamma$ mean, max</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>$\gamma$ turb, max</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Multigrid cycle (mean, turb)</td>
<td>4w, 4w</td>
<td>4w, 4w</td>
<td>4w, 4w</td>
</tr>
<tr>
<td>Number of domains</td>
<td>4</td>
<td>8</td>
<td>24</td>
</tr>
<tr>
<td>Work units: V1</td>
<td>1455</td>
<td>19056</td>
<td>207168</td>
</tr>
<tr>
<td>Work units: V2</td>
<td>1482</td>
<td>18240</td>
<td>193178</td>
</tr>
<tr>
<td>Work units: V3</td>
<td>840</td>
<td>10872</td>
<td>117528</td>
</tr>
<tr>
<td>Work units: V4</td>
<td>777</td>
<td>10200</td>
<td>107976</td>
</tr>
</tbody>
</table>

Table 6.1: Mesh data and parameters for the test case CASE 9, RAE2822

- Inflow Mach number: $M_\infty = 0.73$
- Angle of attack: AoA = 2.79°.

Turbulence is modeled using the Spalart-Allmaras model (2.52). We perform the computations on a sequence of C-type structured meshes described in Table 6.1. A plot of the finest mesh in a neighborhood of the airfoil is given in Figure 6.1 (left). The outer boundary of the domain is located 20 chord lengths away from the airfoil. This test case represents a basic flow case which exhibits a shock at the upper surface of the airfoil. This can be observed in the $C_p$ distribution in Figure 6.3 (left).

To approximate a solution of the corresponding set of algebraic equations (3.97), we apply the algorithm corresponding to Theorem 5.3.1 together with a variation in the stopping criterion and either (5.41) or (5.42). In detail, we investigate the four following variants:

- V1: Algorithm (5.41) is applied together with algorithm (5.36) using 5 symmetric sweeps.
- V2: Algorithm (5.41) is applied together with algorithm (5.36) using 3 symmetric sweeps.
- V3: Algorithm (5.42) is applied together with algorithm (5.36) using 5 symmetric sweeps.
- V4: Algorithm (5.42) is applied together with algorithm (5.36) using 3 symmetric sweeps.
Remark 6.3.1 Freezing the preconditioner means not only that the block sparse matrix is just constructed on the first stage, but also the block LU-decomposition required in (5.36) to evaluate $\mathbf{T}^{-1}_{Li}$ is only computed on the first stage.

The relaxation parameter in (5.29) and (5.30) is chosen by $\varepsilon = 1/2$. Table 6.1 summarizes further chosen algorithmic parameters as well as work units required until the iteration was stopped by the convergence criterion (6.3).

The results obtained suggest that for this test case the number of sweeps, either 3 or 5, has only minor impact on the total computational time. But a view on the work units shows that these can be reduced by about a factor of two, when comparing variant V1 with V3 and V2 with V4. A loss of robustness or any other drawback of (5.42) compared with (5.41) was not observed.

The convergence histories of the drag and lift coefficients are shown in Figure 6.2 (left). The work units are given in Table 6.1, and a plot of work units over number of mesh points is shown in Figure 6.2 (right). It can be observed that we have a scaling that is roughly in between $O(N)$ and $O(N^2)$.

Figure 6.3 shows the $C_p$ and $C_f$ distributions compared with experimental data given in [13], which are in good agreement. Unfortunately, trying to increase the depth of the multigrid cycle, in particular for the finest computational mesh, failed. These observations are indicators that further research in multigrid, and in particular the construction of coarse grid levels is required. Nevertheless, in a first step a much better understanding for the interaction of all these several algorithmical components is needed.

Remark 6.3.2 Freezing the preconditioner on the first stage seems to be an appropriate approach to save computational time for an overall more efficient method.
6.4 Example 2: MDA30P30N

To confirm the observation and conclusion of Section 6.3 we consider the high-lift configuration MDA30P30N. Compared to Section 6.3 this example represents other flow effects. It is a multi-element airfoil at high angle of attack characterized by incompressible and strong local compressible effects and regions of large separation. The meshes were generated by the SOLAR hybrid mesh generator [53]. To this end they are unstructured but consist of purely quadrilateral elements. A plot of the
Table 6.2: Data for the test case MDA30P30N

<table>
<thead>
<tr>
<th></th>
<th>Coarse</th>
<th>Medium</th>
<th>Fine</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of points</td>
<td>119510</td>
<td>240955</td>
<td>485832</td>
</tr>
<tr>
<td>lift coefficient</td>
<td>4.089312</td>
<td>4.123492</td>
<td>4.136353</td>
</tr>
<tr>
<td>drag coefficient</td>
<td>5.213078e-02</td>
<td>5.129756e-02</td>
<td>5.080194e-02</td>
</tr>
<tr>
<td>CFL\textsubscript{init}</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>γ</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>CFL\textsubscript{mean,max}</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>CFL\textsubscript{turb,max}</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Multigrid cycle (mean, turb)</td>
<td>4w, 3v</td>
<td>4w, 3v</td>
<td>4w, 3v</td>
</tr>
<tr>
<td>Number of domains</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Work units: V1</td>
<td>74328</td>
<td>158136</td>
<td>423192</td>
</tr>
<tr>
<td>Work units: V3</td>
<td>40824</td>
<td>84528</td>
<td>269760</td>
</tr>
</tbody>
</table>

The finest mesh is given in Figure 6.4 (left). The physical parameters of the test case are as follows (see [37]):

- Geometry: MDA30P30N airfoil
- Reynolds number: $Re = 9.0 \cdot 10^6$
- Inflow Mach number: $M_\infty = 0.2$
- Angle of attack: AoA = 16.0 °.

Turbulence is modeled using the Spalart-Allmaras model (2.52). Though representing a high lift test case vortex correction was not used. Instead the farfield boundary is located 100 chord lengths away from the airfoil. The choice of the parameter settings, the number of points as well as computed lift and drag coefficients are given in Table 6.2. The relaxation parameter in (5.29) and (5.30) is chosen by $\varepsilon = 1/2$.

Due to the negligible effect on the number of sweeps in the total computational time observed in the example of Section 6.3, only a fixed number of sweeps, namely 5 together with either (5.41) or (5.42) is investigated. A comparison of the work units given in Table 6.2 confirms the observation that freezing the preconditioner on the first Runge-Kutta stage gives roughly a speed-up of a factor two while an impact on the robustness of the solution method cannot be observed.

Convergence of the residual and the force coefficients is shown in Figure 6.4 (right) and Figure 6.5 (left). Work units are plotted in in Figure 6.5 (right). Linear scalability $O(N)$ of the algorithm shown is observed both for frozen and non-frozen preconditioner. With increasing mesh density the approximate linear scaling of $O(N)$ deteriorates.

Finally, a plot of the $C_P$ and $C_f$ distributions and comparison with experimental data available from [37] is given in Figure 6.6. These are in good agreement.
Remark 6.4.1 Having settled one major contributing factor to the total computational time, namely the construction of the preconditioner $\text{Prec}$, we now consider the frozen variant (5.42) as standard. This puts us into the position to consider 3D test cases, which require inherently much more computational resources.

6.5 Example 3: DPW III, Case 2, Wing 1

As an initial 3D test case we consider flow over a wing originally considered at the third Drag Prediction Workshop.

Data describing the meshes and parameters are given in Table 6.3. A plot of the
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Figure 6.6: Left: $C_p$ distribution for MDA30P30N, right: $C_f$ distribution

finest surface mesh is given in Figure 6.7. The relevant physical conditions of the flow are

- Geometry: Drag Prediction Workshop III, Case 2, Wing 1
- Reynolds number: $Re = 5.0 \cdot 10^6$
- Inflow Mach number: $M_\infty = 0.76$
- Angle of attack: $\text{AoA} = 0.5^\circ$

Turbulence is modeled using the Spalart-Allmaras model (2.52). We use this test case to investigate the influence of the relaxation parameter $\epsilon$ introduced in (5.29)
Table 6.3: Mesh data for the test case DPW III: Case 2, Wing 1

<table>
<thead>
<tr>
<th></th>
<th>Coarse</th>
<th>Medium</th>
<th>Fine</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of points</td>
<td>2174364</td>
<td>5288507</td>
<td>10150588</td>
</tr>
<tr>
<td>No. of Tetrahedra</td>
<td>6710084</td>
<td>10672069</td>
<td>15052013</td>
</tr>
<tr>
<td>No. of Prisms</td>
<td>1976700</td>
<td>6784770</td>
<td>14931077</td>
</tr>
<tr>
<td>No. of Pyramids</td>
<td>0</td>
<td>0</td>
<td>115</td>
</tr>
<tr>
<td>No. of surface triangles</td>
<td>162314</td>
<td>297914</td>
<td>454484</td>
</tr>
<tr>
<td>No. of surface quadrilaterals</td>
<td>2820</td>
<td>6090</td>
<td>11240</td>
</tr>
<tr>
<td>drag coefficient(p)</td>
<td>1.494445e-02</td>
<td>1.466978e-02</td>
<td>1.470134e-02</td>
</tr>
<tr>
<td>drag coefficient(v)</td>
<td>6.063236e-03</td>
<td>6.101706e-03</td>
<td>6.106965e-03</td>
</tr>
<tr>
<td>lift coefficient</td>
<td>4.730909e-01</td>
<td>4.765350e-01</td>
<td>4.783592e-01</td>
</tr>
<tr>
<td>CFL&lt;sub&gt;init&lt;/sub&gt;</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>γ</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>CFL&lt;sub&gt;mean,max&lt;/sub&gt;</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>CFL&lt;sub&gt;turb,max&lt;/sub&gt;</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Multigrid cycle (mean, turb)</td>
<td>4w, 3v</td>
<td>4w, 3v</td>
<td>4w, 3v</td>
</tr>
<tr>
<td>Number of domains</td>
<td>96</td>
<td>120</td>
<td>180</td>
</tr>
<tr>
<td>Work units: V3, ε = 1</td>
<td>715968</td>
<td>1513200</td>
<td>2916000</td>
</tr>
<tr>
<td>Work units: V3, ε = 7/10</td>
<td>614016</td>
<td>1299240</td>
<td>2627280</td>
</tr>
</tbody>
</table>

and (5.30). In general, from our experience for large scale 3D flows, over-relaxation is not stable. For the wing flow the relaxation parameter could be reduced on all three meshes considered from ε = 1 to ε = \( \frac{7}{10} \). Work units given in Table 6.3 show that the computational time can be reduced by 10% – 15% by the reduction of ε. The reason is that the number of multigrid cycles required to hit the truncation criterion (6.3) using over-relaxation could be reduced by about 10% on all three meshes. The convergence history is shown in Figure 6.8 for ε = 7/10 (right) and for ε = 1 (left).

**Remark 6.5.1** From this investigation we conclude that the over-relaxation parameter ε used in (5.29) and (5.30) has impact on the convergence. Observed that the gain in efficiency choosing ε < 1 for this and many other 3D flow cases is negligible compared to the influence of other parameters (e.g. multigrid cycle), we conclude that choosing ε < 1 is not worthwhile to consider. In particular not when one considers the induced instabilities to the algorithm in particular for 3D test cases. Hence, for all following 3D test cases we choose ε = 1.

To approximate a good initial guess, a full multigrid approach has been followed. This is indicated by the minus numbering in the plots of Figure 6.8. Starting on the
coarsest considered level, an initial guess for the next finer mesh is approximated. In particular for 3D flows it turned out that full multigrid is often a necessary approach for the finding of a good initial guess, stabilizing significantly the whole solution algorithm.

The convergence history of the force coefficients given in Figure 6.9 (left) shows that on all three meshes roughly 50 multigrid cycles are required to reach stable lift and drag coefficients. Figure 6.9 (right) shows the required work units. A plot of $C_p$ and $C_f$ distribution at the 55% span location is given in Figure 6.10.

![Convergence history for DPW III, Case 2, Wing 1 and $\varepsilon = 1$ (left) and $\varepsilon = \frac{7}{10}$ (right)](image1)

![Figure 6.8: Convergence history for DPW III, Case 2, Wing 1 and $\varepsilon = 1$ (left) and $\varepsilon = \frac{7}{10}$ (right)](image2)

![Figure 6.9: Left: Convergence history for DPW III of lift and drag coefficient, right: Work units for DPW III, Wing 1](image3)
6.6 Example 4: Transonic turbulent flow over a common research model

<table>
<thead>
<tr>
<th>Hybrid meshes</th>
<th>Hexahedral meshes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td>No. of Tetrahedra</td>
</tr>
<tr>
<td>L1</td>
<td>2555904</td>
</tr>
<tr>
<td>L2</td>
<td>8626176</td>
</tr>
<tr>
<td>L3</td>
<td>20766720</td>
</tr>
<tr>
<td>L4</td>
<td>69728256</td>
</tr>
<tr>
<td>L5</td>
<td>166133760</td>
</tr>
</tbody>
</table>

Table 6.4: Mesh data for DPW5 CRM

As a further test case we consider a sequence of meshes representing a wing body configuration. We use this test case for several investigations. This test case was considered at the fifth AIAA Drag Prediction Workshop. The considered original meshes are block-structured. A sequence of hybrid meshes were generated from the pure hexahedral meshes. A detailed description of the meshes can be found in [110]. A plot of the L4 surface mesh is given in Figure 6.14 (left). Here we use meshes described in Table 6.4. For the sequence of meshes we searched for the angle of attack such that a target lift coefficient of $C_L = 0.5$ is reached. The target lift computation was stopped as soon as the lift coefficient is in the interval [0.4999, 0.5001].

The relevant physical conditions are:

- Geometry: Wing-body configuration, fifth AIAA Drag Prediction Workshop
- Reynolds number: \( Re = 5.0 \cdot 10^6 \)
- Inflow Mach number: \( M_\infty = 0.85 \)
- Target \( C_L = 0.5 \).

Turbulence is modeled using the Spalart-Allmaras model (2.52). The algorithm parameters are given in Tables 6.5, 6.6 and 6.7. We consider here only the convergence histories for the final angle of attack.

### 6.6.1 Influence of choice of gradients

<table>
<thead>
<tr>
<th>Level</th>
<th>L1</th>
<th>L2</th>
<th>L3</th>
</tr>
</thead>
<tbody>
<tr>
<td>drag coefficient( p )</td>
<td>( 1.4164 \cdot 10^{-2} )</td>
<td>( 1.3391 \cdot 10^{-2} )</td>
<td>( 1.3253 \cdot 10^{-2} )</td>
</tr>
<tr>
<td>drag coefficient( v )</td>
<td>( 1.0789 \cdot 10^{-2} )</td>
<td>( 1.0968 \cdot 10^{-2} )</td>
<td>( 1.1024 \cdot 10^{-2} )</td>
</tr>
<tr>
<td>drag coefficient</td>
<td>( 2.4953 \cdot 10^{-2} )</td>
<td>( 2.4359 \cdot 10^{-2} )</td>
<td>( 2.4277 \cdot 10^{-2} )</td>
</tr>
<tr>
<td>AoA</td>
<td>( 2.27^\circ )</td>
<td>( 2.1484^\circ )</td>
<td>( 2.12^\circ )</td>
</tr>
<tr>
<td>CFL(_{\text{init}})</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>CFL(_{\text{mean,max}})</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>CFL(_{\text{turb,max}})</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Multigrid cycle (mean, turb)</td>
<td>4w, 3v</td>
<td>4w, 3v</td>
<td>4w, 3v</td>
</tr>
<tr>
<td>Number of domains</td>
<td>24</td>
<td>48</td>
<td>72</td>
</tr>
</tbody>
</table>

Table 6.5: DPW5 CRM: Parameters and computed forces for hexahedral meshes for target lift coefficient \( C_L = 0.5 \) using TSL gradients (3.64)

First of all, we investigate the accuracy of the discretization with respect to the different gradient approximations (3.64) and (3.63) required for the viscous and source terms. Using gradient approximation (3.64) gives agreement of the discretization and the derivative terms used in the preconditioner. On the other hand, comparing results given for hexahedral meshes L1, L2 and L3 shown in Figure 6.11, it is observed that the convergence histories of (3.64) and (3.63) are similar. However, when comparing the results for gradient approximations (3.64) in Table 6.5 with results given in [50] we notice that the drag coefficient and angle of attack are slightly too low.

This test case demonstrates that the systematic error introduced using TSL gradients (3.64) (see Lemma 3.4.8) can have impact on the determined approximate solution yielding deviations in drag and lift coefficients. Hence, using such approximations should be handled with care.

Therefore, at least for the mean flow equations we always use gradient approximation (3.63). Then the determined angle of attack and drag coefficient given in
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Figure 6.11: DPW5 CRM, left: Convergence history using (3.64) in the discretization, right: Convergence history using (3.63) in the discretization

Tables 6.6 and 6.7 for both the hexahedral and hybrid meshes are in good agreement with results shown in [50]. A plot of the $C_p$ distribution for the hexahedral L1 and L3 meshes is shown in Figure 6.13 (right).

6.6.2 Assessment of low cost smoother

<table>
<thead>
<tr>
<th>Level</th>
<th>L1</th>
<th>L2</th>
<th>L3</th>
<th>L4</th>
<th>L5</th>
</tr>
</thead>
<tbody>
<tr>
<td>drag coefficient ($p$)</td>
<td>$1.4635 \times 10^{-2}$</td>
<td>$1.3073 \times 10^{-2}$</td>
<td>$1.3483 \times 10^{-2}$</td>
<td>$1.3965 \times 10^{-2}$</td>
<td>$1.3339 \times 10^{-2}$</td>
</tr>
<tr>
<td>drag coefficient ($v$)</td>
<td>$1.0677 \times 10^{-2}$</td>
<td>$1.1134 \times 10^{-2}$</td>
<td>$1.1392 \times 10^{-2}$</td>
<td>$1.1433 \times 10^{-2}$</td>
<td>$1.1478 \times 10^{-2}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$2.364^\circ$</td>
<td>$2.193^\circ$</td>
<td>$2.158^\circ$</td>
<td>$2.133^\circ$</td>
<td>$2.1245^\circ$</td>
</tr>
<tr>
<td>$C_{\text{fmin}}$</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.05</td>
<td>1.05</td>
</tr>
<tr>
<td>$C_{\text{fmean,max}}$</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>250</td>
<td>50</td>
</tr>
<tr>
<td>$C_{\text{fmean, turb,max}}$</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>250</td>
<td>50</td>
</tr>
<tr>
<td>Multigrid cycle (mean, turb)</td>
<td>4w, 3v</td>
<td>4w, 3v</td>
<td>4w, 3v</td>
<td>3v, 2v</td>
<td>3v, 2v</td>
</tr>
<tr>
<td>No. of domains</td>
<td>24</td>
<td>48</td>
<td>72</td>
<td>192</td>
<td>384</td>
</tr>
</tbody>
</table>

Table 6.6: DPW5 CRM: Parameters and computed forces for hexahedral meshes for target lift coefficient $C_L = 0.5$

So far, for all test cases considered we used a simplified ”low cost smoother” described in Theorem 5.3.1. Turning now to mesh refinement studies for 3D flow simulations, it is the intention to show that these simplifications may yield a significant loss in robustness of the solution methods.

Noted in Tables 6.6 and 6.7 for the hybrid L5 mesh it was necessary to reduce the CFL number to 250, and for the hexahedral L4 and L5 mesh we had to reduce the CFL number to 250 and 50 resp. Additionally, let us comment on the convergence
Table 6.7: DPW5 CRM: Parameters and computed forces for hybrid meshes for target lift coefficient $C_L = 0.5$

<table>
<thead>
<tr>
<th>Level</th>
<th>L1</th>
<th>L2</th>
<th>L3</th>
<th>L4</th>
<th>L5</th>
</tr>
</thead>
<tbody>
<tr>
<td>drag coefficient (p)</td>
<td>$1.6112 \cdot 10^{-2}$</td>
<td>$1.4335 \cdot 10^{-2}$</td>
<td>$1.3792 \cdot 10^{-2}$</td>
<td>$1.3531 \cdot 10^{-2}$</td>
<td>$1.3421 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>drag coefficient (v)</td>
<td>$1.0533 \cdot 10^{-2}$</td>
<td>$1.0830 \cdot 10^{-2}$</td>
<td>$1.0964 \cdot 10^{-2}$</td>
<td>$1.1236 \cdot 10^{-2}$</td>
<td>$1.1330 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>AoA</td>
<td>$2.314^\circ$</td>
<td>$2.1892^\circ$</td>
<td>$2.168^\circ$</td>
<td>$2.1355^\circ$</td>
<td>$2.127^\circ$</td>
</tr>
<tr>
<td>CFL_{init}</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>CFL_{mean, max}</td>
<td>$1.1$</td>
<td>$1.1$</td>
<td>$1.1$</td>
<td>$1.1$</td>
<td>$1.05$</td>
</tr>
<tr>
<td>CFL_{turb, max}</td>
<td>1000</td>
<td>1000</td>
<td>200</td>
<td>1000</td>
<td>250</td>
</tr>
<tr>
<td>Mult. cycle (mean, turb)</td>
<td>4w, 3v</td>
<td>4w, 3v</td>
<td>4w, 3v</td>
<td>4w, 3v</td>
<td>3v, 2v</td>
</tr>
<tr>
<td>Number of domains</td>
<td>24</td>
<td>48</td>
<td>72</td>
<td>192</td>
<td>384</td>
</tr>
</tbody>
</table>

Figure 6.12: DPW5 CRM, left: Convergence history for hybrid meshes, right: Work units for variation of methods and grids

history shown for the hexahedral L5 mesh given in Figure 6.13 (left). Unfortunately, only after about 4000 multigrid cycles it was possible to increase the CFL number manually up to 50. So, the process of this computation cannot be interpreted as reliable. And, additionally, an approach to find a maximum CFL number is required. It can be doubted that such a method exists in general (see Section 5.1.7 for a more detailed discussion). An even better way out is to find a way to remove the strong sensitivity with respect to the final CFL number. Moreover, the reduction of the CFL numbers explain the loss of scaling of the algorithms indicated in Figure 6.12 (right), where the complexity of different variations of the algorithms are considered.

Quite obviously, the complexity of the algorithm varies in between $O(N)$ and $O(N^2)$ except for the hybrid L5 mesh, shown in Figure 6.12 (right). For this mesh both a reduction of the CFL number and a reduction of the multigrid cycle were necessary.
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Figure 6.13: DPW5 CRM, left: Convergence history for L5 hexahedral mesh, right: Computed $C_p$ distribution for hexahedral L1 and L3 mesh at the 50.2% span location

To converge this test case 14 orders of magnitude. This explains the tremendous increase in complexity for the L5 mesh. Furthermore, it is observed that for this test case the loss of robustness is more severe for the hexahedral meshes. This observation, in particular the loss of robustness of multigrid, goes along with other results presented in the literature (see [69]). Nevertheless, at least it was possible to converge both sequences of meshes given in Table 6.4 to machine accuracy using an agglomeration multigrid together with a smoother described in Theorem 5.3.1.

We conclude, considering mesh refinement studies in 3D increasing systematically the number of degrees of freedom yielding more accurate solutions, in general may lead to both a loss of scalability and robustness of the algorithm suggested in Theorem 5.3.1.

We use this test case to show, that one possible way to overcome the loss in robustness is to avoid simplifications of the smoother.

6.6.3 Assessment of Newton kind smoother

Instead of considering a severe simplification of the smoother, we now apply directly the Implicit Runge-Kutta smoother given by Algorithm 3. For simplicity we denote this smoother as Newton-GMRES, though being aware of the fact that it represents some kind of damped or regularized Newton method. We truncate the GMRES Algorithm 5.2.1 after 20 iterations. To determine (6.2a) and (6.2b) we chose

$$CFL_{\text{init}} = 3, \quad CFL_{\text{mean,max}} = 1000, \quad CFL_{\text{turb,max}} = 1000, \quad \gamma = \frac{3}{2}.$$
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The convergence history is shown in Figure 6.14 (right). Hence, eliminating the simplification introduced by Theorem 5.3.1 it is possible to reach higher levels of CFL numbers indicating an improvement of the robustness of the overall solution strategy.

It is not unexpected that simplifications in a solution algorithm moving it further away from Newton’s method can have rather serious detrimental effects on the convergence and robustness. These effects may often only be observed with respect to mesh refinement studies for 3D test cases. Hence, this is a suitable example demonstrating such an effect. Being aware of such a behavior it is necessary to have these kinds of Newton algorithms available in a computer code approximating solutions of the RANS equations. It can be assumed that with an increase of mesh size, that is an increase of the number of degrees of freedom, such behavior is reproducible for many other examples.

Figure 6.14: Left: Hexahedral L4 mesh of DPW5 CRM Right: Convergence history of using Algorithm 3 as smoother

6.7 Example 5: High-lift Prediction Workshop II, Case 2a

To confirm the necessity of regularized Newton kind algorithms, we consider a test case from the second High-lift Prediction Workshop. High Reynolds number turbulent flows at low Mach number and high angle of attack are of particular importance. An aircraft in landing configuration is a typical example of such a simulation scenario. For compressible flow solvers the simulation of such flows is a challenge in itself. On the one hand often large regions of separations and vortices can be ob-
served, on the other hand the mixture of compressible and incompressible effects make the simulation of such flows even harder. The relevant physical conditions are

- Geometry: Case 2a, High-lift Prediction Workshop II
- Reynolds number: \( Re = 1.35 \cdot 10^6 \)
- Inflow Mach number: \( M_\infty = 0.175 \)
- Angle of attack: \( \text{AoA} = 7.0^\circ \)

Turbulence is modeled using the Spalart-Allmaras model (2.52). The number of degrees of freedom are about \( 10.2 \cdot 10^6 \). It is often observed that for these flow simulations it is very hard to obtain a converged (machine accurate) result [83, 82].

Figure 6.15: Left: Surface mesh, right: Convergence history

To conclude that there does not exist a steady state seems often to be short sighted. We give here an example where at least within in our code framework, only a smoother based on Newton’s method was able to find the steady state solution.

Figure 6.15 (left) shows the surface mesh, and Figure 6.15 (right) the convergence histories for two different solution algorithms. The first order preconditioned Runge-Kutta smoother (see Theorem 5.3.1) made the simplification that the number of Krylov steps is zero. Hence, algorithm (5.41) is used to approximate the steady state solution. The corresponding convergence history shown in Figure 6.15 (right) is the one with the filled symbols. The consequence of this simplification of the nonlinear multigrid smoother is that convergence could not be obtained, though trying several parameter choices such as different CFL numbers. Finally, we must admit that within our implementation it was not possible to reach a machine accurate solution using algorithm (5.41).
Working with a method where the number of Krylov steps was set to 20, that is the nonlinear multigrid smoother Algorithm 3 is used, without major issues and a CFL number of 250 a fully converged solution could be obtained. This is shown in Figure 6.15 (right). The corresponding convergence history is the one with the non-filled symbols. Hence, this example presents again the importance to have the full scope of methods to solve nonlinear problems available.

### 6.8 Example 6: 3D three element high lift wing-body configuration

<table>
<thead>
<tr>
<th>No. of points</th>
<th>10733766</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Tetrahedra</td>
<td>11590308</td>
</tr>
<tr>
<td>No. of Prisms</td>
<td>17128338</td>
</tr>
<tr>
<td>No. of Pyramids</td>
<td>1523</td>
</tr>
<tr>
<td>No. of surface triangles</td>
<td>628690</td>
</tr>
<tr>
<td>No. of surface quadrilaterals</td>
<td>23933</td>
</tr>
<tr>
<td>CFL\text{init}</td>
<td>10</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.5</td>
</tr>
<tr>
<td>CFL\text{mean,max}</td>
<td>250</td>
</tr>
<tr>
<td>CFL\text{turb,max}</td>
<td>50</td>
</tr>
<tr>
<td>Multigrid cycle (mean, turb)</td>
<td>3v, 2v</td>
</tr>
<tr>
<td>Number of domains</td>
<td>192</td>
</tr>
</tbody>
</table>

Table 6.8: 3D three element wing-body configuration: Mesh data and parameters

One may argue that the necessity to obtain fully converged result is more from theoretical nature than a practical one. On the other hand, it is obvious that a none converged solution has an unknown error component with an unknown impact on the relevant physical data. To demonstrate, in which way such an error component can influence data of interest, is the goal of this example.

We consider a 3D high lift configuration. The computational grid available as well as the parameter setting are described in Table 6.8. The mesh was generated with CENTAUR [29]. A visualization from the top and front of the computational mesh is given in Figure 6.16. The relevant physical conditions are

- Geometry: 3D high lift wing-body configuration
- Reynolds number: $Re = 15.495 \cdot 10^6$
- Inflow Mach number: $M_\infty = 0.1816$
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- Angle of attack: \(\text{AoA} = 24.0^\circ\).

Turbulence is modeled using the Spalart-Allmaras model (2.52). At the 50% span location a plot of the \(C_P\) and \(C_f\) distributions is given in Figure 6.17 and the convergence history is shown in Figure 6.18.

![Mesh of high lift 3D three element wing-body configuration in front view (left) and top view (right)](image1)

![Computed \(C_P\) (left) and \(C_f\) (right) distribution of high lift 3D three element wing-body configuration at the 50% span location](image2)

In the convergence history shown in Figure 6.18 there is substantial slowdown of the residual decrease after an initial drop of the residual of about 6 orders of magnitude. It takes about 1000 multigrid cycles until the residual drops again with its asymptotic convergence rate. Though it is unknown what causes this behavior of
the solution algorithm, it can be assumed that certain flow features described by equations (2.1a) and (2.18) have not developed after the initial drop of the residual of about 6 orders of magnitude. As a confirmation of this assumption a plot of the $C_f$ distribution at the 97% span location is given in Figure 6.19 (left). Here the $C_f$ distribution before the slowdown (residual drop of about 6 orders), after the slowdown (residual drop of about 7 orders) and for the final solution (residual drop of about 14 orders) is shown. Whereas the $C_f$ distribution after the slowdown and for the final solution do not show major differences, there is a significant difference between the final solution and the approximate solution before the slowdown. As
can be seen by Figure 6.19 (right) the size of the separation on the flap at the wing tip is smaller for the final solution when compared with the approximate solution after a residual reduction of about 6 orders. As soon as the final convergence rate is reached, the difference between the approximate solution and final solution seems to be negligible. Hence, it can be assumed that for this experiment an adequate approximate solution is given for a residual reduction of about 7 orders of magnitude. However, this conclusion can only be made because we have knowledge about the full convergence history and final solution. It is clear that premature stopping of the iteration may yield flow predictions significantly differing from the final solution of boundary value problems corresponding to equations (2.1a) and (2.18) with respect to the discretization considered in this thesis.

6.9 Investigations for the incompressible limit

It is not only the goal of this Section to investigate the modifications presented in Section 3.3, but, additionally, to investigate the accuracy of the different discretization schemes. Unfortunately, analytic solutions are not available for any of the examples considered. In this regard, there is no objective argument for evaluating the accuracy of the different discretization strategies. Therefore, at the outset, we are not in a position to conclude that one discretization strategy yields a more accurate result than another one. Naturally, when possible we evaluate accuracy with respect to experience and expectations.

On the other hand, to give some objective guidance, we extrapolate from the computed data a data point corresponding to an infinitely fine mesh together with an approximate order of the method. For this purpose we solve the following system of equations

\[
\begin{align*}
    f_i(c_\infty, \kappa, \omega) &= \|c_\infty - c_{i, \text{comp.}}\| - \kappa \left( \frac{1}{(\text{nDOF}_i)^{1/\text{dim}}} \right)^\omega, \quad i = 1, 2, 3. 
\end{align*}
\]  

Here, \text{dim} denotes the space dimension, and the term \(1/(\text{nDOF})^{1/\text{dim}}\) corresponds to the mesh size; that is, we assume that the mesh size behaves like

\[
h \sim 1/(\text{nDOF})^{1/\text{dim}},
\]  

and \text{nDOF} denotes the number of degrees of freedom. For a method of order \(\omega\) in the asymptotic regime the estimate

\[
\|c_\infty - c_{\text{comp.}}\| \leq \kappa \cdot h^\omega, \quad \kappa \geq 0,
\]  

holds true. For the unknowns \(c_\infty, \kappa\) and \(\omega\) we reformulate estimate (6.6) as the system of three equations (6.4). Having three values of \(c_i, i = 1, 2, 3\), for a given
sequence of three meshes satisfying that the mesh sizes behave as

\[ h_i \sim 1 / (n\text{DOF}_i)^{1/\text{dim}}, \]

we need to solve for a root of system (6.4) to determine the three unknowns. This analysis was done for the NACA 0012 airfoil test case, and for the transonic turbulent flow over the Common Research Model. The computed results for the extrapolated force coefficient \( c_\infty \) as well as the corresponding order of convergence \( \omega \) and constant \( \kappa \) on an infinite mesh can be found in the Tables 6.10 and 6.12.

Before for these test cases an analysis based on (6.4) is performed, a short consideration about the expected order of convergence \( \omega \) is required. Note the following facts:

a) The order of the discretization of the convective terms can only be shown to be of second order under special circumstances, for example a Cartesian mesh.

b) Gradients used to discretize the viscous terms are in general only exact for linear functions on Cartesian meshes (see Lemma 3.4.4).

c) In general, the geometries of all considered test cases have corners and edges. Hence, the surface boundary of all geometries cannot be represented by a differentiable function.

d) Smoothness assumptions of solutions for the boundary value problems formulated in Section 2.4 are in general not possible.

These are reasons to conclude that with respect to mesh refinement studies the formal discretization order of two cannot be expected to be observed for solutions or values based on solutions. That is, with respect to the discrete solution and corresponding values such as lift and drag coefficients we only expect convergence of order one. More examples considering the accuracy towards the incompressible limit can be found in the article [46]. In this article in particular a turbulent flat plate case is presented, which exhibits quite exactly convergence of order one. It is assumed that this is due to the stagnation point singularity.

In the following Sections 6.9.1 – 6.9.4 we give examples for the extension of the discretization to the incompressible limit presented in Section 3.3. We start with a basic inviscid flow case to investigate the behavior for inflow Mach numbers down to \( Ma_\infty = 10^{-4} \). Then, we show that the extension of the discretization to the incompressible limit is applicable to 3D transonic flow cases. As example we re-use the test case of Section 6.6. And then, in Sections 6.9.3 and 6.9.4 we investigate the technique for 3D high-lift flows. In particular the NASA Trap wing is discussed in detail.
6.9. INVESTIGATIONS FOR THE INCOMPRESSIBLE LIMIT

6.9.1 Example 7: Inviscid flow over NACA 0012 airfoil

We consider an inviscid flow over the NACA 0012 airfoil. We perform the computations on a sequence of C-type structured meshes of dimension $160 \times 32, 320 \times 64$ and $640 \times 128$. The computed drag and lift coefficients are given in Table 6.9. As expected the non-modified scheme shows for all meshes a significant loss in accuracy starting at about a Mach number of $Ma = 0.01$. Lower inflow Mach numbers increase this loss in accuracy. Both the modification of Turkel (see 3.51) and the one of Rossow and Swanson (see Section 3.3.4) fix this problem, and consistent drag and lift coefficients are obtained also for the considered inflow Mach numbers below $Ma = 0.01$.

Figures 6.20, 6.21 and 6.22 show the distributions for the inflow Mach number $10^{-4}$. Though, as expected, the quality of results improve with higher mesh densities for the non-modified scheme, even on the finest mesh of size $640 \times 128$ the results are not acceptable and comparable to the modified schemes. The non-modified scheme shows in particular a poor behavior on the trailing edge. With respect to $C_P$-distribution the modified schemes show comparable results. A closer look at the total pressure loss shows advantageous behavior of the Rossow/Swanson scheme.

Figures 6.23, 6.24 and 6.25 show the results for Mach number $10^{-3}$, Figures 6.26, 6.27 and 6.28 for Mach number $10^{-2}$ and Figures 6.29, 6.30 and 6.31 for Mach number $10^{-1}$. It is of no surprise that with increasing the inflow Mach number the results of the non-modified scheme improve. A closer look at the total pressure loss for $Ma = 10^{-1}$ even shows that the non-modified scheme exhibits better results compared to the Turkel modification. This is confirmed by the result for $Ma = 0.3$ given in Figures 6.32, 6.33 and 6.34. However, the Rossow/Swanson scheme also shows for $Ma = 0.3$ comparable results to the non-modified scheme for all mesh densities.

Having evaluated the accuracy with respect to expectation, we now use the extrapolation method explained in Section 6.9. Using (6.4), we compute the asymptotic values for the inflow Mach numbers $Ma_\infty = 0.3, Ma_\infty = 10^{-2}$ and $Ma_\infty = 10^{-4}$. The asymptotic values are given in Table 6.10. These values, in particular those for $\omega$, do not show a clear behavior. There is a discrepancy between the lift and the drag coefficient. As expected, none of the results show the design order of the scheme. The results for the non-modified scheme and $Ma = 10^{-4}$ are so poor, that the system of equations (6.4) could not be solved. The modification of Turkel shows for the lift coefficient at all Mach numbers a convergence order of about 1.1 and for the drag coefficient of about 1.85. The scheme of Rossow/Swanson shows for the lift coefficient a convergence order of about 0.7 and for the drag coefficient of about 1.9. Nevertheless, the variety in the results shows that the given sequence of meshes was probably not suited to determine asymptotic values; that is, the assumptions for the estimate (6.6) are possibly not satisfied.
<table>
<thead>
<tr>
<th>Mesh size</th>
<th>$M\alpha_{\infty}$</th>
<th>Drag coefficient</th>
<th>Lift coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Turkel</td>
<td>Ro.-Sw.</td>
</tr>
<tr>
<td>160 × 32</td>
<td>0.3</td>
<td>$6.012 \cdot 10^{-4}$</td>
<td>$5.930 \cdot 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>$5.921 \cdot 10^{-4}$</td>
<td>$5.882 \cdot 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>$5.915 \cdot 10^{-4}$</td>
<td>$5.884 \cdot 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>$5.915 \cdot 10^{-4}$</td>
<td>$5.884 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>320 × 64</td>
<td>0.3</td>
<td>$3.476 \cdot 10^{-4}$</td>
<td>$3.195 \cdot 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>$3.307 \cdot 10^{-4}$</td>
<td>$3.035 \cdot 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>$3.290 \cdot 10^{-4}$</td>
<td>$3.011 \cdot 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>$3.290 \cdot 10^{-4}$</td>
<td>$3.010 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>640 × 128</td>
<td>0.3</td>
<td>$2.781 \cdot 10^{-4}$</td>
<td>$2.476 \cdot 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>$2.580 \cdot 10^{-4}$</td>
<td>$2.274 \cdot 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>$2.559 \cdot 10^{-4}$</td>
<td>$2.243 \cdot 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>$2.559 \cdot 10^{-4}$</td>
<td>$2.241 \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 6.9: NACA 0012: Force coefficients for different Mach numbers

<table>
<thead>
<tr>
<th>$M\alpha_{\infty}$</th>
<th>drag coeff.</th>
<th>lift coeff.</th>
<th>drag coeff.</th>
<th>lift coeff.</th>
<th>drag coeff.</th>
<th>lift coeff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>$2.5186 \cdot 10^{-4}$</td>
<td>0.24749</td>
<td>$2.2769 \cdot 10^{-4}$</td>
<td>0.23496</td>
<td>$2.2749 \cdot 10^{-4}$</td>
<td>0.23498</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>1.0156</td>
<td>0.42129</td>
<td>0.95834</td>
<td>0.31373</td>
<td>0.9508</td>
<td>0.27451</td>
</tr>
<tr>
<td>$\omega$</td>
<td>1.8675</td>
<td>1.18442</td>
<td>1.8444</td>
<td>1.13535</td>
<td>1.8424</td>
<td>1.10109</td>
</tr>
<tr>
<td>0.01</td>
<td>$2.2196 \cdot 10^{-4}$</td>
<td>0.248554</td>
<td>$1.9628 \cdot 10^{-4}$</td>
<td>0.236673</td>
<td>$1.9601 \cdot 10^{-4}$</td>
<td>0.236088</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>1.3938</td>
<td>0.033598</td>
<td>1.3289</td>
<td>0.021228</td>
<td>1.3220</td>
<td>0.018296</td>
</tr>
<tr>
<td>$\omega$</td>
<td>1.9275</td>
<td>0.799701</td>
<td>1.9034</td>
<td>0.724366</td>
<td>1.9020</td>
<td>0.685891</td>
</tr>
<tr>
<td>0.001</td>
<td>$1.9709 \cdot 10^{-4}$</td>
<td>0.251234</td>
<td>$4.1302 \cdot 10^{-4}$</td>
<td>0.24130</td>
<td>no sol.</td>
<td>0.036803</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>1.6008</td>
<td>0.020188</td>
<td>13.086</td>
<td>102.17439</td>
<td>no sol.</td>
<td>0.923016</td>
</tr>
<tr>
<td>$\omega$</td>
<td>1.8557</td>
<td>0.70044</td>
<td>1.7072</td>
<td>2.25543</td>
<td>no sol.</td>
<td>0.417258</td>
</tr>
</tbody>
</table>

Table 6.10: Asymptotic force coefficients for NACA 0012 airfoil
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Figure 6.20: Mesh: 160 × 32, $Ma_\infty = 0.0001$: Computed $C_p$ (left) and total pressure loss (right)

Figure 6.21: Mesh: 320 × 64, $Ma_\infty = 0.0001$: Computed $C_p$ (left) and total pressure loss (right)

Figure 6.22: Mesh: 640 × 128, $Ma_\infty = 0.0001$: Computed $C_p$ (left) and total pressure loss (right)
Figure 6.23: Mesh: $160 \times 32$, $Ma_{\infty} = 0.001$: Computed $C_p$ (left) and total pressure loss (right)

Figure 6.24: Mesh: $320 \times 64$, $Ma_{\infty} = 0.001$: Computed $C_p$ (left) and total pressure loss (right)

Figure 6.25: Mesh: $640 \times 128$, $Ma_{\infty} = 0.001$: Computed $C_p$ (left) and total pressure loss (right)
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Figure 6.26: Mesh: $160 \times 32$, $Ma_\infty = 0.01$: Computed $C_p$ (left) and total pressure loss (right)

Figure 6.27: Mesh: $320 \times 64$, $Ma_\infty = 0.01$: Computed $C_p$ (left) and total pressure loss (right)

Figure 6.28: Mesh: $640 \times 128$, $Ma_\infty = 0.01$: Computed $C_p$ (left) and total pressure loss (right)
Figure 6.29: Mesh: $160 \times 32$, $Ma_\infty = 0.1$: Computed $C_p$ (left) and total pressure loss (right)

Figure 6.30: Mesh: $320 \times 64$, $Ma_\infty = 0.1$: Computed $C_p$ (left) and total pressure loss (right)

Figure 6.31: Mesh: $640 \times 128$, $Ma_\infty = 0.1$: Computed $C_p$ (left) and total pressure loss (right)
Figure 6.32: Mesh: $160 \times 32$, $Ma_\infty = 0.3$: Computed $C_p$ (left) and total pressure loss (right)

Figure 6.33: Mesh: $320 \times 64$, $Ma_\infty = 0.3$: Computed $C_p$ (left) and total pressure loss (right)

Figure 6.34: Mesh: $640 \times 128$, $Ma_\infty = 0.3$: Computed $C_p$ (left) and total pressure loss (right)
6.9.2 Example 8: Transonic turbulent flow over a Common Research Model

To show the applicability of the different discretization schemes for transonic flows we reconsider the test case of Section 6.6. Instead of considering the target lift, for this investigation we consider a fixed angle of attack of $2.2^\circ$. For all flow cases a residual reduction of 14 orders of magnitude was obtained. All three considered discretization techniques show no problem with respect to convergence. A plot of the finest grid level used for the investigations with respect to the low Mach modifications and the convergence histories are shown in Figure 6.35.

The lift and drag coefficients for the schemes are given in Table 6.11. Application and solution of (6.4) gave the asymptotic values in Table 6.12. For this transonic test case larger discrepancies in results can only be observed for grid Level L1. The other grid levels as well as the extrapolated asymptotic values are in good agreement.

![Figure 6.35: Left: Plot of hexahedral L4 mesh of NASA CRM; right: Convergence histories for hexahedral L4 mesh](image)

6.9.3 Example 9: 3D high lift wing-body configuration

Since we are interested in flows which exhibit both incompressible and compressible regions, we now reconsider the 3D high-lift flow from Section 6.8. It is our goal to show that the low Mach modification of Rossow/Swanson is applicable to these kind of flows. To the author’s experience, it is often these flow cases which are of interest in practice but where the traditional low Mach modification fails. A plot of the surface mesh can be found in Figure 6.36 (left).

The convergence history presented in Figure 6.36 (right) shows that using the low Mach modification of Rossow/Swanson causes no convergence problems, and robustness of the scheme as well as the observed convergence rate are comparable.
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### Table 6.11: Computed drag and lift coefficient of DPW5 Common Research model

<table>
<thead>
<tr>
<th>Mesh</th>
<th>No modification</th>
<th>(mod. Turkel)</th>
<th>(mod. Rossow/Swanson)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>2.442831 · 10^{-2}</td>
<td>2.425625 · 10^{-2}</td>
<td>2.484298 · 10^{-2}</td>
</tr>
<tr>
<td>L2</td>
<td>2.499070 · 10^{-2}</td>
<td>2.495923 · 10^{-2}</td>
<td>2.506497 · 10^{-2}</td>
</tr>
<tr>
<td>L3</td>
<td>2.517880 · 10^{-2}</td>
<td>2.516215 · 10^{-2}</td>
<td>2.521016 · 10^{-2}</td>
</tr>
<tr>
<td>L4</td>
<td>2.534337 · 10^{-2}</td>
<td>2.533301 · 10^{-2}</td>
<td>2.535941 · 10^{-2}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>No modification</th>
<th>(mod. Turkel)</th>
<th>(mod. Rossow/Swanson)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>4.84779 · 10^{-1}</td>
<td>4.792998 · 10^{-1}</td>
<td>4.911367 · 10^{-1}</td>
</tr>
<tr>
<td>L2</td>
<td>5.025033 · 10^{-1}</td>
<td>5.020096 · 10^{-1}</td>
<td>5.026062 · 10^{-1}</td>
</tr>
<tr>
<td>L3</td>
<td>5.070862 · 10^{-1}</td>
<td>5.068201 · 10^{-1}</td>
<td>5.071321 · 10^{-1}</td>
</tr>
<tr>
<td>L4</td>
<td>5.106439 · 10^{-1}</td>
<td>5.104293 · 10^{-1}</td>
<td>5.108746 · 10^{-1}</td>
</tr>
</tbody>
</table>

Table 6.11: Computed drag and lift coefficient of DPW5 Common Research model

### Table 6.12: Asymptotic force coefficients for NASA CRM of 5th Drag Prediction Workshop

<table>
<thead>
<tr>
<th>No modification</th>
<th>Turkel</th>
<th>Rossow / Swanson</th>
</tr>
</thead>
<tbody>
<tr>
<td>drag coeff.</td>
<td>lift coeff.</td>
<td>drag coeff.</td>
</tr>
<tr>
<td>$c_\infty$</td>
<td>2.5558 · 10^{-2}</td>
<td>5.1407 · 10^{-1}</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.537838</td>
<td>62.55723</td>
</tr>
<tr>
<td>$\omega$</td>
<td>1.407716</td>
<td>1.7656</td>
</tr>
</tbody>
</table>

Table 6.12: Asymptotic force coefficients for NASA CRM of 5th Drag Prediction Workshop

to the non-modified scheme. The residuals of the scheme of Turkel stalled after about 6 orders of magnitude. Also, an adaptation of the CFL number or several other parameters of the solution scheme were not able to prohibit this failure of convergence. Moreover, the convergence plots of lift and drag coefficient shown in Figure 6.37 exhibit different values. This is clearly an indicator that for such a complex flow the discrete solution obtained is not in the asymptotic range. The difference in the $C_p$ and $C_f$ distributions given in Figure 6.38 confirms this indication. Nevertheless, this example demonstrates the improved robustness of the Rossow/Swanson scheme compared to the original Turkel scheme.

Referring to the conclusion made in Section 6.8, we emphasize again the necessity for fully converged solutions. Hence, the non converged solution of the Turkel scheme needs to be handled with care and the improved robustness of the Rossow/Swanson scheme clearly has its advantages.

### 6.9.4 Example 10: NASA TRAP Wing

As a final example to investigate the extension of the discretization scheme to the incompressible limit, we examine the NASA Trap Wing considered at the first
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Figure 6.36: 3D high lift wing-body configuration: View on the mesh (left), convergence history (right)

Figure 6.37: 3D high lift wing-body configuration: Convergence history of drag coefficient (left) and of lift coefficient (right)

Figure 6.38: 3D high lift wing-body configuration: $C_p$–distribution (left) and $C_f$–distribution at the 97% span location with non-modified and modified dissipation
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AIAA High-Lift prediction workshop [83]. For the numerical computations, we used a sequence of three meshes. The meshes were generated using VGrid and are marked as UH6 in Table 2 of [83]. Rough data of these meshes is given in Table 6.13. A surface plot of the finest mesh used is given in Figure 6.40 (right). The physical parameters of the test case are as follows:

- Geometry: NASA TRAP Wing
- Reynolds number: $Re = 4.3 \cdot 10^6$
- Inflow Mach number: $M_\infty = 0.2$

Computations were done for the angles of attack 13°, 28°, 32°, 34° and 37°. Note that for all numerical experiments a residual reduction of 14 orders of magnitude was possible, even for the fully separated flow at 37° angle of attack. None of the computed solutions showed dependency on the initial conditions, and a standard procedure using full multigrid for the start-up phase was successful in all computations. Also, though tried for a given discretization on a given mesh, multiple solutions were not obtained as reported by Kamenetskiy et al [33]. Figure 6.39 shows some of the convergence histories only on the finest mesh considered, in particular for the highest angle of attacks 34° and 37° as well as for the 28° case. For the coarser meshes convergence of the computations was in general straightforward, and on all meshes a CFL number between 100 and 1000 could be reached.

The determined force coefficients of lift and drag are given in Table 6.14. A plot of the $C_L(\alpha)$ branch is given in Figure 6.41, and comparisons with measurements are done. It can be directly observed that for the given grids, that is a given resolution, the behavior of the non-modified scheme and the modified scheme for high angles of attack is totally different. The non-modified discretization predicts a maximum lift between 34° and 37°, whereas the modified scheme exhibits the maximum lift between 32° and 34°. In particular, the medium mesh shows for the modified scheme an unexpected behavior, which does not correspond to the results for the coarse and the fine mesh. The differences for all other angles of attack for both discretizations are minor.

$C_p$ distributions are shown at the 50% and 98% wing section and compared with experimental data. For the angle of attack 13° these distributions are given in Figures 6.42, 6.43 and 6.44, for the angle of attack 28° in Figures 6.45, 6.46 and 6.47,

<table>
<thead>
<tr>
<th>Mesh</th>
<th>No. of points</th>
<th>No. of elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse (C)</td>
<td>3727008</td>
<td>10169092</td>
</tr>
<tr>
<td>Medium (M)</td>
<td>11047965</td>
<td>38017477</td>
</tr>
<tr>
<td>Fine (F)</td>
<td>32445391</td>
<td>127443165</td>
</tr>
</tbody>
</table>

Table 6.13: NASA TRAP Wing: Mesh data
for the angle of attack 34° in Figures 6.48, 6.49 and 6.50, and for the angle of attack 37° in Figures 6.51, 6.52 and 6.53.

For the 13° and 28° cases the C_p-distribution at the 50% looks similar for all mesh sizes. For the 98% wing section an assertion is not straightforward, and the results are difficult to compare. Obviously, the differences on the main wing and the flap are larger when compared with the slat. Due to the offset to the experimental data, an assertion with respect to accuracy cannot be done. In particular, on the finest
mesh considered there is again good agreement for the Rossow/Swanson modified and the non-modified schemes.

The situation changes dramatically when considering the 34° case. Already observed in the lift coefficient (see Figure 6.41), the non-modified scheme predicts a significantly different lift than the Rossow/Swanson modified scheme. This goes along with the observation that for all meshes the computed \( C_P \) distribution looks different on the slat, the main wing and on the flap. Moreover, the non-modified scheme represents significantly better the experimental data than the Rossow/Swanson modified scheme. The differences in the computed flow fields are further illustrated in Figure 6.54. In the left figure the streamlines of the velocity field for the non-modified scheme are given. The prediction of the flow field is smooth without large separations. This situation is totally different when compared with the flow field computed with the Rossow/Swanson modified scheme. Here, the velocity streamlines predict a huge separation over the wing. Again, note that both figures represent fully converged solutions on the given grid. They are different with respect to the discretization of the artificial viscosity terms.

For the 37° cases, in particular on the finest mesh, both schemes predict about the same \( C_P \)-distribution. Also, as shown in Figure 6.55, the streamlines of the flow for the non-modified scheme and the modified one are in good agreement, and both discrete solutions predict a large flow separation over the wing. Though the flow is fully separated, the obtained steady-state solution still shows quite good agreement with the experimental data. Due to the complexity of the flow and since it can be assumed to be fully separated and unsteady, such an agreement might be accidental.
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Figure 6.40: NASA TRAP Wing: View on the mesh

Figure 6.41: NASA TRAP Wing: Representation of $C_L(\alpha)$ branch without dissipation modification (left) and with dissipation modification (right)
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Figure 6.42: NASA TRAP Wing, coarse mesh: $C_p$–distribution at the 50% (left) and 98% (right) wing position and angle of attack 13°

Figure 6.43: NASA TRAP Wing, medium mesh: $C_p$–distribution at the 50% (left) and 98% (right) wing position and angle of attack 13°

Figure 6.44: NASA TRAP Wing, fine mesh: $C_p$–distribution at the 50% (left) and 98% (right) wing position and angle of attack 13°
Figure 6.45: NASA TRAP Wing, coarse mesh: $C_p$–distribution at the 50% (left) and 98% (right) wing position and angle of attack 28°

Figure 6.46: NASA TRAP Wing, medium mesh: $C_p$–distribution at the 50% (left) and 98% (right) wing position and angle of attack 28°

Figure 6.47: NASA TRAP Wing, fine mesh: $C_p$–distribution at the 50% (left) and 98% (right) wing position and angle of attack 28°
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Figure 6.48: NASA TRAP Wing, coarse mesh: $C_p$-distribution at the 50% (left) and 98% (right) wing position and angle of attack $34^\circ$

Figure 6.49: NASA TRAP Wing, medium mesh: $C_p$-distribution at the 50% (left) and 98% (right) wing position and angle of attack $34^\circ$

Figure 6.50: NASA TRAP Wing, fine mesh: $C_p$-distribution at the 50% (left) and 98% (right) wing position and angle of attack $34^\circ$
Figure 6.51: NASA TRAP Wing, coarse mesh: $C_p$–distribution at the 50% (left) and 98% (right) wing position and angle of attack 37°.

Figure 6.52: NASA TRAP Wing, medium mesh: $C_p$–distribution at the 50% (left) and 98% (right) wing position and angle of attack 37°.

Figure 6.53: NASA TRAP Wing, fine mesh: $C_p$–distribution at the 50% (left) and 98% (right) wing position and angle of attack 37°.
6.10. Example 11: Laminar Flow over NACA0012 Airfoil

So far, for all examples shown we have not yet exploited the full algorithmical potential suggested in Figure 5.1. This example is dedicated to this topic. It corresponds to the exterior viscous flow problem formulated in Section 2.4. The relevant physical conditions are

- Geometry: NACA 0012 airfoil
- Reynolds number: $Re = 5000$
• Inflow Mach number: $M_{\infty} = 0.5$

• Angle of attack: AoA = 0.0°.

The mesh used is a C-type structured mesh of size $512 \times 256$. For a detailed analysis of this test case we refer to [90]. In this referred article this example is investigated for the additional angles of attack 1.0°, 2.0° and 3.0° up to a mesh size of $4096 \times 2048$. It is out of the scope of this thesis to repeat such results. But it has turned out, that for the development of robust and reliable solution algorithms, these test cases are of major importance. On the one hand these test cases do not show additional complexity since turbulence is not modeled. On the other hand, due to the large separations at the trailing edge of the airfoil (see [90] for more details), in the context of this article only regularized Newton-kind smoothers such as Algorithm 3 were able to find a steady state solution for the finest mesh sizes considered. Smoothers like the LU-SGS method (see Theorem 5.3.4) were not even able to find a steady state, already on rather coarse meshes. We refer to Section 7.3.1 and [45] where analytical reasons for such behavior are discussed.

In this thesis, to approximate a steady state solution for the mesh of size $512 \times 256$, we apply the nonlinear multigrid Algorithm 5.1.6 with smoother (5.42). Instead of prescribing the number of steps to approximately solve (5.40), we choose as truncation criterion (5.39) in combination with

$$
\varepsilon(k) = 10^{-12},\quad \max_{\text{iter}} = 50.
$$

(6.7)

It is the goal of this example to demonstrate the potential of linear multigrid Algorithm 5.2.2 together with a residual based truncation criterion.

Therefore, we performed two iterations. In the first test we used as linear solver a single grid iteration, and in the second test we applied a 4V linear multigrid cycle. Figures 6.56 (left) and 6.56 (right) show the convergence histories. In Figure 6.56 (left) one observes that for the fixed truncation criterion (6.7) the convergence history of the outer nonlinear residual is (almost) independent of the inner linear solution method. This observation suggests that indeed a residual based truncation criterion is advantageous compared to a fixed number of iterations. Possible deficiencies of the inner linear solution method are compensated. To illustrate convergence of the inner single grid and linear multigrid iteration, Figure 6.56 (right) shows a representative section of the inner linear residuals. Obviously, as expected the single grid iteration is algorithmically much less efficient. The 4V multigrid cycle requires much less iterations until the truncation criterion of $10^{-12}$ is satisfied. For a fixed number of inner iterations, say for example 10, from Figure 6.56 (right) one can also conclude that the linear multigrid cycle reduces the linear residual by about 5 – 6 orders of magnitude, whereas the single grid iteration only performs a
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reduction of about 2 – 3 orders of magnitude. Such a large difference in the residuals may lead to a totally different update for the outer nonlinear loop and also a different behavior of the outer nonlinear multigrid Algorithm 5.1.6.

![Figure 6.56: Left: Convergence history of nonlinear residual, right: Convergence history of linear residual](image)

Though the inclusion of linear multigrid as well as a residual based truncation criteria show algorithmical improvements, it is important that within our implementation these additional features yield a significant increase in the total computational time. Hence, these techniques have not yet been applied to large scale 3D simulations. It is of major importance and future work to improve the efficiency of such algorithmical features.

6.11 Application of $k\omega$-model

This section, and the examples considered in Subsections 6.11.1, 6.11.2, 6.11.3, 6.11.4 and 6.11.5 deal with the application of implicit methods to the two equation $k\omega$-model (2.22) presented in Section 2.2.2. Within the community of computational fluid dynamics it seems to be accepted point of view, that it is in general possible to approximate solutions of the corresponding exterior turbulent flow problem formulated in Section 2.4 modeling turbulence by a $k\omega$-model.

Considering an unstructured finite volume code it was the experience in the author’s implementation of this model, that it was not straightforward at all to construct a robust and reliable solution method for this turbulence model taking care of the following demands:

a) Implement the model free of direct limiters for the variables $k$ and $\omega$. 
b) Avoid a reformulation of several parts of the model.

Note that often codes used in computational fluid dynamics have hard limitations for $k$ and $\omega$ to ensure positivity of the variables. The necessity of positivity is a direct consequence of (2.54). In general, the implementations do not work without such limitations. Neglecting those limitations often as a sudden the computation ends with ”Not a number”. Let us shortly discuss the reasons for the demands formulated above. Using such limitations has several major drawbacks:

a) Iterations do not converge to steady state, since artificially values for $k$ and $\omega$ are manipulated. Mathematically, the degree of freedom, where the limiter acts, is then a side condition and it would be required to remove it from the degrees of freedom.

b) Even, in case the iteration converges to a steady state, one finally has to check that the limiter is not active. Otherwise one has maybe considerably changed the outcome of the model.

c) The values the limitations are based on are often ad hoc values experienced by the behavior of certain examples. Hence, it can be assumed that there is no generality in their construction. Therefore these techniques may only work for a few similar examples.

d) One rarely finds information about the technical details of the limitation. Reproducibility of results is therefore often either hard or even impossible.

e) Limitation may change both the solution and the analytical formulation of the model. Hence, the introduction of these techniques may be also viewed as turbulence modeling.

For example, in the framework of discontinuous Galerkin codes [4, 28] the original $k\omega$-model has been reformulated in an analytical way. Hence, actually these authors have changed the original set of equations already on its analytic foundation. Unfortunately, the authors leave it open if these modifications are active for steady state solutions, and if they are, they leave it open in which way these limiters influence the prediction quality of the original model.

Though a turbulence model is only a model, and modifications might be allowed, one has to admit that finally one solves for a different set of equations and comparisons to the original formulation are not straightforward or even impossible. To avoid all such problems, within our framework the only limitation implemented is mentioned in (2.24). And such limitation is mentioned also by other authors, for example [60, 62], and Section 6.11.1 gives an example for the necessity of this limitation.

To deal with the problem of positivity of $k$ and $\omega$ we simply introduced a damping of the updates. For example, Algorithm (5.42) gives for the variables $k_i$ and $\omega_i$, $i =$
1, \ldots, N_{\text{elem}}$, the updates
\begin{align}
k_i^{(j)} &= k_i^{(0)} - \Delta k_i, \quad (6.8a) \\
\omega_i^{(j)} &= \omega_i^{(0)} - \Delta \omega_i, \quad (6.8b)
\end{align}
where $(\Delta k_i, \Delta \omega_i)$ denotes the symbol for $i$th entry of vector one obtains evaluating $\alpha_{j+1,j} \mathbf{P} \mathbf{r}^{-1} \mathbf{R} (\mathbf{W}^j)$. The direct application of (6.8) often yield negative values in particular for $k$. Most often this was observed for the high-lift test cases. Therefore, we replaced (6.8) by

\begin{algorithm}
\begin{algorithmic}
\State \textbf{procedure} LOOP OVER ALL MESH POINTS TO UPDATE $k$ AND $\omega$
\For{$i = 1, \ldots, N_{\text{elem}}$}
\State $s_n = 1$
\For{$n = 1, 2, \ldots$}
\State $k_i^{\text{new}} = k_i^{(0)} - s_n \Delta k_i$
\If{$k_i^{\text{new}} > 0$}
\State $k_i^{(j)} = k_i^{\text{new}}$
\State \textbf{break}
\Else
\State $s_{n+1} = \frac{2n}{2}$
\EndIf
\EndFor
\For{$i = 1, \ldots, N_{\text{elem}}$}
\State $s_n = 1$
\For{$n = 1, 2, \ldots$}
\State $\omega_i^{\text{new}} = \omega_i^{(0)} - s_n \Delta \omega_i$
\If{$\omega_i^{\text{new}} > 0$}
\State $\omega_i^{(j)} = \omega_i^{\text{new}}$
\State \textbf{break}
\Else
\State $s_{n+1} = \frac{2n}{2}$
\EndIf
\EndFor
\EndFor
\end{algorithmic}
\end{algorithm}

Naturally, Algorithm 4 represents some kind of damped Newton method introducing a further effect of regularization. The undesired side effect is, that the updates may become arbitrary small yielding an overall convergence corruption. However, for none of the considered test cases stall of convergence has been observed so far. Compared with many others methods tried to ensure positivity of $k$ and $\omega$ Algorithm 4 was within the author’s implementation always superior. The simplicity is a further argument for Algorithm 4. But application of Algorithm 4 cannot guarantee convergence. Hence, future work needs to focus on other mechanisms to ensure positivity of $k$ and $\omega$ without reformulating the $k\omega$-model itself.

Nevertheless, compared to exterior turbulent flow problem in combination with the Spalart-Allmaras model it turned out that a combination with a $k\omega$-model yield
to much harder problems to set up a reliable and robust solution method. The implementation of the model together with the solution algorithm must be viewed as proprietary, and far away from being usable for large scale problems. It seems that the stiffness inherent in this set of equations together with the unresolved analytical background in which way to choose proper boundary values, the understanding for these equations is at a very primitive level. And, finally, since the error introduced by the turbulence model cannot be assessed, it is an interesting question if it is well worth the effort to try to develop suitable algorithms to approximately solve for this set of equations.

However, in the following examples it is our goal to demonstrate that in principal the solution methodology suggested in this thesis is at least for some basic flow problems possible to deal with this kind of equations. For all the examples considered in the following we apply Algorithm (5.42) in combination with (5.36).

6.11.1 Example 12: CASE 10, RAE 2822

We consider turbulent flow over the RAE 2822 airfoil. The relevant physical conditions are:

- Geometry: RAE 2822 airfoil
- Reynolds number: $Re = 6.2 \cdot 10^6$
- Inflow Mach number: $M_\infty = 0.75$
- Angle of attack: AoA = 2.81°.

Turbulence is modeled using the $k\omega$-model (2.52). For the computation the mesh of size $320 \times 64$ from Section 6.3 is used.

To demonstrate the necessity of the production limiter (2.24), we visualize the eddy viscosity in the neighborhood of the airfoil. For all the results shown machine accurate results could be obtained on the given mesh. The convergence history is given in Figure 6.58. The results are given in Figure 6.57. Without production limiter the $k\omega$-model in $Pr_{k,(k,\omega)}$ shows an excess of eddy viscosity in a region where the shock interacts with the outer region of the boundary layer. This effect is eliminated by using in the term $Pr_{k,(k,\omega)}$ the production limiter (2.24). Hence, the production limiter (2.24) in the $k\omega$-model is not introduced for a possible better numerical behavior, but it has a severe impact on a corresponding solution and it is therefore an important part of the model itself, that is part of the analytical description of the model. And the flow prediction reacts sensitive with respect to this reformulation.
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Figure 6.57: Eddy viscosity in the neighborhood of the airfoil without (left) and with (right) production limiter

Figure 6.58: Convergence history

6.11.2 Example 13: CASE 9, RAE 2822

We reconsider the example of Section 6.3, now in combination with the $k\omega$-model. Again, the relevant physical conditions are:

- Geometry: RAE 2822 airfoil
- Reynolds number: $Re = 6.5 \cdot 10^6$
• Inflow Mach number: $M_\infty = 0.73$

• Angle of attack: AoA = 2.79°.

Turbulence is modeled using the $k\omega$-model (2.52). We use again the mesh of size $320 \times 64$. This test case demonstrates the influence of the balance between the mean flow equations (2.1a) and the turbulent flow equations (2.22). Solving the nonlinear algebraic system of equations (3.97) weakly coupled, we show that it is in particular the turbulent flow equations, which rule the overall convergence rate. This serves as an indicator for the stiffness introduced by this equation into the full set of equations. Figure 6.59 (left) shows the convergence behavior comparing a ratio of 1 : 5 compared to 1 : 50. That is, in the first computation we performed 1 nonlinear multigrid cycle for the mean flow equations compared to 5 for the turbulent flow equations and in the second case we performed 50 multigrid cycles.

For the strategy 1 : 50 the convergence rate is significantly improved. However, compared to the computation with the Spalart-Allmaras model shown in Figure 6.1 the dramatic loss in algorithmical performance cannot be overseen. On the other hand, it is hard to assess if there is an improvement in the accuracy of the results. Though turbulence modeling and the assessment of turbulence models is not topic of this thesis, to the author’s opinion the discussion is worthwhile if an increase in the complexity of a turbulence model and the introduced stiffness into the system of equations is justified in case one cannot obtain significant better results.

![Figure 6.59: Left: Comparison of convergence histories, right: $C_p$-distribution](image-url)

This example demonstrates that compared to the solution method for the mean flow equations the multigrid cycle for the turbulent flow equations for the $k\omega$-model is much less efficient. Solving the equations in weakly coupled fashion we may exploit the possibility to increase artificially the computational effort for the turbulent flow equations. Nevertheless, though treating the turbulent flow equations implicitly a
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A much more effective solution method is required to come to comparable results to the Spalart-Allmaras model. For this turbulence model a residual reduction of 14 orders of magnitude was possible in about 100 multigrid cycles (see Section 6.3), which reduces the computational time significantly. To find much more effective solution methods for two equation $k_\omega$ models for unstructured grid solvers is future work. Finally Figure 6.59 (right) shows the determined $C_p$-distribution, which is in agreement with the measurements. Note, the computation was done fully turbulent.

6.11.3 Example 14: MDA30P30N

To demonstrate the applicability of the $k_\omega$-model to a high-lift flow, we reconsider the test case of Section 6.4. Here we only show the computation on the finest mesh described in Table 6.2. Again, the physical parameters of the test case are as follows (see [37]):

- Geometry: MDA30P30N airfoil
- Reynolds number: $Re = 9.0 \cdot 10^6$
- Inflow Mach number: $M_\infty = 0.2$
- Angle of attack: AoA = 16.0°.

Turbulence is modeled using the $k_\omega$-model (2.52). Though it is possible to reduce the residual 14 orders of magnitude, which is shown in Figure 6.60 (left), for the $k_\omega$-model it takes several more iterations and computational time when compared with the Spalart-Allmaras model to obtain a solution (see Figure 6.4. The convergence history for lift and drag coefficients is given in Figure 6.60 (right). For the $k_\omega$-model the $C_p$ distribution presented in Figure 6.61 (right) shows good agreement with experimental data. A plot of the eddy viscosity is given in Figure 6.61 (right). One can observe that the maximum value is attained as expected behind the airfoil. Finally, for additional assessment of the results velocity profiles are plotted for the Spalart-Allmaras model and the $k_\omega$-model and compared with experimental data in Figure 6.62. The results signed with SOLAR are computed on the finest mesh described in Table 6.2. Additionally, to get an idea of possible mesh effects, an additional Spalart-Allmaras model result for a structured mesh is plotted. Again, both models the Spalart-Allmaras and the $k_\omega$-model give similar results. Nevertheless, the velocity profiles downstream are not well predicted by both models.

6.11.4 Example 15: Transonic turbulent flow over a Common Research Model

To illustrate the applicability of implicit algorithms in combination with the $k_\omega$-model for 3D configurations we show a result for the Common Research model of
the fifth AIAA Drag Prediction workshop already considered in Section 6.4. Due to the complexity to solve for these kinds of equations we restrict ourselves to the hybrid L3 mesh described in Table 6.4. The physical parameters of the test case are as follows:

- Geometry: Wing-body configuration, fifth AIAA Drag Prediction Workshop
- Reynolds number: $Re = 5.0 \cdot 10^6$
- Inflow Mach number: $M_\infty = 0.85$
- Angle of attack: $AoA = 2.2^\circ$. 

Turbulence is modeled using the $k\omega$-model (2.52). Figure 6.63 (right) visualizes the surface mesh and Figure 6.63 (left) the convergence history. Using consequently implicit solution algorithms a fully converged solution is obtained.
6.11.5 Example 16: NASA TRAP Wing

As a final example in this thesis, we show the application of the $k\omega$-model to the NASA TRAP Wing. This test case was already considered in Section 6.9.4. To show the application of the $k\omega$-model we restricted ourselves to the medium mesh described in Table 6.13 and only the 28° case. The physical parameters of the test case are as follows:

- Geometry: NASA TRAP Wing
- Reynolds number: $Re = 4.3 \cdot 10^6$
- Inflow Mach number: $M_\infty = 0.2$
- Angle of attack: $\text{AoA} = 28.0°$

Turbulence is modeled using the $k\omega$-model (2.52). This example is used to demonstrate that the suggested implementation of the $k\omega$-model together with an implicit solution method has the potential to find fully converged solutions even for 3D high-lift configurations, which exhibit in general large regions of separation and represent a particular challenge for a solution algorithm.

Figure 6.64 (left) shows the convergence history of the residuals, and Figure 6.64 (right) the corresponding convergence of lift and drag coefficients. Below, Figure 6.65 (left) illustrates the $C_p$ distribution on the surface of the wing-body configuration, and Figure 6.65 (right) shows the determined eddy viscosity in the symmetry plane.

![Figure 6.64](image1.png)  
Figure 6.64: Left: Convergence history of residuals, right: Convergence histories of drag and lift coefficients
6.12. **SUMMARY OF NUMERICAL EXAMPLES**

It was the goal of this section to demonstrate that the methods developed and suggested in this thesis can be applied to a variety of different flows and fully converged solutions can be obtained. Moreover, it was the intention to demonstrate that the methods are successful even in the case when systematically the number of degrees of freedom are increased.

Nevertheless, it is important to emphasize that an increase of the number of degrees of freedom together with an increase of the complexity of the simulated flow, requires an significant additional effort in the solution methods. On the one hand, this is observed by the fact that in general low cost smoothers suggested in Section 5.3.1 did not have within the author’s implementation the potential to find fully converged solutions. Examples for this fact are given in this Section 6. On the other hand, the regularized Newton schemes suggested show a tremendous additional effort per iteration.

This scenario ends in a very difficult situation. Fully converged solutions may only be obtained for regularized Newton kind schemes. But the computational time per iteration might not be acceptable, in particular not when one considers the situation that not only one or a few results are required for demonstration purposes such as in this thesis, but in an industrial environment plenty of such results are needed.

Hence, a significant algorithmical speed up is required. This is due to the fact that the author of this thesis has serious doubts that significant speed up can be expected from the evolution of computer technology in future. In particular the investigation in Section 7.1 in Chapter 7 raise serious doubts that such a significant speed up required can be obtained by modern hardware clusters. The investigations in Section 7.1 give evidence that in the sense of strong scaling, that is the use of
more resources for a fixed problem size, a saturation of speed up is reached rather early. Then the increase in speed up does not legitimate the increase in cost.

With respect to weak scaling, that is an increase in the number of degrees of freedom together with a usage of more resources, the examples considered in this section gave evidence that algorithmical requirements are not yet ready to deal with such an increase in the number of degrees of freedom. Then, the non scaling of the mathematical algorithms is one key issue.
Chapter 7

Assessment of algorithms

The assessment of a solution algorithm for nonlinear equations is a difficult task, in particular if almost none theoretical results are available. As pointed out in the Introduction, for the governing equations of interest in this thesis, the compressible RANS equations and the corresponding boundary value problems formulated in Section 2.4, there is a severe lack of theoretical understanding. Even when we assume that a unique solution exists, we do not have any clue about smoothness of the solution. But in general smoothness is an assumption required to prove convergence of a solution algorithm, and furthermore to prove convergence rates.

Based on the hierarchy of smoothers presented in Section 5.3 we have a certain idea of the potential of the smoothers. Based on the examples shown, in particular in Section 6.7 and Section 6.6.3 it is clear that simplifications of smoothers have severe impact on the obtained solution algorithm based on the nonlinear multigrid Algorithm 5.1.6. Nevertheless, even if we have some heuristic measure for the smoother, it is open in which way it actually acts in the multigrid algorithm. Here, the interaction with the construction of coarse grid and transfer operators plays an important role. And the understanding of these interactions is limited.

Due to the fact that our understanding of the solutions algorithms is very restricted and mainly based on heuristic considerations, it is of major importance to have analysis tools available yielding deeper insight into the behavior of the algorithms.

It is the goal of Section 7.2 to develop and apply such a method to some of the examples considered in Chapter 6.

A second topic, which has not been touched in this thesis so far, is the parallel scalability of the suggested algorithms on modern high performance computer clusters. Therefore, note that the key element of the solution algorithms is the application of one of the methods (5.35) – (5.38). The topic of parallel scalability is of major importance as it can be assumed that future cluster hardware is constructed using multicore architectures. Hence, computational speed up with respect to computer hardware can only be expected and obtained in case one can exploit multicore architectures. Section 7.1 is dedicated to this topic.
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7.1 Scalability investigations

For several examples in Chapter 6 we have shown the necessity of implicit smoothers for the nonlinear multigrid given by Algorithm 5.1.6. No matter if the smoother is some regularized Newton method described by Algorithm 3 or by some low cost variant (5.41) or (5.42), the key element is the application of the iterations (5.35) – (5.38). In Section 6.3 it was identified that the most expensive operation is the construction of the preconditioner. Freezing the operator on the first stage saved about half of the computational time. A further severe question is the behavior of a solution algorithm, which is based on the the iterations (5.35) – (5.38), with respect to parallelization. Such question has at least two facets:

a) Since we do not use multi-coloring algorithms, application of algorithm (5.36) is line Gauss-Seidel only at the level between partitions. Fixing the number of degrees of freedom and increasing the number of partitions, algorithm (5.36) is getting closer and closer to algorithm (5.35) and even (5.37).

b) Application of one of (5.35) – (5.38) requires after each iteration a communication. Again, fixing the number of degrees of freedom and increasing the number of partitions increases significantly the communication requirements. And moreover, the block sparse matrices become small on each domain. Such imbalance between computational complexity on each domain going hand in hand with an increase in communication may effect the overall efficiency.

The following investigation has the goal to get an idea for the relationship of algorithmic efficiency and parallel scalability.

To this end the test case of Section 6.6 for the L2 hybrid mesh is considered. A rough description of the mesh is given in Table 6.4. The physical parameters of the test case are as follows:

- Geometry: Wing-body configuration, fifth AIAA Drag Prediction Workshop
- Reynolds number: \( Re = 5.0 \cdot 10^6 \)
- Inflow Mach number: \( M_\infty = 0.85 \)
- Angle of attack: \( \text{AoA} = 2.2^\circ \).

Turbulence is modeled using the Spalart-Allmaras model (2.52). Hence, the number of degrees of freedom are \( 6 \cdot 2204089 \). However, in the plots we show we neglect the constant factor 6 representing the degrees of freedom per node.

The computational mesh was partitioned using the so-called "Zoltan" library [15]. The number of partitions considered are

\[ 3 \cdot 2^n, \quad n = 0, 1, \ldots, 9. \]
The computations were done on the $C^2A^2S^2E$-Cluster of the Institute of Aerodynamics and Flow Technology of the German Aerospace Center. Table 7.1 gives an overview of the number of partitions, the average number of degrees of freedom per partition, the number of computational nodes together with the number of computational cores.

<table>
<thead>
<tr>
<th>n</th>
<th>No. of partitions</th>
<th>av. NDOF / partition</th>
<th>CPU nodes</th>
<th>CPU kernels</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
<td>733333</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>366666</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>183333</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>91666</td>
<td>1</td>
<td>24</td>
</tr>
<tr>
<td>4</td>
<td>48</td>
<td>45833</td>
<td>2</td>
<td>48</td>
</tr>
<tr>
<td>5</td>
<td>96</td>
<td>22916</td>
<td>4</td>
<td>96</td>
</tr>
<tr>
<td>6</td>
<td>192</td>
<td>11458</td>
<td>8</td>
<td>192</td>
</tr>
<tr>
<td>7</td>
<td>384</td>
<td>5729</td>
<td>16</td>
<td>384</td>
</tr>
<tr>
<td>8</td>
<td>768</td>
<td>2864</td>
<td>32</td>
<td>768</td>
</tr>
<tr>
<td>9</td>
<td>1536</td>
<td>1432</td>
<td>64</td>
<td>1536</td>
</tr>
</tbody>
</table>

Table 7.1: Number of partitions and average number of degrees of freedom

The investigated solution algorithm is the one of Theorem 5.3.1 together with (5.42). The algorithm was stopped as soon as (6.3) is satisfied. In detail, the different settings are:

**M1**
- Algorithm 5.1.6 using a 4v cycle
- Runge-Kutta scheme (6.1)
- Smoother of Theorem 5.3.1 together with 3 symmetric sweeps of (5.36) and $\omega_r = 1$
- Final CFL number: 1000

**M2**
- Algorithm 5.1.6 using a 4v cycle
- Runge-Kutta scheme (6.1)
- Smoother of Theorem 5.3.1 together with 3 symmetric sweeps of (5.38) and $\omega_r = 1$
- Final CFL number: 1000

**M3**
- Algorithm 5.1.6 using a 4v cycle
- Runge-Kutta scheme (6.1)
- Smoother of Theorem 5.3.1 together with 6 sweeps of (5.35) and $\omega_r = 1$
- Final CFL number: 1000
CHAPTER 7. ASSESSMENT OF ALGORITHMS

M4

- Algorithm 5.1.6 using a single grid iteration
- Runge-Kutta scheme (6.1)
- Smoother of Theorem 5.3.1 together with 6 symmetric sweeps of (5.36) and $\omega_r = 1$
- Final CFL number: 200

M5

- Algorithm 5.1.6 using a single grid iteration
- Runge-Kutta scheme (6.1)
- Smoother of Theorem 5.3.1 together with 6 symmetric sweeps of (5.38) and $\omega_r = 1$
- Final CFL number: 200

Table 7.2 shows on the left the number of iterations required to hit the truncation criterion (6.3). For this investigation this is only of minor interest. The numbers of interest are on the right. These represent the total computational time. Table 7.3 gives additionally the average computational time per iteration. It can be

<table>
<thead>
<tr>
<th>n</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>192</td>
<td>349</td>
<td>408</td>
<td>3195</td>
<td>4617</td>
<td>48.1</td>
<td>83.5</td>
<td>106.5</td>
<td>185.7</td>
<td>199.3</td>
</tr>
<tr>
<td>6</td>
<td>192</td>
<td>344</td>
<td>408</td>
<td>3367</td>
<td>4758</td>
<td>25.2</td>
<td>43.4</td>
<td>55.8</td>
<td>108.2</td>
<td>109.4</td>
</tr>
<tr>
<td>12</td>
<td>190</td>
<td>339</td>
<td>415</td>
<td>3319</td>
<td>4691</td>
<td>14.3</td>
<td>24.5</td>
<td>32.5</td>
<td>58.8</td>
<td>61.2</td>
</tr>
<tr>
<td>24</td>
<td>193</td>
<td>334</td>
<td>416</td>
<td>3289</td>
<td>4621</td>
<td>8.98</td>
<td>14.9</td>
<td>20.1</td>
<td>35.5</td>
<td>37.9</td>
</tr>
<tr>
<td>48</td>
<td>201</td>
<td>334</td>
<td>418</td>
<td>3335</td>
<td>4606</td>
<td>4.99</td>
<td>7.89</td>
<td>10.7</td>
<td>19.4</td>
<td>20.0</td>
</tr>
<tr>
<td>96</td>
<td>200</td>
<td>331</td>
<td>425</td>
<td>3237</td>
<td>4575</td>
<td>2.59</td>
<td>4.04</td>
<td>5.72</td>
<td>10.1</td>
<td>9.85</td>
</tr>
<tr>
<td>192</td>
<td>211</td>
<td>330</td>
<td>435</td>
<td>3355</td>
<td>4308</td>
<td>1.54</td>
<td>2.20</td>
<td>3.25</td>
<td>6.28</td>
<td>5.49</td>
</tr>
<tr>
<td>384</td>
<td>214</td>
<td>327</td>
<td>430</td>
<td>3436</td>
<td>4270</td>
<td>1.02</td>
<td>1.42</td>
<td>2.09</td>
<td>4.48</td>
<td>3.98</td>
</tr>
<tr>
<td>768</td>
<td>222</td>
<td>328</td>
<td>439</td>
<td>3575</td>
<td>4272</td>
<td>1.03</td>
<td>1.32</td>
<td>2.05</td>
<td>5.14</td>
<td>4.31</td>
</tr>
<tr>
<td>1536</td>
<td>232</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
<td>1.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: Left: No. of iterations, Right: Computational time ($\times 1000$ sec.)

directly observed by computational time that while for a moderate number of partitions, that is up to 96 or 192 partitions the speed up due to parallelization might be acceptable. This corresponds to about 20000 degrees of freedom per domain. Using more domains we observe a significant loss in the parallel efficiency. This observation is emphasized using a logarithmic plot indicating the parallel efficiency. Figure 7.1 (left) shows the obtained speed up, and Figure 7.1 (right) the parallel efficiency. These logarithmic plots present that the parallel efficiency already for less than 50000 degrees of freedom per domain is only at about 1/2, for less than about 3000 degrees of freedom per domain it is less than 1/10. Hence, the implementation of the algorithms has severe scalability problems. Denoting the
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Table 7.3: Average computational time for one iteration in sec.

<table>
<thead>
<tr>
<th>n</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>250.7</td>
<td>240.0</td>
<td>261.0</td>
<td>58.1</td>
<td>43.2</td>
</tr>
<tr>
<td>6</td>
<td>131.1</td>
<td>126.0</td>
<td>136.8</td>
<td>32.2</td>
<td>23.0</td>
</tr>
<tr>
<td>12</td>
<td>75.3</td>
<td>72.1</td>
<td>78.4</td>
<td>17.7</td>
<td>13.1</td>
</tr>
<tr>
<td>24</td>
<td>46.5</td>
<td>44.7</td>
<td>48.3</td>
<td>10.8</td>
<td>8.20</td>
</tr>
<tr>
<td>48</td>
<td>24.8</td>
<td>23.6</td>
<td>25.7</td>
<td>5.83</td>
<td>4.34</td>
</tr>
<tr>
<td>96</td>
<td>13.0</td>
<td>12.2</td>
<td>13.5</td>
<td>3.11</td>
<td>2.25</td>
</tr>
<tr>
<td>192</td>
<td>7.27</td>
<td>6.67</td>
<td>7.48</td>
<td>1.87</td>
<td>1.28</td>
</tr>
<tr>
<td>384</td>
<td>4.76</td>
<td>4.34</td>
<td>4.87</td>
<td>1.30</td>
<td>0.93</td>
</tr>
<tr>
<td>768</td>
<td>4.64</td>
<td>4.03</td>
<td>4.67</td>
<td>1.43</td>
<td>1.01</td>
</tr>
<tr>
<td>1536</td>
<td>5.01</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 7.3: Average computational time for one iteration in sec.

parallel efficiency by \( pe \), the required resources to obtain the same result behave like \( \frac{1}{pe} \). Hence, the potential speed up using further resources has a high price. Such

Figure 7.1: Left: Speed up, Right: Parallel efficiency

consideration shows that besides the algorithmical challenges to solve the RANS equations there are additional challenges due to a reasonable exploitation of computational resources. And this effect occurring for strong scalability might not be solved straightforward.

Of course, this is only one initial investigation with respect to strong scalability. But it can be assumed that similar effects are observed for other examples. Future work may focus to identify the major effects contributing to the loss in parallel efficiency. Nevertheless, as long as there are operations inside the algorithm which cannot be (efficiently) parallelized, the author of this thesis assumes that the qualitative
behavior of any such algorithms will look like Figure 7.1. But maybe it is possible to carry the effect over to a smaller number of degrees of freedom.

This investigation shows that investment in computational hardware does not necessarily lead to speed up in computational time. Instead, better suited implementations of the algorithms are required for multicore architectures.

### 7.2 Computer aided analysis

We now turn to the topic to evaluate at least some of the smoothers suggested in literature about computational fluid dynamics to approximate steady state solutions of the turbulent compressible RANS equations. In Chapter 5 we have demonstrated that all these smoothers for the FAS multigrid method given by Algorithm 5.1.6 are based on multistage Runge-Kutta methods. In Theorems 5.3.1 – 5.3.5 an overview of these methods was given. Demonstrated in Section 6.3 the main effort of these methods is the construction of the block sparse matrix together with the block LU-decomposition required in (5.36) to evaluate $\text{Tri}_{L_i}$.

So far, the development of these smoothers is based on several heuristics and a deeper understanding of the power as well as the deficiencies is missing. Often it is not even clear for which range of CFL numbers the methods may work, neither the interplay of several parameters is clear. To design both a robust and efficient solution method a deeper theoretical understanding is necessary. In this section it is the goal to develop an analysis tool, which might give more insight in at least some of the properties of such smoothers.

To understand the properties of Algorithm (5.42) we perform an eigenvalue analysis. With this objective we replace (3.96) by its linearized counterpart. Therefore, we assume that $W^\dagger$ is a solution of (3.97), that is it satisfies $R(W^\dagger) = 0$. Then, for some small disturbance $\|W\| < \varepsilon$ of $W^\dagger$ we approximate

$$
\frac{dW(t)}{dt} = \frac{d(W^\dagger + W(t))}{dt} = -M^{-1}R(W^\dagger + W)
$$

$$
\approx -M^{-1} \left( R(W^\dagger) + \frac{dR}{dW}(W^\dagger) W \right)
$$

$$
= -M^{-1} AW(t), \quad A := \frac{dR}{dW}(W^\dagger).
$$
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Then algorithm (5.42) reads

\[
\begin{align*}
W^{(0)} &= W^n \\
W^{(1)} &= W^{(0)} - \alpha_{j+1,j} \text{Prec}^{-1,\text{app}}_A W^{(0)} \\
& \vdots \\
W^{(s)} &= W^{(0)} - \alpha_{s+1,s} \text{Prec}^{-1,\text{app}}_A W^{(s-1)} \\
W^{n+1} &= W^{(s)},
\end{align*}
\]

(7.1)

and can be expressed by a polynomial expression,

\[
\begin{align*}
W^{n+1} &= q_s(\text{Prec}^{-1,\text{app}}_A) W^n, \\
q_s(z) &= 1 + \sum_{j=1}^{s} (-1)^j z^j \Pi_{i=s-j+1}^{\alpha_{i+1,i}}.
\end{align*}
\]

(7.2)

Here the expression \( \text{Prec}^{-1,\text{app}}_A W^{(j)}, j = 0, \ldots, s - 1 \), indicates, that the linear system

\[ \text{Prec}^{-1,\text{app}}_A h = AW^{(j)} \]

are solved only approximately by the application of one of the iterative solution methods (5.35) – (5.38) in combination with the stopping criterion (5.39). Then, denoting by \( \lambda_i \) the eigenvalues and by \( v_i \) the corresponding normalized eigenvectors of the linear operator \( \text{Prec}^{-1,\text{app}}_A \) we have

\[ \text{Prec}^{-1,\text{app}} A = V \Lambda V^{-1}, \quad \Lambda := \text{diag}(\lambda_i), \quad V := (v_1, v_2, \ldots), \]

and hence the representation

\[ W^{n+1} = V q_s(\Lambda) V^{-1} W^n. \]

To show that algorithm (7.1) converges to the unique limit, it is necessary and sufficient (see [84, Chapter 4]) that the spectral radius of \( \text{Prec}^{-1,\text{app}}_A \) satisfies

\[ \rho(q_s(\text{Prec}^{-1,\text{app}}_A)) = \rho(q_s(\Lambda)) < 1. \]

(7.3)

Hence, we are left with the task to find a method determining a suitable approximation to the spectrum of \( \text{Prec}^{-1,\text{app}}_A \).

To compute approximations to the eigenvalues of \( P^{-1,\text{app}}_A \) we exploit the GMRES method (see Algorithm 5.2.1) and its close connection to the Arnoldi process. We apply this method to the linear equation

\[ \text{Prec}^{-1,\text{app}} A h = R (W + W^\dagger). \]

(7.4)

which is given by the inner loop of Algorithm 5.2.1:
Algorithm 7.2.1 Arnoldi method:

- Compute $r_0 = \alpha_{j+1,j} \text{Prec}^{-1,\text{app}} \mathbf{R} \left( \mathbf{W} + \mathbf{W}^\dagger \right)$
- $\beta := \|r_0\|_2$, $z_1 := \frac{1}{\beta} r_0$
- for $j = 1, \ldots, m$
  - $\mathbf{w} := \text{Prec}^{-1,\text{app}} \mathbf{A} z_j$
  - for $i = 1, \ldots, j$
    - $h_{i,j} := \langle \mathbf{w}, \mathbf{z}_i \rangle$
    - $\mathbf{w} := \mathbf{w} - h_{i,j} \mathbf{z}_i$
  - $h_{j+1,j} = \|\mathbf{w}\|_2$, $z_{j+1} = \frac{1}{h_{j+1,j}} \mathbf{w}$
- $\mathbf{Z} = (z_1, \ldots, z_m), H_m = (h_{i,j})_{1 \leq i \leq j+1, 1 \leq j \leq m}$

Application of $m$ steps of the Arnoldi process gives the decomposition

$$
\text{Prec}^{-1,\text{app}} \mathbf{A} \mathbf{Z}_m = \mathbf{Z}_m \mathbf{H}_m + h_{m+1,m} \mathbf{z}_{m+1} e_m^* \quad \text{e}_m := (0, 0, \ldots, 0, 1)^*, \quad (7.5)
$$

where $\mathbf{H}_m = (h_{i,j})_{1 \leq i,j \leq m}$ is an upper Hessenberg matrix,

$$
\mathbf{Z}_m^* \mathbf{Z}_m = \mathbf{I}_m \quad \text{and} \quad \mathbf{Z}_m^* \mathbf{z}_{m+1} = 0.
$$

Multiplying equation (7.5) from the left by $\mathbf{Z}_m^*$ gives

$$
\mathbf{Z}_m^* \text{Prec}^{-1,\text{app}} \mathbf{A} \mathbf{Z}_m \mathbf{S}_m = \mathbf{S}_m \text{diag} \left( \mu_j \right)_{j=1,\ldots,m}, \quad \mathbf{S}_m := (s_1, \ldots, s_m), \quad (7.6)
$$

where we have assumed that

$$
\mathbf{H}_m = \mathbf{S}_m \text{diag} \left( \mu_j \right)_{j=1,\ldots,m} \mathbf{S}_m^{-1}
$$

is an eigendecomposition of $\mathbf{H}_m$. Therefore, if the GMRES method with inner Arnoldi iteration truncates after a finite number of steps with the exact solution, the following equation holds:

$$
\text{Prec}^{-1,\text{app}} \mathbf{A} \mathbf{Z}_m \mathbf{S}_m = \mathbf{Z}_m \mathbf{S}_m \text{diag} \left( \mu_j \right)_{j=1,\ldots,m}. \quad (7.7)
$$

Under this assumption we conclude that $\mathbf{Z}_m \mathbf{S}_m$ are eigenvectors of $\text{Prec}^{-1,\text{app}} \mathbf{A}$ and $\mu_j$ are the corresponding eigenvalues. If the term $h_{m+1,m} \mathbf{z}_{m+1} e_m^*$ in (7.5) does not vanish, we get for the Ritz pairs $(\mu_j, \mathbf{Z}_m \mathbf{s}_j), j = 1, \ldots, m$, the equations

$$
\|\text{Prec}^{-1,\text{app}} \mathbf{A} \mathbf{Z}_m \mathbf{s}_j - \mu_j \mathbf{Z}_m \mathbf{s}_j\| = h_{m+1,m} \|\mathbf{z}_{m+1} e_m^* \mathbf{s}_j\| = h_{m+1,m} |e_m^* \mathbf{s}_j|. \quad (7.8)
$$
7.3. NUMERICAL RESULTS

The right hand side of (7.8) gives a computable a posteriori error bound for the approximation quality of the Ritz pairs \((\mu_j, Z_m s_j)\) in the Krylov subspace

\[
\text{span}\left\{ z_1, \text{Prec}^{-1}\text{app} A z_1, \ldots, (\text{Prec}^{-1}\text{app} A)^{m-1} z_1 \right\} = \text{span}\{ z_1, \ldots, z_m \}
\]

when compared with the corresponding exact eigenpairs. In all our numerical experiments we plotted only the eigenvalues satisfying \(h_{m+1,m} |e^*_m s_j| < 0.1\). Note that in general no assumption can be made which eigenpairs are approximated. Typically, the outliers in spectrum of the operator are well approximated, while eigenvalues in the bulk of the spectrum are harder to approximate. To evaluate the matrix vector products \(Ah\) inside the GMRES method we use the symmetric finite difference

\[
Ah \approx \frac{1}{2\varepsilon} \{ R(W + \varepsilon h) - R(W - \varepsilon h) \}, \quad \varepsilon = 10^{-6}.
\]

To transform the spectrum we restrict ourselves to the one stage scheme

\[
A := \begin{pmatrix} 1 \\ 0.0695 \\ 0 \\ 0.1602 \\ 0 \\ 0.2898 \\ 0.5060 \end{pmatrix}, \quad b := \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix},
\]

the three stage scheme given by (6.1) and the five stage scheme determined by

\[
A := \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0.0695 & 1 & 0 & 0 & 0 \\ 0 & 0.1602 & 1 & 0 & 0 \\ 0 & 0 & 0.2898 & 1 & 0 \\ 0 & 0 & 0 & 0.5060 & 1 \end{pmatrix}, \quad b := \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}.
\]

For a motivation of these coefficients we refer to [93]. The coefficients of these schemes determine the coefficients of the polynomial (7.2). Hence, at least for the algorithm (7.1) formulated for the linearized problem we can only expect convergence if the modified spectrum satisfies (7.3). Moreover, these modified eigenvalues govern the asymptotic convergence. Numerical examples below will demonstrate the good correlation between the approximate spectrum and the convergence behavior for the nonlinear equations.

7.3 Numerical results

To show the applicability of our developed method we investigate the correspondence between the spectrum of \(q_s (\text{Prec}^{-1}\text{app} A)\) in (7.2) approximated by the eigenvalues of \(H_m\) and the algorithm (5.42) to solve the nonlinear problem. To this end we perform five steps:

a) Compute a steady state solution. The criterion is that the normalized density residual is reduced 14 orders of magnitude. This corresponds to (6.3).
b) Determine an approximate spectrum of the linearized operator at the steady state solution by computation of the eigenvalues of the upper Hessenberg matrix constructed using Arnoldi’s method given by Algorithm 7.2.1.

c) Transform the spectrum by the polynomial describing the Algorithm (7.1), that is evaluate the polynomial corresponding to either the one, the three or the five stage scheme.

d) Determine the largest absolute value of the approximate eigenvalues of the operator $q_s \left( \text{Prec}^{-1,\text{app}} A \right)$.

e) Starting from the steady state solution, apply the Algorithm (5.42) to observe the correspondence to the approximate spectrum.

Note that multigrid does not play a role. The developed investigation method only comprises single grid iterations. Hence, algorithm (5.42) is interpreted as a (single grid) iterative method in this context. Since the analysis developed does not comprise multigrid, the numerical experiments were also done without multigrid.

### 7.3.1 Laminar flow around NACA0012 airfoil

Recall the example of Section 6.10. We consider laminar flow around a NACA 00012 airfoil. The relevant physical conditions are

- Geometry: NACA 0012 airfoil
- Reynolds number: $Re = 5000$
- Inflow Mach number: $M_\infty = 0.5$
- Angle of attack: AoA = 1.0°.

The nomenclature of the different methods compared is taken from Theorems 5.3.1 – 5.3.5. This basic test case demonstrates the wide range of applicability of the developed method as well as its accuracy in predicting the behavior of a solution methodology. Table 7.4 gives an overview of the methods considered as well as the largest absolute value of the approximate eigenvalues of the operator $q_s \left( \text{Prec}^{-1,\text{app}} A \right)$. In case this value is $\geq 1$ we expect divergence, otherwise convergence. Note that all predictions behave as expected. The smaller the CFL number and the larger the number of iterations are, the smaller is the computed largest absolute value. Moreover, all our predictions correspond to the numerical behavior of the nonlinear algorithm (5.42) even in case the values are very close to 1. In particular the behavior of the line implicit method is interesting. For a CFL number of 10 the maximum absolute value is $1.0001793147$ and close to 1. And indeed, it takes about 5000 iterations (see Figure 7.3 (right)) until the iteration destabilizes. For a CFL number
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of the method is stable, shown by Figure 7.3 (right) and indicated by a maximum absolute value of 0.9979751065.

Besides the prediction accuracy of the developed method this test case shows clearly on a quantitative level that strongly simplified methods are expected to work only with a very limited CFL number. This also holds true in case the iterative linear solution method is too simplified. Both additional features

1) Gauss-Seidel instead of Jacobi and

2) using lines along directions of strong coupling

have a positive effect of the overall behavior. This is observed in both numerical experiments as well as the predicted behavior. Figure 7.4 (left) gives an indication of the effects of lines, the number of sweeps as well as the symmetric Gauss-Seidel sweep to the approximate spectrum. As expected Figure 7.4 (left) shows that the stronger the solution algorithm is formulated, the more clustered are the eigenvalues and an improved convergence behavior can be assumed.

Figure 7.2: Left: Approximate spectrum for the point implicit method and the three stage scheme, Right: Convergence histories for the application of the point implicit method and different CFL numbers.

7.3.2 Turbulent flow around DPW5 CRM

Recall the example of Section 6.6. To show the applicability of the method to large scale 3D problems, we apply the method to the wing-body configuration considered at the fifth AIAA drag prediction workshop. The mesh is the hexahedral L5 mesh with 41231169 number of points (see Table 6.4 and [110]. The relevant physical conditions are
Figure 7.3: Left: Approximate spectrum for the line implicit method and the three stage scheme, right: Convergence histories for the application of the line implicit method and different CFL numbers.

Figure 7.4: Left: Approximate spectrum for the line Jacobi and the symmetric line Gauss-Seidel method with the three stage scheme, right: Approximate spectrum for the DPW5 CRM test case for different multistage schemes.

- Geometry: Wing-body configuration, fifth AIAA Drag Prediction Workshop
- Reynolds number: $Re = 5.0 \cdot 10^6$
- Inflow Mach number: $M_\infty = 0.85$
- Angle of attack: $AoA = 2.1245^\circ$. (corresponding to target $C_L = 0.5$, see Table 6.6)
7.4. CONSIDERATIONS FOR THE \( k\omega \)-MODEL

Here we compare different CFL numbers and the one with the three with the five stage scheme. A plot of the different eigenvalue distributions is given in Figure 7.4 (right). Table 7.4 shows that for this test case a restriction of the CFL number is necessary, and that a multistage scheme allows for higher CFL numbers.

Hence, the application of a multistage Runge-Kutta scheme can be interpreted as a stabilization and globalization strategy of Newton’s method. This has already been discussed in Section 5.1.7. The analysis tool developed gives now additionally a quantitative assertion. Moreover, this analysis also confirms that a reduction of the CFL number to 50 for the L5 mesh was necessary to obtain a steady state solution (see Section 6.6).

### 7.4 Considerations for the \( k\omega \)-model

In Section 5.2.2 it is reported that the derivatives of the destruction terms

\[
\frac{\partial D e_{k,(k,\omega)}}{\partial k_i} \quad \text{and} \quad \frac{\partial D e_{\omega,(k,\omega)}}{\partial \omega_i}
\]

(7.10)

are neglected for the construction of the preconditioner. To give a hint that within our implementation and solution strategy this is necessary, we consider again the example of Section 6.3 for a C-type structured mesh of size 80×16. A fully converged solution was computed satisfying the truncation criterion (6.3).

Let us denote this converged state by \( W^\dagger \). Using this fully converged state \( W^\dagger \) the preconditioner \( \text{Prec}_{j,(k,\omega)} \) given by (5.31) is evaluated twice for two different CFL numbers.

a) CFL = 1000, the derivatives of the destruction terms given in (7.10) are included.

b) CFL = 150, the derivatives of the destruction terms given in (7.10) are included.

c) CFL = 1000, the derivatives of the destruction terms given in (7.10) are excluded.

d) CFL = 150, the derivatives of the destruction terms given in (7.10) are excluded.

Then, using Arnoldi’s method given by Algorithm 7.2.1 together with the method described in Section 7.2 to determine approximate eigenvalues, an approximate spectrum of \( \text{Prec}_{j,(k,\omega)} \) for the four different evaluations described above are computed. The result is plotted in Figure 7.5.

In Figure 7.5 it is shown that the inclusion of the destruction terms leads to eigenvalues which are in the left half plane. In other words, the spectrum has negative
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**Test case** NACA0012 airfoil

| Method       | CFL / No. of sweeps | \(|\mu_{\text{max}}|\) | Numerical experiment |
|--------------|---------------------|-----------------|---------------------|
| **Point. impl.** |                     |                 |                     |
| 2 / -        | 0.9977475838        | Convergence     |
| 5 / -        | 1.0014868760        | Divergence      |
| 10 / -       | 1.0118749482        | Divergence      |
| 100 / -      | 1.0319916012        | Divergence      |
| 1000 / -     | 1.0349037529        | Divergence      |
| **Line impl.** |                     |                 |                     |
| 5 / -        | 0.9979751065        | Convergence     |
| 10 / -       | 1.0001793147        | Divergence      |
| 100 / -      | 1.0138678647        | Divergence      |
| 1000 / -     | 1.0176708058        | Divergence      |
| **Jacobi**   |                     |                 |                     |
| 1000 / 3     | 1.0851919018        | Divergence      |
| 1000 / 5     | 1.0335387144        | Divergence      |
| 1000 / 25    | 1.0187050259        | Divergence      |
| 100 / 3      | 1.0651620607        | Divergence      |
| 100 / 5      | 1.0118067193        | Divergence      |
| 100 / 25     | 1.0095959280        | Divergence      |
| **Symm. GS.** |                     |                 |                     |
| 1000 / 1     | 0.9984234337        | Convergence     |
| 1000 / 3     | 0.9959707382        | Convergence     |
| 1000 / 5     | 0.9935652402        | Convergence     |
| **Line Jacobi** |                    |                 |                     |
| 1000 / 1     | 1.0176708058        | Divergence      |
| 1000 / 3     | 1.0035661412        | Divergence      |
| 1000 / 5     | 0.9897471389        | Divergence      |
| **Symm. line GS** |                 |                 |                     |
| 1000 / 1     | 0.9948666248        | Convergence     |
| 1000 / 3     | 0.9816747477        | Convergence     |
| 1000 / 5     | 0.9761967171        | Convergence     |
| **Test case** |                     |                 |                     |
| **DPW5 CRM** |                     |                 |                     |
| One stage scheme and Symm. line GS | 1000 / 5 | 7.0094725506 | Divergence |
| and Symm. line GS | 100 / 5 | 4.4221723489 | Divergence |
| 50 / 5 | 3.3905148561 | Divergence |
| Three stage scheme and Symm. line GS | 1000 / 5 | 12.1781670588 | Divergence |
| and Symm. line GS | 100 / 5 | 2.2273552776 | Divergence |
| 50 / 5 | 0.9972351764 | Convergence |
| Five stage scheme and Symm. line GS | 1000 / 5 | 7.0336605534 | Divergence |
| and Symm. line GS | 100 / 5 | 0.9934794335 | Convergence |
| 50 / 5 | 0.9969464849 | Convergence |

Table 7.4: Variation of solution methods and their effects on the algorithmic behavior.

parts for both CFL numbers 150 and 1000. As a consequence, none of the considered iterative methods (5.35) – (5.38) was possible to converge. Hence, no suitable update could be obtained.

Neglecting the derivatives of the destruction terms (7.10) in the preconditioner \(\text{Prec}_{j,(k,\omega)}\) given by (5.31) the eigenvalues in the left half space vanish. However, the zoom of Figure 7.5 in a neighborhood of the origin shown in Figure 7.6 indicates that for a CFL number of 1000 there are at least two approximate eigenvalues in
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Figure 7.5: Approximate spectrum $\text{Prec}_{j,(k,\omega)}$ for different CFL numbers and inclusion and exclusion of the derivatives of the destruction terms (7.10)

the left half space. Hence, for CFL = 1000 we again observe divergence of the iterative methods (5.35) – (5.38). Reducing the CFL number to 150 the approximate eigenvalues are all located in the right half space and the iterative methods (5.35) – (5.38) converge to an approximate solution yielding an overall stable solution method for this test case.

This investigation has at least two conclusions. Using a full derivative for the $k\omega$-model one possibly obtains matrices which do allow for the application of the iterative solvers (5.35) – (5.38). Hence, further possibly undesired modifications of the derivative are required. Second, even with modifications the maximum achievable CFL number is severely restricted, already for a basic flow case on a coarse mesh.

Naturally, instead of trying to solve the corresponding linear systems by (5.35) – (5.38) we can replace these methods for example by some Krylov subspace method such as GMRES. Such straightforward implementation was considered, but without success yet. As mentioned in Section 5.2.1 a suitable preconditioner is required. Since (5.35) – (5.38) disqualify as preconditioners, the construction of a suitable
preconditioner is open. Considered in Section 6.10, for future work it seems worthwhile to consider in particular for $k\omega$-type models linear multigrid components with suitable smoothers. Maybe such an approach circumvents the problems inherent to these equations.
Chapter 8

Conclusion and Summary

To close this thesis we review the questions mentioned in the Introduction.

a) **Accuracy**: Starting from a full description of the discretization strategy. Are there methods and possibilities to evaluate the accuracy of the approximate solution?

b) **Combination of multigrid with implicit smoother**: What are the main ingredients to construct a reliable algorithm to find approximate solutions of the RANS equations for high Reynolds number turbulent flows?

c) **Application to the incompressible limit**: Are there possibilities to extend the discretization and solution strategy to the incompressible limit to get a closed formulation for the simulation of incompressible and compressible flows, that is to solve the compressible equations for low inflow Mach numbers?

d) **Analysis to assess the methods**: Besides heuristic arguments, are there possibilities to assess the developed methods?

Let us start with a discussion with respect to our findings about **Accuracy**. This investigation goes hand in hand with respect to the **Application to the incompressible limit**. Hence, we unify the answer with respect to these aspects. In the framework of an unstructured finite volume code designed to discretize and to find approximate solutions of the compressible Reynolds-averaged Navier-Stokes equations, different strategies are implemented to extend the scheme to the incompressible limit. It has been shown that for several test cases these schemes are successful.

Part of the work was to demonstrate that the low Mach modified schemes work for transonic flow cases with comparable accuracy and robustness to the non-modified schemes. Second, it was the goal of this work to show, especially for high-lift test cases representing flows with large incompressible effects, low inflow Mach number,
and exhibiting strong local compressible effects, that the low Mach modified schemes can be applied successfully.

In particular, the second point fills the gap in the literature that in general low Mach modified schemes for compressible flows are formulated, but they are generally only applied to examples which are globally incompressible. The author’s suspicion about this fact, going along with the author’s experience, is that the original modified scheme of Turkel works well for globally incompressible flows but shows significant robustness problems for these kinds of mixed problems. Within our implementation, we did not find suitable parameter settings to get fully converged solutions for several test cases including high lift configurations. It should be mentioned that within the family of low Mach modifications (3.51) we only considered one special choice of parameters. Perhaps, other settings improve this situation.

On the other hand, based on the work of Rossow and Swanson, we successfully implemented another low Mach modification to extend a compressible code towards the incompressible limit. This modification worked with comparable robustness to the non-modified scheme. In particular, for several high lift flows we achieved fully converged solutions.

One open point to all the considered schemes is the introduction of the entropy fix. It is a necessary feature for robustness in computing a large number of flows. Neglecting the entropy fix within our implementation, no solution can be obtained in general for a large number of flow cases. In addition, the choice is ad hoc, and it cannot really be justified. Even other choices like a Harten-switch do not circumvent the problem inherent to the introduction of an entropy fix. It can be assumed that further significant improvements of the discretization strategies considered in this thesis can be achieved. Of course, the ultimate objective is to avoid ad hoc fixes and to develop a theoretical foundation to avoid zero artificial viscosity.

In general, one major conclusion of this thesis is, that accuracy of the discretization schemes is hard to assess. To evaluate accuracy we followed in this thesis two different ways. On the one hand, we investigate single data points like pressure distributions or skin-friction distributions and compare these data with expected outcome. On the other hand, from given force coefficients on a sequence of meshes, extrapolation was used to determine possible values for infinitely fine meshes and to compute a corresponding order of convergence. Often, both methods do not agree in the predicted trends. This observation suggests that meshes used were not suited to compute mesh converged solutions.

The accuracy investigations also reveal the following. To judge a solution, it is only of minor interest, and even perhaps misleading, if single data points of a solution are investigated. Future work needs to focus on global convergence criteria. That is, we need to find suitable metrics and norms (e.g. Sobolev norms) to embed the
discrete solution into an adequate function space. The hope is that within such a mathematical setting appropriate convergence criteria can be formulated in a much stricter sense.

From the results obtained, we assume that the following conclusions can be stated. For globally incompressible flow at very low inflow Mach numbers around the NACA 0012 airfoil, the scheme of Rossow/Swanson outperformed all others. For all the other test cases, which are around an inflow Mach number of 0.2 – 0.3, no clear accuracy improvements were found. In particular, for the NASA TRAP wing considered at several angles of attack, no clear assertion can be made, especially for the point at maximum lift, which seems to be somewhere in the region between 32° and 36°. It cannot be excluded that for this test case meshes of significantly higher density (an increase in number of degrees of freedom) are required to get a representative statement. For an even more thorough discussion about accuracy considerations we refer to [46]. The results obtained for the transonic test cases were in the range of expectations. Experimental data such as $C_p$ distributions could be simulated for basic airfoil test cases, wing and wing-body flows. It was demonstrated that TSL gradients may have significant influence on lift and drag coefficients. Nevertheless, though results were obtained for mesh refinement studies, an assessment of the accuracy is hard to obtain.

Second, we report about the necessity of the **Combination of multigrid with implicit smoother**. For an agglomerated FAS multigrid scheme, we have presented an implicit smoothing method derived by a general multistage diagonal implicit Runge-Kutta scheme. It has been shown that this smoother comprises almost all well known smoothing techniques suggested in the literature about computational fluid dynamics. Techniques ranging from explicit local time stepping to regularized Newton methods can be derived using certain parameter choices. We have given evidence for several test cases that regularized Newton methods are in general necessary to obtain fully converged solutions. In particular, with respect to mesh refinement studies, there is strong requirement for implicit smoothers.

We have applied the algorithm successfully to different kinds of grids and grid families. For all considered test cases, machine accuracy could be reached. Moreover, for all test cases an algorithmical scaling between $O(N)$ and $O(N^2)$ was observed when taking CPU times into account. With respect to mesh refinement studies a loss of linear scalability of the algorithm was often observed. It is mentioned that, in the author’s opinion, loss of scalability is no surprise and expected. So far there exist no strict proofs that any methodology considered to solve the RANS equations may yield a scalable algorithm. Moreover, when good algorithmical scalability of about $O(N)$ is observed, this can also simply mean that the meshes considered were not fine enough in the sense that not all relevant flow features were resolved.

To improve algorithmical scalability, the deficiencies with respect to a limited number of coarse multigrid levels must be overcome. Here, two ways might be successful.
On the one hand, the agglomeration strategy discussed in Section 5.1.2 needs further improvement such that a stable discretization on coarse grids is possible. On the other hand, maybe it is possible to improve the transfer operators presented in Section 5.1.4. In any case, to the author’s point of view, there exists a straightforward idea for significant improvements.

With respect to computational scalability and parallelization, that is basically the domain decomposition, it was shown in Section 7.1 that there is strong demand for improvements. Though the algorithmical necessity of implicit smoothers to approximately solve the RANS equations is obvious, the approach for a suitable parallel implementation is open. With respect to future exploitations of possibly massive parallel computer architectures, an approach for significant better computational scalability is required. Since the main effort of the algorithm comes from the application of block sparse matrices, it might be worthwhile to investigate and try to improve these implementations.

To give an answer to the question for an Analysis to assess the methods we have followed different strategies. First of all, in Section 5.3 we discussed the connection of several well known smoothing techniques in computational fluid dynamics. Such discussion gives a good overview of simplifications inherent to each of the methods. For an even better understanding, an analysis tool based on an approximate eigenvalue spectrum is suggested in Section 7.2.

Based on the linearized RANS equations, a method is developed to evaluate several different solution methods proposed in the literature about computational fluid dynamics. The method is based on Arnoldi’s algorithm. It is exploited to determine an approximation of the spectrum to the original operator in the corresponding Krylov subspace. Though several assumptions are made, the examples considered in Section 7.3 show a good correlation between the predicted behavior of the solution method and its behavior in the numerical experiment. Instead of considering a simplified model problem like the classical Fourier analysis, the method can be used to directly investigate the problem of interest.

However, so far the method has several deficiencies. First of all it is used here only in the context of an a posteriori method. In particular, it is used to investigate and compare different solution methods. For the problems considered in this thesis and the parameter settings used, it turns out that crude simplifications to the derivative yield a weak preconditioner such that only small CFL numbers can be reached, already for a basic laminar flow problem on a rather coarse mesh. Within the iterative solution procedure, additional features such as symmetric sweeps, including lines and Gauss-Seidel instead of a Jacobi iteration, are gainful techniques to allow for high CFL numbers. The application of a multistage scheme instead of a one-stage scheme seems to be beneficial if one does not want to put too much effort in solving the linearized systems. In particular, this analysis may be used to optimize stage coefficients for certain kind of problems in future work.
Several future applications for this analysis tool may be considered. First of all, it would be interesting to include the effect of multigrid to the analysis. Second, as already considered in the last example, the design of optimized stage coefficients for certain simulations could be considered. An overall goal might be the introduction of the tool in the daily process of engineer’s work to give guidance and better understanding of convergence and robustness problems for complex flow problems.


