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12.1 Abstract 

The SpaceDataHighway, the first operational service of high-speed data relay sys-

tem based on optical inter-satellite links, has set a new milestone in space optical 

communications. Data relay systems are becoming crucial in applications such as 

Earth observation, where huge amounts of data need to be sent to Earth reliably 

and with low latency.  

Optical communications plays a major role in such high-speed applications, 

since no-regulations are needed, because the lack of interference among users, and 

the huge amount of available bandwidth. Since the end of the 1990’s, several ex-

periments have shown the feasibility of such technology with several demonstra-

tions from LEO, GEO and the Moon. The current state-of-the-art relay system 

architecture involves LEO and GEO satellites with optical inter-satellite links, and 

direct Ka-Band RF links from GEO to the Earth. Next generation systems may 

involve also UAVs, and may rely only on optical communications to exploit the 

full potential of these frequencies. 

The main challenges of using optical links are the turbulence effects, when the 

link traverses the Earth’s atmosphere, and the degrading impact of platform micro-

vibrations because of the inherently small divergence of the transmitted beam. 

Such aspects have to be taken into account when designing future systems. 

Together with the modulation, the forward error correction (FEC) defines the 

communications performance of the system. Following CCSDS coding recommen-

dations, the performance of several coding schemes is analyzed; concretely Reed-

Solomon codes, convolutional codes, turbo codes and low-density parity check 

codes are taken into account. One of the main characteristics of the atmospheric 

channel is the correlation of fading events, which requires further data protection to 

compensate for erasure events. Interleaving and packet level coding in combination 

with FEC are compared through simulations. 

Finally, different approaches for data correction are considered. The complexi-

ty on board the GEO satellite can specially limit the use of the most advanced de-

coding schemes and data-protection for the upcoming generations of relay systems. 

The trade-off between performance and complexity is crucial in order to allow 

further system enhancements in terms of capacity, without endangering the whole 

system availability. 
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12.2 Introduction 

Data transfer from low Earth orbit (LEO) or pseudo-satellites to the ground is cru-

cial for several applications where security is fundamental and where large 

amounts of data need to be transmitted. Perhaps, the most prominent example is the 

Earth observation missions. 

A relay system based on geostationary equatorial orbit (GEO) satellites has 

two big advantages. First, it can provide coverage to the whole Earth surface with 

few relay satellites. Second, it increases the data-transfer availability of the termi-

nals at LEO or on pseudo-satellites. In addition, a system based on free-space opti-

cal communications satisfies both security and high-data rates requirements. Data 

transmissions from hundreds of megabit per second to several terabits per second 

are possible, allowing expanding the optical network into space. 

Since November 2016, the first operational high-speed data relay system is of-

fering the SpaceDataHighway service, transferring data from LEO satellites to the 

ground via the European Data Relay System (EDRS) GEO satellites [1], [2]. High 

data-rate optical links are able to transfer data between satellites and a Ka-Band 

link relays the data to the ground.  

A further development of this relay system, or the development of new ones, 

requires a detailed analysis of the physical layer, optimizing the system architec-

ture by defining the optimal modulation formats, coding and data processing 

scheme, taking into account the platform limitations and channel impairments, 

while maximizing the data throughput.  

The objective of this chapter is to define and analyze the key elements in the 

design of future ultra-high speed relay systems based on optical technologies. 

12.3 Relevant missions and demos 

Since end of the nineties, several optical communication terminals have been 

developed for LEO, GEO and Moon missions. Figure 12-1 summarizes the main 

missions related to optical communications, past and planed ones. The missions 

performing relay communications are highlighted in orange. In the upper part of 

Figure 12-1, there are the missions for GEO (SILEX, AlphaSat-LCT, EDRS, and 

LCRD) and Moon (LLCD). The LCRD is currently in development and it is 

planned for lunch in 2018. All of them are commented in the following sections. In 

the lower part of Figure 12-1, there are the missions for LEO payloads. The 

OPALS, SOTA and OSIRIS projects are focused in direct downlinks to Earth and 

they will not be further commented hereafter. In the future, for the SOTA mission 

is also planned links to aircraft and satellites [3].  

Inter-satellite links were the framework of the SILEX project with two main 

objectives: to demonstrate the feasibility and performance of inter-satellite links 

and to relay video data from a LEO satellite to a ground station. The experiments 

involved two satellites that hosted the optical terminals: the ARTEMIS GEO satel-

lite and the SPOT-4 LEO satellite. SPOT4, developed by Matra Marconi Space for 

CNES, was successfully launched in 1998 and ARTEMIS, developed by Alenia for 

the European Space Agency (ESA), in 2001 [4]. The laser terminals were devel-

oped based on intensity modulation (50 Mb/s with on-off keying (OOK) with no 

return to zero (NRZ) for the forward link) and direct detection of laser beams in the 

800 nm range, allowing 50 Mbps data rate transmission. Since November 2001  
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Figure 12-1: Timeline of optical terminals in space. 

bidirectional links were performed between ARTEMIS and the ESA Optical 

Ground Station (OGS) at Canary Islands, Spain [5]. 

Other inter-satellite links were performed between ARTEMIS and OICETS 

satellites by JAXA and ESA since 2005, when the first bidirectional inter-satellite 

link took place. OICETS performed the return link at 2 Mb/s with 2-PPM. An 

avalanche photo-diode was used as receiver [6]. 

After the experience of SILEX, LEO inter-satellite communications based on 

coherent communications were the next step. The TerraSAR-X hosted the first 

coherent communications terminal in LEO based on this communications technol-

ogy. The terminal implements binary phase shift keying (BPSK) modulation and 

homodyne detection using an optical phase-locked loop (OPLL). The terminal was 

developed by TESAT-Spacecom under DLR funding [7]. The counter-partner was 

installed on the NFIRE satellite that was developed by the USA department of 

Defense. Homodyne BPSK at 5.625 Gbps was performed between both satellites 

over distances up to 4900 km [8]. 

The European data-relay system—in operation since November 2015—relays 

data between LEO satellites to ground through a constellation of GEO satellites, 

and it will also support unmanned aerial vehicles (UAV) and aircrafts. After Al-

phasat and EDRS-A were launched, the first satellite constellation was already in 

orbit. On the GEOs, the laser communication terminal (LCT) is part of a hybrid 

optical-RF payload for data relay [9]. The LCT is serving as input section for RF 

payloads that have different capabilities regarding the programs: In the Alphasat 

mission, the data output of the LCT is directly connected to a 600 Mbit/s Ka-band 

modulator (transparent connection); while in the EDRS mission the data output of 

the LCT is subject to framing, encrypting and channel coding. Due to the resulting 

overhead, the data volume is increased and dumped through various Ka-band 

channels, each with 600 Mbps data rate. The ground segment performs decoding, 

decryption and de-framing. 

It is noteworthy that recently, NASA successfully demonstrated bidirectional 

links with the optical terminal—based on 1500 nm systems—on board the Lunar 

Atmospheric Dust and Environment Explorer (LADEE), with a series of ground-

space optical links demonstrations [10–12]. Using the Lunar Lasercom Space Ter-

minal (LLST) payload in LADEE with maximum uplink and downlink rates of 20 

and 622 Mbps, respectively [12]. The downlink operates with a 16-PPM modula-

tion format, while the uplink does with a 4-PPM modulation. 

The Laser Communications Relay Demonstration (LCRD) mission is currently 

under development by NASA, to serve as a testbed for different technologies and 

concepts required in a data relay system based on optical communications. LCRD 

will operate for a minimum of 2 years, with a terminal in GEO orbit hosting two 

optical communications modules, allowing for testing handover protocols between 
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ground stations. The main goals to be demonstrated in this mission are high rate bi-

directional communications between ground and GEO, and to understand the fea-

sibility of pulse-position modulation (PPM) for deep space communication—or 

other power-limited systems—or differential PSK (DPSK) for near Earth high data 

rate communications. Moreover, the LCRD will specifically target the study per-

formance testing and demonstrations of coding, link layer, and network layer pro-

tocols over optical links [13]. 

12.4 System architectures 

At the top of Figure 12-2, there is a depiction of the relay scenarios considered 

hereafter. The data relay system architecture consists of a user (U) terminal node, a 

data relay (R) node and a ground (G) station node. In this system architecture, there 

are two links, namely the user link and the feeder link. The U-R link is defined as 

the link between the user terminal node and the data relay node, while the feeder 

R-G link is defined between the data relay node and the ground station. The user 

terminal node can be a LEO (L) satellite or an UAV (X) and the data relay terminal 

is a GEO satellite. The ground station node can be, in principle, either optical or 

RF, accordingly to the desired Feeder-link technology. At the bottom of Figure 

12-2, an abstraction of such communication chain is also provided, where both the 

U-R and R-G channel are responsible for degrading the transmitted information, 

resulting in errors in the data transmission.  

Among all considered schemes, full decoding on board of the relay offers the 

best tradeoff between power, bandwidth and achievable error rate. From a channel 

coding perspective, the different communication links are considered independent, 

and the errors are recovered locally at the satellite, as well as on ground. This can 

be achieved by protecting the data stream over the U-R link via a forward error 

correcting code and decoding the data stream at the GEO relay. By doing so, the 

redundancy introduced at the user terminal to cope with U-R link errors is removed 

at the relay, and upon proper dimensioning of the channel code virtually all errors 

are corrected. Therefore, the encoded information sent by the user terminal via U-R 

link is decoded and reconstructed at the GEO relay prior to transmission over the 

R-G link. The redundancy introduced over this link is exploited to cope with the 

errors affecting the R-G link. This approach, although optimal in the sense of min-

imizing the amount of redundancy over the two links—hence, maximizing the 

spectral efficiency of the system—has the major drawback of requiring decoding of 

at the GEO relay. The provision of a (quasi) error-free decoding of information at 

the relay may require, in fact, the use of a powerful error correcting code over the 

U-R link with a complex decoder at the relay.2 Therefore, various other options are 

discussed shifting decoding complexity from the relay to ground. Note also that the 

channel codes for the U-R link need to be fixed in advance, making later changes 

difficult. Other schemes, such as layered decoding offer more flexibility, since no 

decoding at the relay is performed. 

                                                                        
2 Note that the definition of complexity is very vague and changes in time. At the time being, existing 
relay systems barely implement channel coding mechanisms (exceptions are simple repetition codes). 

Therefore, also with regard to the high user data rates in the order of Gbit/s, decoding of modern codes 

at the relay is assumed to be impractical in the mid-term. 
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Figure 12-2: (Top) Scenarios for a GEO based relay system, and (bottom) abstraction of the communi-

cation channel. 

To avoid implementing complex decoding algorithms at the relay, one may 

perform encoding at the user, route the data through the relay and perform all de-

coding operations on ground only. This scheme does not impose a strong com-

plexity burden on the relay and provides some flexibility to change/update the 

physical layer (PHY) forward error correction (FEC) scheme independent of the 

relay. In particular, for the U-R link—where medium/low code rates are required—

this solution lacks spectral efficiency. 

 

FEC coding termination options 
 Full decoding on board the GEO: FEC coding is applied independently in each 

link (optical ISL and optical feeder link). The GEO has to correct errors in the ISL 

channel and this may constraint the type and level of coding that can be applied, 

since resources on board the GEO are limited. 

 Decoding on ground only: FEC coding is done, treating both the U-R and R-G links 

together. In this case, the GEO data relay does not perform any decoding. The 

ground station has then to correct errors occurred in both channels. 

 Partial decoding: This scheme assumes that only some low-complexity decoding 

operations take place at the satellite. Another decoding step is done on ground where 

more decoding complexity is affordable. 

 Layered coding: this scheme implies that the user data is protected by an addi-

tional error correcting code on top of the physical layer code. This code is not 

decoded on the relay, but only on ground, thereby, shifting the decoding com-

plexity to the receiver. 
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An alternative is to allow some low-complexity decoding operations on board 

of the relay. To improve the spectral efficiency, one may recover as many errors as 

possible at the GEO relay, with the given complexity constraint. Hence, from a 

spectral efficiency viewpoint, the best possible error control scheme that fits with 

the complexity limitations at the relay shall be used to protect the U-R link. On 

ground, a further decoding attempt is made to correct the remaining errors. Hereaf-

ter this approach is referred as partial decoding. 

This approach is used in EDRS, where the U-R link is protected by a line 

product code, while the end-to-end FEC is based on a (255, 239) Reed-Solomon 

code [14]. The repetition code works at the very low end of the complexity scale 

providing, however, no coding gain. Options to render the U-R link more reliable 

can be based on more complex but still very light in computational burden error 

correction mechanisms. 
Another approach is based on layered decoding. In particular, when the U-R 

link is subject to severe error events, e.g., due to strong pointing jitter, an additional 

channel code can be added on top of the low-complexity PHY FEC scheme. In the 

following, this code is referred to as packet level (PKT) code or erasure code. In 

this case, at the GEO only the weak PHY code is decoded, correcting some errors 

on the U-R link. A mandatory error detection mechanism marks each PHY code-

word either as correct or erroneous. All erroneous data is discarded.  The remaining 

data, after some processing is encoded and transmitted to the ground where after 

correcting the errors on the R-G link the PKT decoder attempts to recover the erro-

neous data from the U-R link—i.e. those not recovered at the GEO relay. Upon a 

proper design, high spectral efficiencies can be reached here with some penalty in 

performance with respect to full decoding on board of the satellite. 

12.5 Optical channel model 

12.5.1 Atmospheric channel 

The atmospheric turbulence can be defined by the strength of the fluctuations in the 

refractive index, represented with the refractive-index structure parameter 𝐶𝑛
2 with 

units of m
-2/3

. Hereafter, for all required calculations, the well-known Hufnagel-

Valley vertical profile is used [15]. The intensity of the received signal (for both 

coherent and non-coherent modulations) is affected by fading, resulting in time-

varying detected power, due to scintillation and beam-wander. Scintillation is the 

result of self-interference processes due to phase distortions and beam-wander are 

atmospheric induced pointing errors. The former is defined by the scintillation 

index (SI)—i.e. the normalized variance of the received optical power—and the 

latter by the RMS value of the beam displacement. Expressions to calculate the SI 

are readily available elsewhere [15]. 

The intensity can be modelled as a random variable governed by a lognormal 

probability density function (PDF) in the case of weak turbulence regime for a 

point receiver and works well in all regimes of turbulence for aperture averaged 

data [16], [17]. A process for the generation of lognormally correlated time sam-

ples has been presented elsewhere [18]. Additionally, the lognormal channel atten-

uation can be modelled as low pass process with a characteristic frequency—that 

depends on the atmospheric turbulence strength and the speed of the different tur-

bulence layers—having -8/3 and -17/3 power law slope for low and high frequen-

cies, respectively [19]. The cut off frequency characterizing the coherence time of  
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Figure 12-3: General block diagram of the channel model after the photodetector. 

the atmosphere is known as the Greenwood frequency [20]. The scale of the at-

mospheric coherence time, i.e. the inverse of the Greenwood frequency, is usually 

in the order of tens of milliseconds. 

The block diagram, shown in Figure 12-3, describes a general channel model 

including all the channel impairment effects due to turbulence and pointing errors 

due to terminal micro-vibrations. 

Once the basic scenarios are defined in Section 12.4 above, some calculation 

of the relevant parameters of the optical channel can be done in order to set the 

operational constrains of the different links. It is noteworthy that the L-R link is not 

affected by turbulence and, thus, the parameters related to atmospheric turbulence 

are calculated only for the X-R and R-G links.  

The Fried parameter 𝑟0 measures the integrated turbulence strength along a 

given propagation path, and is given by 

𝑟0 = (0.423𝑘2 sec 𝜁 ∫ 𝐶𝑛
2(ℎ) 𝑑ℎ

𝐻

ℎ0

)

−3/5

, (12.1) 

where 𝑘 = 2𝜋/𝜆 is the wavenumber, with 𝜆 being the wavelength, and 𝜁 is the 

elevation angle. 

The higher the value of the Fried parameter is, the weaker the turbulence. Typ-

ical values for weak turbulence are in the range of tens of centimeters. In the X-R 

link the Fried parameter is about two orders of magnitude larger than the typical 

values for weak turbulence, indicating that little to no influence from turbulence 

should be present in such links. 

Figure 12-4(a) presents an estimation of the beam wander effects over the X-R 

link. The angular beam wander, which represents the variance of the atmospheric 

induced pointing errors, can be calculated as [15] 

𝜃𝐵𝑊
2 = 0.54 (

𝜆

2𝑊0

)
2

(
2𝑊0

𝑟0

)
5/3

, (12.2) 

where 𝑊0 is the beam radius at the transmitter output plane. Moreover, it can be 

readily seen that the beam wander loss, which can be estimated as 𝐿𝐵𝑊 =
exp(−𝐺𝑇𝜃𝐵𝑊

2 ) for a Gaussian profile, is negligible for the UAV-to-relay link. This 

is so mainly due to the fact the standard deviation of their angular variations is 

about two orders of magnitude lower than the UAV transmitter beam divergence, 

which is in the order of tens of microradians. 
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 (a) (b) 

Figure 12-4: (a) Angular beam wander and beam wander loss for the X-R link, and (b) residual phase 

noise error due to atmospheric piston of two different terminal altitudes and different ele-

vation angles, for a direct link with GEO satellite. 

The atmospheric turbulence of the optical channel produces intensity and 

phase fluctuations. The phase distortions, induced by atmospheric turbulence, pro-

duce time-of-arrival jitter on the receiver signal, which is negligible for non-

coherent modulation formats. In the case of coherent modulation formats, the in-

fluence of the atmospheric piston can be modelled through its effect on the residual 

phase noise as [21] 

𝜎𝜙
2 = 1.328 (

𝑣⏊

𝑟0

)
5/3

𝜔𝑛
−5/3

, (12.3) 

where 𝜔𝑛 is the natural frequency of the receiver optical phase-locked loop 

(OPLL) and 𝑣⏊ is the wind speed vertical profile normalized with respect to the 𝐶𝑛
2 

profile, which can be calculated as shown elsewhere [21]. Figure 12-4(b) shows the 

residual phase noise due to atmospheric piston for the X-R and R-G links, with 

𝜔𝑛 = 50kHz, where it can be readily seen that values are always below 0.01 rad 

for all the analyzed conditions. It is already known that only values in the order of 

0.1 rad or above can produce a significant deterioration of homodyne receivers 

[21]. Therefore, it is determined that atmospheric piston does not play a significant 

role—when the OPLL is optimally designed [22]—in the reception of optical co-

herent modulation formats, for the relay scenarios analyzed here. 

Figure 12-5 presents the scintillation index value and the scintillation loss for 

the X-R and R-G links. The scintillation index gives a measure of the normalized 

standard deviation of the received optical intensity, and depends inversely on the 

link elevation angle, i.e., the lower the elevation the higher the scintillation index 

as a longer atmospheric path is traversed. When estimating the scintillation loss, a 

target availability of 99.6 % was assumed [23]. On the one hand, it can be seen that 

in the X-R link, for elevation angles above 15 °, the SI loss is less than 0.5 dB, 

indicating very weak turbulence. On the other hand, for the R-G link, for a 60 cm 

receiving telescope the SI loss could go as high as 2.5 dB for low elevation angles. 

Nevertheless, typical elevation angles in a GEO-ground scenario are above 35 °, 

where the SI loss would amount to approximately 1 dB or less. Because the SI 

value is always below 0.1, the atmospheric turbulence in all scenarios can be re-

garded to operate under a weak turbulence regime. The low values of SI are ex-

plained, as the propagation occurs only in the higher portion of the atmosphere for 
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Figure 12-5: Scintillation index and scintillation loss for a direct link with a GEO satellite from (left) an 

UAV at 20 km, and to (right) an OGS (60 cm aperture) at sea level at different elevation 

angles. The target availability assumed was 99.6 %. 

the X-R link case, where turbulence is the lowest. In the case of the R-G link, alt-

hough the optical wave traverses the whole atmosphere, a fair amount of aperture 

averaging takes place effectively reducing the scintillation indes.  The SI expres-

sions for the uplink and downlink has been given elsewhere [15]. 

12.5.2 Pointing errors and micro-vibrations 

Micro-vibrations of the transmitter platform contribute to the pointing errors and 

they can be modelled by a beta distribution, when the pointing bias is assumed to 

be zero. Therefore, the probability density function of the received optical power, 

due to only pointing errors, is given by [24] 

𝑓𝐼(𝐼) = 𝛽𝐼𝛽−1,   0 ≤ 𝐼 ≤ 1,   0 < 𝛽 < ∞.  (12.4) 

where the parameter 𝛽 = 𝑊0
2/(4𝜎𝑒

2) characterizes the random micro-vibrations of 

the user terminal; 𝑊0 being the laser bean radius at the transmitter, and 𝜎𝑒 =

[∫ 𝜃𝑒
2(𝑓)𝑑𝑓]

1/2
 is the root-mean-square (RMS) of the random jitter [25]. To com-

plete the model, a power spectral density (PSD) of the user terminal vibrations 

must be assumed, in order to take into account the temporal behavior of the trans-

mitting telescope pointing errors. In the past, the European Space Agency (ESA) 

proposed a model for the micro-vibrations PSD, for the optical communication 

payload SILEX, given by [26] 

𝜃𝑒
2(𝑓) =

2𝜎𝑒
2

𝜋(1 + (𝑓/𝑓𝑒0)2)
. (12.5) 

where 𝑓𝑒0 is the cut-off frequency of the PSD. For the case of the ESA model, this 

frequency was set to 1 Hz to model a LEO platform. For an UAV, it could be ex-

pected that the PSD to be spread over a larger bandwidth, taken into account the 

influence of wind gusts.  

As an estimation of the order of magnitude of the RMS random jitter 𝜎𝑒, a 

quick overview of available literature shows that for LEO terminals 𝜎𝑒 is in the 

range of 20–45 μrad [25], and for an aircraft terminal few hundreds of microradi-

ans has been reported [27]. These figures refer to total amounts due to vibrations of 

the space- or aircraft, which are more relevant in the initial pointing and acquisition 

stages of the link, and usually compensated through a coarse pointing assembly.  
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For the communication stage of link, a fine pointing assembly—usually a fast 

steering mirror (FSM)—is most likely also part of the LCT that helps in further 

reducing the pointing errors. Nevertheless, there is always a residual pointing error, 

which is the relevant figure for the communications phase of the link. Values re-

ported in the literature for the residual pointing errors (jitter) range from as low as 

0.3 µrad [28] and 0.8–1.53 µrad [29], to as high as 2.6 µrad [30], for satellite plat-

forms. In case of UAVs, for platforms flying altitudes of 10 km or above, reported 

residual pointing error jitters are in the order of some tens of micro radians [31]. 

To summarize, Table 12.1 presents a list of relevant parameter for all the sce-

narios defined, with some typical values for the sake of example. When the user 

terminal is a LEO satellite, the transmit power and aperture are changed to reflect 

the cases of a small and big LEO terminal. The small terminal has a 7 cm aperture 

with a 3 W power output, while for the big terminal a 15 cm aperture and a 5 W 

power output is assumed. In both cases, the transmitter laser is assumed collimated. 

For the UAV, 50 W transmitter power has been assumed, and 10 W for GEO plat-

form. 

On the one hand, it can be readily seen that for the X-R link, although it 

traverses the atmosphere, the atmospheric channel is quite benign due to the fact 

that only the upper part of the atmosphere plays a role. On the other hand, in case 

of the R-G link, although the whole atmosphere is within the propagation path of 

the downlink laser, a fair amount of aperture averaging takes place significantly 

reducing the effects of scintillation. This is due to the relatively large receiving 

aperture diameter at the ground station is 60 cm, when compared to typical values 

of the Fried parameter. Additionally, the atmospheric coherence time is about some 

tens of milliseconds, giving an indication of the interleaver size to cope with the 

 

Table 12.1: Relevant link parameters for all analyzed links for an optical GEO based relay system. The 

links are LEO to Relay (L-R) for a small and big platform, UAV to Relay (X-R) and Relay 

to Ground (R-G). 

Parameter Units 

Small 

L–R 

Big 

L–R X–R R–G 

Elevation ° — — 40.00 35.00 

Link distance km 40000.00 45000.00 35980.00 38394.12 

Wavelength nm 1550.00 1550.00 1550.00 1550.00 

Fried parameter cm — — 1612.71 13.94 

Greenwood frequency Hz  — — 0.34 34.46 

Atmospheric coherence ms — — 2983.71 29.02 

Res. pointing jitter µrad 0.63 0.32 11.79 — 

Coherence atm+jitter µs 89.42 89.23 89.35 29020.00 

Scintillation index  — — 1.74E-04 1.36E-2 

Tx Altitude km 500.00 500.00 20.00 36000.00 

Atmospheric attenuation dB — — -0.01 -0.50 

Tx power W 3.00 5.00 50.00 10.00 

Tx Telescope diameter cm 7.00 15.00 12.00 25.00 

Tx Divergence µrad 19.94 9.30 50.00 5.58 

Rx Telescope diameter cm 25.00 25.00 25.00 60.00 
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correlated fading events. Finally, the residual jitter and its coherence time—for the 

U-R channel—are calculated by simulating the platform pointing errors using the 

model in (12.5). Next, the half-width-half-maximum point of the channel state 

autocorrelation at the receiver plane was measured, assuming that the transmitter 

pointing mechanism can effectively reject vibration up to about 500 Hz, in the 

communication tracking phase of the link [32]. The total amount of initial jitter 𝜎𝑒 

assumed was 20 and 45 µrad for the small and large LEO platform, with a PSD 

cut-off frequency 𝑓𝑒0 of 1 Hz, following the ESA model [26]. For the UAV case, a 

𝜎𝑒 of 100 µrad was assumed with 𝑓𝑒0 = 50 Hz, to reflect the higher vibration re-

gime due to the wind gust affecting the aircraft. 

A special consideration is made for the X-R link, where the user is an UAV 

platform. Due to the strong residual pointing jitter, the divergence of the transmit-

ter telescope is optimized to counter the pointing loss effects. The resulting opti-

mum divergence is about 50 µrad. The UAV’s telescope is selected to be 12 cm as 

this size falls within the requirements of the tracking system [33], [34]. Neverthe-

less, this aperture diameter has no impact in the link budget calculation on the X-R 

link, as the transmitter is assumed non-collimated and its gain is obtained through 

the divergence value. 

12.5.3 Light coupling efficiency 

In every receiver chain, collected light by the telescope must be coupled into a 

photoelectric converter device, which might be preceded by fiber waveguide stage 

as in an EDFA pre-amplified receiver chain case. When light needs to be coupled 

into a single mode fiber (SMF), the coupling efficiency under the presence of at-

mospheric turbulence is [35] 

𝜂𝐶 = 8𝑎2 ∫ ∫ exp [− (𝑎2 +
𝐷𝑅

2

4𝜌0
2)] 𝐼0 (

𝐷𝑅
2

4𝜌0
2 𝑥1𝑥2) 𝑑𝑥1𝑑𝑥2,

1

0

1

0

 (12.6) 

where 𝑎 = 𝜋𝐷𝑅𝑊𝑚/(2𝜆𝐹), 𝑊𝑚 is the field radius of the fundamental mode that 

propagates through the SMF (usually about 5 μm), 𝐹 is the focal length of the re-

ceiving telescope, and 𝜌0 = 0.48𝑟0 is the atmospheric coherence radius—which is 

directly related to the Fried parameter give in (12.1). 

In the uplink direction—i.e. for the UAV to GEO relay—the turbulent struc-

tures defined by 𝜌0  are much larger than the probable size of the GEO satellite 

receiving aperture and thus 𝜌0 ≫ 𝐷𝑅. Consequently, the maximum fiber coupling 

efficiency 𝜂𝐶 = 0.815 can be obtained, provided that the receiver telescope has 

optimize the ratio 𝐷𝑅/𝐹 such that 𝑎 = 1.12 [36]. 

In the downlink direction, for the GEO relay to ground link, the 𝐷𝑅/𝜌0 ratio is 

larger than unity, indicating that some amount of wavefront distortion is capture by 

the receiving aperture. Therefore, the shape of the focused light can differ greatly 

from an Airy pattern, effectively producing additional coupling losses. In order to 

counterattack this phenomena, adaptive optics (AO) is often used to correct the 

incoming distorted wave, which can be decomposed into several orthogonal modes 

described by the Zernike polynomials [37]. To estimate the possible gain when 

applying AO techniques, a generalized Fried parameter 𝑟0,𝑁 can be estimated in 

terms of the number of Zernike modes 𝑁 corrected as [38] 

𝑟0,𝑁 = 0.286𝑟0 (
3.44

𝐶𝑁

) 𝑁−0.362,  (12.7) 
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where 𝐶𝑁 is the corresponding coefficient for the number of modes 𝑁 being cor-

rected as given by Noll [37]. 

Finally, in cases where the light is directly coupled over the photodetector, the 

diameter of the time-averaged (long-term) focal spot can be larger than the detector 

diameter. If the Fried-parameter 𝑟0 is smaller than the aperture diameter 𝐷𝑅, the 

long-term intensity distribution 𝐼(𝑟) can be modelled as a Gaussian distribution 

with standard deviation 𝜎 ≈ 0.42𝜆𝐹/𝑟0. Integrating the intensity distribution over 

the area of the detector yields the encircled—i.e. the detectable—power. 

12.6 Noise model 

The calculation of the available signal-to-noise ratio (SNR) is essential when as-

sessing a link performance. The symbol-level SNR is defined as 

𝑆𝑁𝑅 =
𝐼𝑅

2

𝜎s
2 + 𝜎B

2 + 𝜎ASE
2 + 𝜎s−ASE

2 + 𝜎ASE−ASE
2 + 𝜎LO-ASE

2 + 𝑅𝐼
2NEP2𝐵𝑒

2
, (12.8) 

where 𝑅𝐼 is the responsivity of the photodetector and 𝐼𝑅 = 𝑅𝐼𝑃𝑅 is the generated 

signal photocurrent, for a certain received optical power 𝑃𝑅. When the received 

signal is coherently modulated, and a local oscillator (LO) with optical power 𝑃LO 

is used, then 𝐼𝑅 = 2𝑅𝐼√𝑃LO𝑃𝑅. Moreover, 𝐵𝑒 is the electrical bandwidth of the 

photodetector or the subsequent low-pass electrical filter, which is chosen to match 

the required bandwidth for the specific symbol rate of the modulated received sig-

nal. In addition, the noise equivalent power (NEP) characterizes the noise figure of 

the photodetection process, which includes the effects of thermal and dark current 

noise. 

The shot noise variance—product of the intrinsic quantum nature of the 

light—can be approximated by 𝜎s
2 = 2𝑞𝐼𝑅𝑀𝐹𝐵𝑒  ; where 𝑞 represents the elemen-

tary charge, 𝑀 is the mean avalanche gain (higher than unity for APD photodi-

odes), and 𝐹 is the excess noise factor. Similarly, the noise due to optical back-

ground power is calculated in the same manner.  

The total background radiation can be characterized by the spectral radiance of 

the sky that depends on the elevation angle, and changes for day and night opera-

tion. In night time, the sky emissivity for a nearly horizontal path through the at-

mosphere is essentially that of a blackbody at the temperature of the lower atmos-

phere. The behavior for daytime conditions will be very similar to that of night 

time, with the corresponding change due to higher temperatures, and the addition 

of scattered sun radiation below 3 μm [39]. The background noise can be modeled 

as 𝜎B
2 = 2𝑞𝑅𝐼𝑃𝐵𝑀𝐹𝐵𝑒  , where 𝑃𝐵 = 𝑁𝐵𝐵𝑜(𝜋𝐷𝑅FoV/4)2 is the background optical 

power, which depends on the spectral radiance of the sky 𝑁𝐵, the receiver aperture 

𝐷𝑅, optical filter bandwidth 𝐵𝑜 and detector’s field of view FoV. 

Amplified spontaneous emission (ASE) noise is inherent property of the used 

optical amplifiers [40]. The power spectral density noise is assumed bilateral and 

for each component the complex noise variance can be written as 𝑁0,𝐴𝑆𝐸 =
ℎ𝜈(𝐺 − 1)𝑛𝑠𝑝/2, where ℎ is the Plank’s constant, 𝐺 is the amplifier gain and 𝑛𝑠𝑝 

is the spontaneous emission factor, which is always greater than one. It is notewor-

thy that the variance depends on the frequency 𝜈, showing that ASE is not really 

white because of this dependence with 𝜈. However, for the normal bandwidth val-

ues required by data transmission systems, the ASE noise is considered flat and 

thus can be assumed as an AWGN process. 
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At the optical-to-electrical conversion stage, an ASE shot noise and two beat 

components are generated; along with the beating noise between the signal and the 

ASE 𝜎s−ASE
2 , and between the ASE with itself 𝜎ASE−ASE

2 . Assuming only one polar-

ization, all are assumed AWGN and are given by [41] 

𝜎ASE
2 = 2𝑞𝑁0,ASE𝐵𝑜𝑅𝐼𝐵𝑒 , 

𝜎s−ASE
2 = 4𝐼𝑅𝑀𝐹𝑁0,𝐴𝑆𝐸𝑅𝐼𝐵𝑒 , 

𝜎ASE−ASE
2 = 𝑅𝐼

2𝑁0,ASE
2 𝐵𝑒(2𝐵𝑜 − 𝐵𝑒). 

(12.9) 

In the case of coherent detection, an extra beating noise term appears due to 

the interaction of the local oscillator power 𝑃LO with the ASE component from the 

EDFA pre-amplifier in the receiver chain, which is given by 𝜎
LO-ASE

2 =

2𝑅𝐼
2𝑃LO𝑁0,ASE𝐵𝑒 [42]. 

For the cases when an EDFA booster amplifier is used in the transmitter side, 

its ASE noise can be referred to the receiver chain as part of the background noise, 

in the form of an additional background optical power given by 𝑃𝐴𝑆𝐸−𝑇𝑥
=

0.2ℎ𝑐𝐺𝑇𝐹𝑇𝐷𝑇
2𝐷𝑅

2/(𝑅2𝜆3),where 𝐺𝑇 and 𝐹𝑇 refer to the booster amplifier gain and 

noise factor, respectively [41]. 

12.7 Link budget 

The channel model includes several effects: the transmission losses, the atmospher-

ic turbulence effects and the platform micro-vibrations. A simple way to see the 

different phenomenon affecting the optical link is through the expression of the 

received optical power 𝑃𝑅 detected at distance 𝐿, which is given by 

𝑃𝑅 = 𝑃𝑇𝐺𝑇𝜂𝑇𝜂𝐴𝑇𝑀𝐿𝐹𝑆𝐿𝑝𝐿𝑆𝐼𝐺𝑅𝜂𝑅𝜂𝐶 , (12.10) 

where 𝑃𝑇  is the transmitted average optical power with wavelength 𝜆, 𝐺𝑇 =
(𝜋𝐷𝑇/𝜆)2    and 𝐺𝑅 = (𝜋𝐷𝑅/𝜆)2   are the transmitter and receiver gains, respec-

tively; 𝜂𝑇 and 𝜂𝑅 are transmitter and receiver efficiencies, respectively, while 𝜂ATM 

is the atmospheric attenuation; 𝐿FS = (𝜆/4𝜋𝐿)2 is the free-space loss. From the 

terms in (12.10), 𝐺𝑇, 𝐺𝑅, 𝜂𝑇, 𝜂𝑅, 𝜂ATM and 𝐿FS are considered either static or slow-

varying losses—respect to the time scale of the communication process—and do 

not have an impact on the statistical behavior of the fading process. Moreover, 

𝐿𝑝 = exp (−𝐺𝑇𝜃𝐵𝑊
2 ) corresponds to the pointing errors. Finally 𝐿𝑆𝐼 is the SI loss, 

respectively. The former can be calculated with a method from [43], and the latter 

with an expression from [23] 

𝐿𝑆𝐼 = (3.3 − 5.77√ln 1/𝑝)𝜎𝐼
4/5

, (12.11) 

where 𝜎𝐼
2 is the scintillation index, 𝑝 = 1 − av is the fractional outage time, and av 

is the target availability, which in the scenario analyzed here is set to 99.6 %.. 

Finally, the telescope collected light must be coupled into a photodetector, 

which will exhibit a certain coupling efficiency 𝜂𝐶. When light needs to be coupled 

into a single mode fiber (SMF)—as in an EDFA pre-amplified receiver chain—the 

coupling efficiency under the presence of atmospheric turbulence, for the R-G link, 

is a function of the ratio of the receiver aperture diameter to the Fried’s parameter 

𝐷𝑅/𝑟0 [35]. For the downlink case, i.e. in the R-G link, it is assumed that 50 Zer-

nike modes are corrected by applying AO correction. This represents an improve-

ment of about 13 dB with respect to a system without AO, and about 7 dB with a 

system that compensates for the tip-tilt Zernike modes, i.e. corrects for angle-of-

arrival fluctuations. 
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In the uplink direction, i.e. for the U-R link, the transversal coherence of the 

wave is much larger than the probable size of the GEO receiving telescope aper-

ture. Consequently, the maximum fiber coupling efficiency 𝜂𝐶 = 0.815 can be 

obtained. 

In order to carry out the link budget calculations, some assumptions on the 

transmitter and receiver chain have to be made. In the transmitter, the booster am-

plifier is assumed to work on a regime with a 45 dB gain and a 6 dB noise figure. 

These parameters are necessary in calculating the effect on the transmitter booster 

ASE noise, which is effectively included as an extra background power level. 

For the receiver chain, it is assumed that an optical filter of 0.8 nm—i.e. corre-

sponding to a dense wavelength division multiplexing (DWDM) grid of 

100 GHz—is present, which is a well-known standard assumption for 1550 nm. 

The receiver optical chain has a pre-amplifier with 30 dB of gain, with 4 dB noise 

figure. The pre-amplifier is assumed to be used in both coherent and non-coherent 

reception, thus, the light coupling power loss always refers to fiber coupling effi-

ciency. The photodetector is a PIN diode with a maximum 20 GHz electrical 

bandwidth, 0.75 A/W responsivity, and a noise equivalent power 

NEP=2.5 pW/√Hz. In addition, for the case of coherent detection a 10 dBm LO 

laser is considered. 

It is noteworthy that, in the optical domain, data rates up to 40 Gbit/s are 

achievable with current technology using a single optical channel. Modulator and 

receivers for 40 Gbit/s are also available. However, currently for data rates beyond 

25 Gbit/s usually wavelength division multiplexing (WDM) techniques are taken 

into consideration. In fiber communications it is a well-known technique that leads 

to the ITU recommendations G.694.1 and G694.2 for dense WDM (DWDM) and 

course WDM (CWDM) spectral grids, respectively. Such recommendations fix the  

 

 

Table 12.2: Link budget calculation for all link scenarios defined by Table 12.1. 

Parameter Units 

Small 

L–R 

Big 

L–R X–R R–G 

Tx power dBm 34.77 36.99 47.00 40.00 

Tx antenna gain dB 102.15 108.77 95.05 113.20 

Tx antenna efficiency dB -3.01 -3.01 -3.01 -3.01 

Tx pointing loss dB -0.06 -0.15 -1.68 0.00 

Free-space loss dB -290.22 -291.24 -289.30 -289.86 

Atmospheric attenuation dB 0.00 0.00 -0.01 -0.50 

Scintillation loss dB 0.00 0.00 -0.32 -1.84 

Link margin dB -1.00 -1.00 -1.00 -3.00 

Rx antenna gain dB 114.10 114.10 114.10 120.88 

Rx antenna efficiency dB -3.01 -3.01 -3.01 -3.01 

Rx light coupling loss dB -0.89 -0.89 -0.89 -14.72 

Total link loss dB -82.02 -76.44 -90.07 -81.00 

Total Rx power dBm -47.24 -39.45 -43.08 -41.00 

Total equivalent background power dBm -80.92 -74.75 -74.65 -69.24 
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central frequencies of the transmitter laser and the optical channels for the multi-

plexers and de-multiplexers. This technology is however usually limited to wave-

lengths in the range of optical C-Band and L-Band for DWDM and in the range 

between 1270 and 1610 nm for CWDM. 

Table 12.2 presents the link budget calculation for all the scenarios selected. In 

the U-R link, the user can be either an UAV or a LEO satellite—that can be a small 

or big platform. The bottom row gives the equivalent background noise power seen 

by the receiver photodetector, i.e. after the pre-amplifier, and includes the transmit-

ter booster ASE noise and the sky irradiance background noise.  

Based on the total received power calculated in the link budget presented in 

Table 12.2, a calculation of the photons per bit (PPB) at different bit rates can be 

performed.  

PPB =
𝑃𝑅

𝐸𝜆𝑅𝑏

, (12.12) 

where 𝑅𝑏 is the uncoded data bit rate and 𝐸𝜆 = ℎ𝑐/𝜆 is the photon energy; with ℎ 

being the Planck’s constant and 𝑐 is the speed of light in vacuum.  

The PPB metric is useful for providing a first idea on the maximum bit rates 

that in principle could be achieved with an optically pre-amplified receiver. In 

Ref. [44], a rather complete table presents a list of high-sensitivity optical receiver 

demonstrations. There, previously reported sensitivities for uncoded transmission 

are in order of 147 PPB for OOK at 10 Gbps, 45 PPB for DPSK at 12.5 Gbps, and 

some 100 PPB for BPSK at 10 Gbps [44]. Hereafter, the assumption is made that 

for data rates in the order of few tens of Gbit/s—in a timeframe of about 10 years 

from now—on-going developments could potentially allow for receiver sensitivi-

ties close to 50 PPB, for coherent modulations and DPSK, and about 100 PPB for 

OOK. 

The estimation of the PPB for each link at 0.1, 1, 5, 10 and 20 Gbps is present-

ed in Table 12.3. By inspecting the calculated values, it is readily seen that for a 

small LEO platform to the GEO relay data transmission using OOK would be pos-

sible for data rate below the Gbit/s regime, and to transmit about 1 Gbps or more 

then DPSK or BPSK modulation would be required. In the case of a big LEO plat-

form, transmission up to 10 Gbps seems to be possible. When the user communi-

cating with the GEO relay is an UAV, data rates up to 5 Gbps would be feasible 

using either DPSK or BPSK, while OOK could work up to a few Gbit/s. Finally, in 

the downlink from the GEO relay to the OGS, data rates up to 10 Gbps could be 

possible, while for higher rates it would be advisable to split the total throughput 

into various channels using WDM techniques. 

 

Table 12.3: Average received photons per bit, for all link scenarios defined by Table 12.1 and 

Table 12.2. The received average power is taken from Table 12.2 

Bit rate 

Small 

L–R 

Big 

L–R X–R R–G 

100 Mbps 1470.09 8837.77 3831.27 6182.63 

1 Gbps 147.01 883.78 383.13 618.26 

5 Gbps 29.40 176.76 76.63 123.65 

10 Gbps 14.70 88.38 38.31 61.83 

20 Gbps 7.35 44.19 19.16 30.91 
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Figure 12-6: Maximum capacity as a function of the symbol-level SNR, for different modulation for-

mats. The plot for DPSK corresponds to the performance when the observation window 

comprises two symbols. The curve for DPSK was taken from [45].3 

Finally, the channel capacity for a given symbol-level SNR, for different mod-

ulation formats, is presented in Figure 12-6. The plot for DPSK corresponds to the 

performance when the observation window comprises two symbols [45]. Note that 

multi-symbol detectors may close the gap with respect to the BPSK capacity curve. 

To make use of this information, the calculation of the available SNR for all links 

is presented in Table 12.4. Values given are for OOK modulation format. In addi-

tion, values for DPSK and BPSK are given in square brackets and parenthesis, 

respectively. Moreover, only values for which reliable communication is possi-

ble—in terms of the receiver sensitivity discussion presented above—are given. It 

is noteworthy to mention that SNR values presented in Table 12.4 are based on the 

link budgets give in Table 12.2, where the transmitter is assumed to be average  

 

Table 12.4: Average symbol-level SNR in decibels, for all link scenarios defined by Table 12.1 and 

Table 12.2. Values presented are for direct detection, i.e. OOK and DPSK (in square 

brackets), and for coherent detection, i.e. BPSK (in parenthesis). SNR values are not given 

for bit rates at which pre-amplified receiver sensitivity is not enough to allow reliable 

communication. 

Bit rate 

Small 

L–R 

Big 

L–R X–R R–G 

100 Mbps 22.3 [22.0] (24.6) 33.1 [31.9] (32.3) 28.4 [27.6] (28.8) 31.2 [30.1] (30.7) 

1 Gbps 12.3 [12.0] (14.6) 23.2 [21.9] (22.3) 18.4 [17.6] (18.8) 21.2 [20.1] (20.7) 

5 Gbps — 16.2 [15.0] (15.3) 11.4 [10.6] (11.7) 14.2 [13.1] (13.8) 

10 Gbps — 13.2 [12.0] (12.3) — 11.2 [10.1] (10.8) 

20 Gbps — — — — 

 

                                                                        
3 The curve for DPSK shown here is correctly plotted. In the original publication the DPSK curve is 

wrongly plotted. 
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power limited. Thus, the transmitted peak power for OOK is twice the average, 

while for DPSK and BPSK the peak and average power are the same. Note that, 

although they assume the same average power, the SNR value for BPSK is larger 

than for DPSK, reflecting the fact that former uses coherent detection using a laser 

local oscillator. 

When compared with the maximum achievable capacity curve in Figure 12-6, 

the expected SNR values indicate that, in principle, maximum profit of the channel 

usage could be obtained. In this scenario, error correction with high code rates can 

be applied in order to maximize the bandwidth occupancy for the transmission of 

information bits. 

Up to this point, all analysis has been performed considering uncoded trans-

mission only. Nevertheless, a communications system will always be protected 

with an error correction code. In the following section, the implementation of for-

ward error correction (FEC) codes is presented, while taking into account the par-

ticularities of the user and feeder optical channels in a GEO relay scenario as well 

as the type of processing. 

 

12.8 Forward error correction 

An overview of different FEC codes defined in the framework of the Consultative 

Committee for Space Data Systems (CCSDS) for near earth and deep space com-

munications is provided in the following. These codes that were intended for point-

to-point links, i.e., without relay, can be used as building blocks for data relay 

systems. Complete solutions for data relay systems will be discussed in the next 

subsections. Amongst others, the following channel codes are defined in CCSDS 

[46][47][48].  

 Reed-Solomon (RS) codes. Hard decision decoding is done for 

short/medium sized blocks [49]. Due to the limited block length and the 

fact that soft information is not exploited at the decoder, coding gain is 

limited, in particular w.r.t. modern, iterative codes. 

 Reed-Solomon and convolutional codes (RS+CC). This serially concat-

enated scheme consists of an inner convolutional code processing soft in-

formation and an outer RS code fixing residual (bursty) symbol errors of 

the inner code. Due to the lack of iterating between the blocks and relying 

on soft-input hard-output inner decoders, this option is inferior to modern 

codes in terms of performance.  

 Turbo codes. Both serial concatenated convolutional codes (SCCCs) and 

parallel concatenated convolution codes (PCCCs) are proposed in the 

CCSDS standard and belong to the class of iteratively decodable turbo 

codes with excellent performance. 

 Low-density parity check (LDPC) codes. Different types of LDPC 

codes are part of CCSDS. Some of them and originate from the Digital 

Video Broadcasting – Satellite 2 (DVB-S2) standard. Thanks to the large 

block lengths and soft decoders, LDPC codes belong to one of the most 

powerful coding schemes. 
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Figure 12-7: Comparison of different FEC schemes in terms of BER versus Eb/N0 for a binary input 

AWGN channel. Additionally the bit error probability for uncoded BPSK is shown. 

In Figure 12-7, bit error rate simulation results versus 𝐸𝑏/𝑁0—i.e. the energy 

per information bit to noise power spectral density ratio—for various CCSDS 

channel codes on an AWGN channel with BPSK are exemplified. One can observe 

from the figure that LDPC codes show the best performance among the considered 

channel codes. Notable gains in the order of a few dB is visible with respect to RS 

codes, concatenated RS, and convolutional code. Small gains in the order of a few 

tenths of dB are present with respect to SCCCs for the setup in the figure. From a 

bit-error rate performance point of view, LDPC and SCCCs are a natural choice, 

whenever complexity constraints are not stringent. As a complement, also the bit 

error rate versus 𝐸𝑏/𝑁0 of a repetition code with rate 1/3 is depicted under soft 

decoding. Observe that there is a gap of around 5.6 dB with respect to the LDPC at 

a bit error rate of 10
-4

. Despite this gap, repetition codes might be a reasonable 

choice if decoding complexity is a bottleneck. 

For correlated fading channels, the following additions to the channel coding 

options above can be made: 

 Long PHY interleaver is usually placed after the channel encoder. 

Thereby code symbols of several codewords are interleaved among each 

other before modulation and transmission over the channel. In this setting 

‘long’ means that the interleaver duration shall exceed the coherence time 

of the channel. This way after deinteleaving at the receiver side, errors in-

troduced by the fading are spread over several code words. If the inter-

leaver is chosen long enough, there is virtually no degraded code perfor-

mance compared to an uncorrelated channel [50]. 

 PKT code is placed as an additional layer of error protection as a com-

plement to the PHY code. To this end the user data is first portioned into 

packets and encoded by the PKT code where a code symbol in an entire 

packet. The data is then further encoded by a PHY code. The duration of a 

PKT codeword shall be longer than the channel coherence time. 
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Next various FEC schemes for data relay systems are discussed. 

12.8.1 Full Decoding on board of the relay 

Consider the U-R link. In fact, without complexity constraints on the relay the best 

solution in terms of bandwidth efficiency/error rate performance is the following: 

encode the data on the user side and decode it completely on board of the relay. 

This way, upon a proper choice of the modulation and coding scheme, nearly all 

errors are corrected on board of the relay and all redundancy data for U-R link is 

removed at the relay. Then, a further encoding of the recovered user data (not con-

taining any redundancy) takes place to protect the data from errors on the R-G link. 

A modern channel code with high coding gain, such as an LDPC code would be 

the natural choice here. Soft decoding of a modern code on board of the relay is 

problematic from a complexity point of view, at least nowadays. Therefore, given 

stringent complexity constraints, simpler codes might be used paired with simple, 

preferably hard decoders. This yields performance losses that can be mitigated by 

considering alternative FEC schemes (see e.g., partial coding). 

12.8.2 Decoding on ground only 

As an alternative to full decoding on board of the relay, one may shift decoding 

complexity to the ground station where computation resources are plentiful. This 

scheme is called decoding on ground. On the one hand, this solution has the disad-

vantage that the bandwidth occupation increases, at least when the quality of the U-

R link requires the use of medium/low code rates. For optical links, typically, pow-

er is plentiful, but fading events may require medium/lower code rates. On the 

other hand, decoding on ground only is a simple, low-complexity scheme with 

good performance and certain flexibility to modify the PHY FEC. In fact, among 

all considered schemes it put the lowest computational burden on the relay. 

Due to technological constraints, often demodulation of the waveform at the 

relay takes place. This is followed by a modulation step. We call this type of relay 

systems semi-transparent. To exploit the full capabilities of modern codes and their 

soft iterative decoders (on ground), they need to have access to soft channel infor-

mation. Consequently, soft demodulation of the U-R link signal at the relay is de-

sirable. Denote by 2𝑞 the number of quantization levels of the values at the de-

modulator output, i.e. each value is represented by 𝑞 bits. After soft demodulation 

at the relay there is an increase of data rate by factor 𝑞. This implies that 𝑞 times 

more bandwidth and power (aggregated) are required to transmit soft information 

after demodulation. A special case consist for 𝑞 = 1. Hard demodulation at the 

relay can be done in order to improve the bandwidth efficiency on the R-G link and 

to reduce complexity at the relay. Usually, the use of hard demodulators is paired 

with a performance loss more than 2 dB compared to soft demodulation (see Figure 

12-8). However, in the current setup the required bandwidth is reduced by a factor 

of 𝑞 with respect to soft-demodulation and so does the required power (since only 

one and not 𝑞 bits per demodulated code symbol need to be transmitted). There-

fore, decoding on ground only with 𝑞 = 1 is the preferred option. 

There exist several flavors of decoding on ground only: 

 Two step encoding: One may perform encoding at the user side to protect 

the data only from errors on the U-R link. Then, a second encoding step at 
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Figure 12-8: Channel capacity versus Eb/N0 for binary-input AWGN channel with different quantization 

levels at the demodulator. 

 

the relay takes place adding additional complexity (and reducing flexibil-

ity of the scheme). Let us denote by 𝑅𝑢𝑟 the code rate for the U-R link and 

by 𝑅𝑟𝑔 the code rate for the R-G link. The number of quantization levels is 

chosen to be 𝑞 = 1. To transmit the 𝑘𝑢𝑟 bits, the U-R link needs to carry 

𝑘𝑢𝑟 ∙ 1/𝑅𝑢𝑟 bits. After re-encoding on board of the relay, the R-G link 

needs to carry 𝑘𝑢𝑟 ∙ 1/𝑅𝑢𝑟 · 1/𝑅𝑟𝑔 bits. By contrast, when decoding on 

board of the satellite is allowed, the amount of bits is at most 𝑘𝑢𝑟 ∙ 1/𝑅𝑟𝑔 

for the R-G link. This means a factor of 1/𝑅𝑢𝑟 increase in required data 

rate (bandwidth) w.r.t. decoding at the relay. 

 One step encoding: Another alternative is to perform encoding only at the 

user with a rate Rug in order to protect the data against impairments on 

both U-R and R-G links. Then, no encoding at the relay needs to be done. 

We have that min(𝑅𝑢𝑟 , 𝑅𝑟𝑔) ≥ 𝑅𝑢𝑔 ≥ 𝑅𝑢𝑟𝑅𝑟𝑔. The semi-transparent relay 

performs demodulation and modulation. As sketched previously hard de-

modulation is the better choice from bandwidth/power consump-

tion/complexity point of view. To transmit 𝑘𝑢𝑟 bits, now on both links 

𝑘𝑢𝑟 · 1/𝑅𝑢𝑔  bits need to be sent. For the same performance, higher band-

width is required compared to decoding on board of the satellite. This op-

tion is a good choice when both communication channels allow high rate 

codes, i.e., when 𝑅𝑢𝑟 ∙ 𝑅𝑟𝑔 is close to one or when bandwidth is plentiful. 

Decoding on ground may not be the best choice in terms of bandwidth usage 

(or power usage for a fixed bandwidth). It is the most commonly employed scheme 

for relaying since it is flexible, highly performant and simple, i.e., it requires least 

processing capabilities on board of the relay. 
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 (a) (b) 

Figure 12-9: General block diagram for (a) partial decoding scheme and (b) layered FEC scheme. 

12.8.3 Partial decoding scheme 

There exist several options for partial decoding. The main idea is to decode parts of 

the data at the relay using simple codes and decoders and to decode the rest on 

ground where more computational power is available. This way some errors might 

be directly corrected at the relay and unnecessary redundancy on the R-G link is 

avoided.  

One may consider the following approach. At the user side, encoding takes 

place and the data is transmitted to the relay, where a first low-complexity decod-

ing attempt is done.  If decoding is successful, the redundancy added at the user 

side can be removed and the user data is forwarded to the encoder at the relay. If 

decoding is not successful, the entire erroneous codeword is forwarded to the en-

coder. Additional redundancy is added at the encoder and the data is forwarded to 

ground for decoding. If decoding on board succeeds, this scheme is similar to de-

coding on board of the relay as sketched before in terms of bandwidth constraints. 

If decoding does not succeed, the scheme is similar to decoding on ground only as 

sketched before. Clearly, the success of decoding on board of the relay is strongly 

related to the U-R link quality and the complexity limitations of the code/decoding 

algorithm. The setup is sketched in Figure 12-9(a). 

 

Candidates for the PHY codes are for instance: 

 Low-memory convolutional codes with interleaving. Here, convolu-

tional codes with different memory can be considered, with coding gains 

with respect to the repetition code ranging from 4 dB (for the memory-2, 

rate ½ case) up to 7 dB (for the memory-6 case) under soft decision de-

coding.  

 Algebraic codes, such as BCH codes (or RS codes). Efficient syndrome 

decoders based on look-up tables available and are e.g. used in terrestrial 

fiber optical communications for 100 Gbps links [51].  
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 Concatenated schemes. Concatenations of the above codes may yield a 

more powerful channel code. An example are BCH product codes as also 

used in terrestrial fiber optical communications [51] whose component 

codes might decoded at the relay, while (upon decoding failure at the re-

lay) the product code is decoded on ground.  Modern codes, such as 

LDPC or turbo codes also belong to the class of concatenated schemes 

[52][53]. Similarly, their component codes might be decoded at the relay 

(eventually using simple decoders), while the concatenated scheme is de-

coded on ground. 

12.8.4 Layered coding scheme 

A promising alternative in case of U-R (fading) links lies in the use of an additional 

PKT code. To this end, user data is split into 𝐾 packets, each of them having 𝐿 bits, 

and encoded by means of a PKT code yielding 𝑁 packets, each of them having 𝐿 

bits. Each packet is further subject to an error detection mechanism (usually a CRC 

code or inherent error detection capability of the PHY decoder) in order to ensure 

its integrity after transmission. The packets are forwarded to lower layers. At PHY, 

usually a simple error correcting code is additionally used to protect the packets 

against sporadic bit errors due to noise, since a single bit error may corrupt an en-

tire packet. The aim of using a PKT level code is to protect the data against se-

quences of errors introduced by the (correlated) communication channel.  

After transmission on the U-R link, PHY decoding at the relay takes place to 

correct sporadic bit errors. Note that the PHY code is a simple code here, which 

can be tailored to the complexity limitation of the relay. In a next step, error detec-

tion takes place to check the integrity of all packets. All corrupted packets are dis-

carded at the relay.  

In order to spare bandwidth on the R-G link further packets at the relay can be 

discarded by a packet remover as follows. Denote by 𝐾’ the number of correctly 

received packets at the relay. 𝐾 ≤ 𝐾’ is a necessary condition for successful decod-

ing. For many codes, 𝐾 ≤ 𝐾’ is not sufficient to ensure decoding success. There-

fore, let us require 𝐾 +  ≤ 𝐾’, where  is a design parameter (also referred to as 

overhead) that is usually much smaller than 𝐾 (e.g., in the order of a few percent of 

𝐾). Else, decoding will fail with a high probability and one may discard all packets 

already at the relay. Assume that at the relay 𝐾’ packets are correctly received. 

Then, a packet remover at the satellite discards packets until only 𝐾 +  packets 

remain. The choice of the overhead gives a tradeoff between the code performance 

and bandwidth occupation on the R-G link.    
After the packet remover, no decoding of the PKT code takes place at the re-

lay. Instead, the remaining 𝐾 + Δ packets are forwarded to lower layers, encoded 

again and transmitted over the R-G link. On ground, decoding of the code for the 

R-G link takes place. Then, again, error detection for each of the packets takes 

place. Finally, a PKT decoder attempts to correct the missing packets. The setup is 

sketched in Figure 12-9(b). 

An advantage of the layered scheme lies in the fact that on board of relay no 

complex decoding operations take place. Only PHY decoding of a simple code 

needs to be done, followed by an error detection and packet removal step. The code 

used on PHY can be an algebraic code or a low memory convolutional code. Its 

purpose is to correct sporadic bit errors. Another advantage of the layered scheme 

is that the relay forwards only 𝐾 + Δ packets to the lower layers, where 𝐾 is the 
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number of information packets. For sake of comparison with the former schemes 

assume that 𝐾 · 𝐿 = 𝑘𝑢𝑟. To transmit a file of 𝑘𝑢𝑟 bits one has to send (𝐾 + Δ) · 𝐿 ·
1/𝑅𝑟𝑔 = (𝑘𝑢𝑟 + Δ · 𝐿) · 1/𝑅𝑟𝑔 bits on the user link. The parameter  is chosen to 

be a small fraction of 𝐾, typically in the order of a few percent. 

Layered coding can be seen as a special case of partial decoding. Both 

schemes may implement a similar PHY code, complemented by a PKT code for 

layered decoding. While at the relay a low complex decoding attempt of the PHY 

code is done, on ground the PKT layer code is decoded in order to resolve residual 

errors on the U-R link. We point out that PKT level codes perform best on corre-

lated communication channels. They work well if the PKT codeword duration is 

much longer than the coherence time of the channel.  

12.8.5 Interleaving options 

12.8.5.1 Long PHY interleaver 

A typical strategy for correlated channels is the employment of long PHY inter-

leavers. These interleavers spread over a multitude of code words. The goal is to let 

every codeword experience good and bad channel states. In this way, the number 

of errors in every codeword shall be similar after deinterleaving. Upon a proper 

choice of the code parameters, the number of errors in a codeword shall not exceed 

its error correcting capabilities and successful decoding is possible. On the contra-

ry, without interleaving some code words would contain too many errors others 

maybe none. For a given date rate D, the length of the interleaver (interleaver depth 

𝑑) is usually chosen such that 𝑑/D is much larger than the coherence time 𝑡 of the 

channel. More formally 𝑑 =  D ∙ 𝑡 ∙ 𝑐, where 𝑐 ≫ 1. The value of c determines the 

code performance and needs to be carefully chosen for the targeted communication 

channel. 

To assess the effect of the interleaver, consider performance of a rate 2/3 

LDPC code of length 64800 on a lognormal block-fading channel with AWGN 

assuming BPSK. For the lognormal fading, let us choose the parameter 𝑠 = 0.5 

(standard deviation of the underlying Gaussian process). Further, choose 𝑚 (mean 

of the underlying Gaussian process) such that the average power of the lognormal 

process is one.  

The block-fading channel is implemented as follows. Based on a Markov pro-

cess with average state duration 1/𝑝𝑖𝑗  a channel state is selected. Each channel 

state is associated to a fading amplitude, sampled from a lognormal distribution. 

For the experiments different 1/𝑝𝑖𝑗  were considered, where high values of 1/𝑝𝑖𝑗  

mimic a strongly correlated communication channel. The results are summarized in 

Figure 12-10.  

In Figure 12-10 the curve with 1/𝑝𝑖𝑗 = 1 represents the frame error rate (FER) 

versus Eb/N0 for a rate-2/3 LDPC code of length 𝑛 = 64800  symbols on a 

lognormal fading channel with no correlation. Significant losses in performance are 

visible if 1/𝑝𝑖𝑗  is comparable to the codeword length 𝑛, i.e. for 1/𝑝𝑖𝑗 = 64800. 

This is owing to the fact that code symbols in a codeword often experience similar 

level of fading and the channel code is not capable of compensating for it. For 

1/𝑝𝑖𝑗 = 𝑛/100 = 648 the loss compared to the uncorrelated case (1/𝑝𝑖𝑗 = 1) is 

within 1.4 dB at a frame error rate of 10
-2

. These observations suggest that for the 

example lognormal fading channel the interleaver depth shall be at least 100 times  
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Figure 12-10: FER versus Eb/N0 of an (64800, 43200) LDPC code on a lognormal block fading chan-

nel for different average state durations. 

larger than the channel coherence time times the data rate to avoid significant loss-

es in performance.  

Regarding the interleaver dimensioning the procedure is as follows: 

 Determine the channel coherence time 𝑡 and the required data rate D. 

 Fix a value of 𝑐, based on simulations and/or constraints on available 

memory and/or delay constraints. 

 Compute the interleaver depth 𝑑 =  D ∙ 𝑡 ∙ 𝑐. 

12.8.5.2 PKT code with interleaved code symbols (packets) 

Whenever PKT codes are used, the length of a PKT code word has to be chosen 

such that 𝑁𝐿/𝑅𝑃𝐻𝑌 = 𝑐 · D ∙ 𝑡𝑢𝑟, where 𝐿 denotes the packet size in bits, 𝑐 a con-

stant usually larger than one, D the data rate, 𝑡𝑢𝑟 the coherence time of the U-R link 

and 𝑅𝑃𝐻𝑌 the code rate of the PHY code on the U-R link. The constraints here are 

as for the long PHY interleaver. In case of structured LDPC PKT codes on corre-

lated channels, it is required that the code symbols (packets) are interleaved among 

each other before transmission to avoid performance losses. 

12.8.6 Comparison of coding schemes 

Consider a simplified setup, both for layered coding on board of the satellite. The 

R-G link is assumed ideal. This assumption can be justified if the PHY code—i.e. 

orange block in Figure 12-9(b)—is dimensioned in both cases such that it can cor-

rect quasi all error events on the R-G link. For the U-R link, consider a block 

lognormal fading channel with Gaussian noise and BPSK modulation. The mean 

state duration 1/𝑝𝑖𝑗  was set to 64800 BPSK modulated channel symbols, while the 

parameter 𝑠 of the lognormal distribution4 was varied from 0.5 (considerable fad-

ing) to 0.015 (quasi AWGN channel). The following is analyzed: 

                                                                        
4 As before 𝑠 is the standard deviation of the underlying Gaussian process. 
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Figure 12-11: Comparison of layered coding and decoding on board of the satellite. 

 

 Layered coding (i.e., partial decoding complemented by a PKT code). 

Here a RS PHY code complemented by a maximum distance separable 

packet level code. The length of the RS-encoded PKT codeword was cho-

sen to be approximately 6480000 bits with an overall rate of ½.  

 Full decoding on board of the satellite. Assume a SCCC with rate 1/2 

that is interleaved with a long PHY interleaver of length 

6480000 symbols.  

Further, at the semi-transparent satellite demodulation is done with q bits per 

bit reliability, with 𝑞 = 1 or 𝑞 = 8 for the SCCC scheme, while for layered coding 

always hard demodulation is done.  

Figure 12-11 shows frame error rate performances of both schemes. Note that 

if for demodulation with 𝑞 = 8 (quantized soft demodulator) of the SCCC coded 

modulation symbols there is a gain of around 2 to 2.4 dB w.r.t. the layered coding 

(at the price of a q times higher data rate on the R-G link). If 𝑞 is chosen to be one 

(hard demodulator) the gain is less than 0.5 dB (magenta curve).  

The results in Figure 12-11 suggest layered coding is a suitable option. In fact, 

assuming hard demodulation at the satellite, it provides similar performance 

(0.5 dB gap) to the best decoding strategy, full decoding at the relay, but with 

much lower complexity burden at the relay, while having similar spectral efficien-

cy on both links. Note that (quantized) soft demodulation on board of the relay is 

often not desired. In particular, consider decoding on ground only: as discussed in 

Section 12.8.2, for 𝑞 > 1 the data rate/bandwidth requirements are increased, but 

also the overall power requirements (since q symbols instead of one symbol need 

to be transmitted). This is clearly not desirable. 
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12.9 Summary 

The analysis presented gives a general overview on different aspects for the com-

munication chain in a relay-based system for high-speed data rates. The user sends 

its data down to Earth through a GEO satellite, and therefore there are two main 

links, namely the U-R and R-G links. A distinction of the user has been made, 

where either LEO satellites or UAVs have been considered. In case of the LEO 

platform user a small—e.g. CubeSat—and a large satellite have been taken into 

account. A channel model has been defined assuming that transmission through the 

U-R and R-G links is done optically. Special attention was taken into modeling the 

effects of the pointing errors, due platform micro-vibrations, for the user terminal, 

and dimensioning of the corresponding link has been accordingly. Next, based on 

the channel model, link budget calculations were performed in order to give an 

idea of the possibilities of future ultra-high-speed data relay systems. In addition, a 

receiver sensitivity analysis was done, based on extrapolation of previously report-

ed experiments on the sensitivities for uncoded transmission. From this, possibly 

achievable maximum data rates were estimated for each link in the relay scenarios 

considered here, taking into account whether the receiver is set to work with direct 

or coherent detection. 

Code design for relay systems depends on several constraints. Under strong 

complexity constraints on the relay and high powers on the U-R link (thus high 

code rates) decoding on ground only is the preferred option. Whenever the U-R 

link requires the use of a medium/low rate code, partial coding schemes and lay-

ered schemes are a good choice. For correlated fading channels, layered coding 

schemes exploit their full capabilities. If complexity constraints on the relay are not 

stringent, full decoding at the relay is the best choice. 

12.10 Abbreviations 

AO Adaptive Optics 

AWGN Additive White Gaussian Noise 

BCH Bose-Chaudhuri-Hocquenghem 

BER Bit Error Rate 

BPSK Binary Phase-Shift Keying 

CC Convolutional Codes 

CCSDS Consultative Committee for Space Data Systems 

CPA Coarse Pointing Assembly 

CWDM Coarse Wavelength Division Multiplexing 

DPSK Differential Phase-Shift Keying 

DWDM Dense Wavelength Division Multiplexing 

EDFA Erbium-doped Fiber Amplifier 

ESA European Space Agency 

FEC Forward Error Correction 

FER Frame Error Rate 
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Gbit/s, Gbps Gigabits per Second 

GEO Geostationary Equatorial Orbit 

LCT Laser Communications Terminal 

LDPC Low-Density Parity Check 

LEO Low Earth Orbit 

LO Local Oscillator 

LPF Low Pass Filter 

L-R Leo to Relay 

Mbit/s, Mbps Megabits per Second 

NEP Noise Equivalent Power 

OGS Optical ground station 

OOK On-Off Keying 

OPLL Optical Phase Locked Loop 

PDF Probability Density Function 

PHY Physical 

PKT Packet 

PPM Pulse Position Modulation 

PSD Power Spectral Density 

RF Radiofrequency 

R-G Relay to Ground 

RS Reed-Solomon 

Rx Receiver 

SCCC Serial Concatenated Convolutional Codes 

SI Scintillation Index 

SMF Single Mode Fiber 

SNR Signal-to-noise ratio 

Tx Transmitter 

UAV Unmanned aerial vehicle 

U-R User to Relay 

WDM Wavelength Division Multiplexing 

X-R UAV to Relay 
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