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ABSTRACT

This paper provides a detailed system theoretical model of a plenoptic camera with the aim to provide in-depth
understanding of the plenoptic data recording concept and its effects. Plenoptic cameras, also known as light
field cameras, were firstly thought of in the beginning of the 20th century and became recently possible thanks
to rapid development of processing hardware and the increase of camera sensor resolution. Despite being a new
type of sensor, they are operated in the same way as conventional cameras, but offer several advantages. A
plenoptic camera consists of a main lens and a lenslet array (microlens array) right in front of the detector. The
microlens array causes not only the recording of the incident location of a light ray on the sensor, as it is done
by a conventional camera, but also the incident direction. Such a record can be represented by a 4-D data set
known as the light field. In fact, by inserting a microlens array any conventional camera can be transformed
into a plenoptic camera. The plenoptic recording concept and the 4-D light field provide multiple advantages
over conventional cameras. For example, a single recorded light field allows first, to reconstruct novel views with
small changes in viewpoint, second, to create a depth map, and third, to refocus images after the data capture.
Hence, the process of focusing is shifted from hardware to software. Last, but not least, plenoptic cameras allow
an extended depth of field in comparison to a conventional camera and the use of a bigger camera aperture. Most
of the mentioned advantages become particularly effective at close-range to an object. The German Aerospace
Center performs research on plenoptic cameras for close-range imaging in space. Possible applications are for
example robot vision with plenoptic cameras for robotic arm operations during on-orbit servicing missions or
the use of plenoptic cameras on rovers in the course of exploration missions to other planets. Those application
scenarios and the demanding conditions in space require thorough comprehension of plenoptic cameras. For
this purpose, this paper shall provide a detailed model of plenoptic cameras, which allows to derive camera
parameters and optimize them with particular attention to the user requirements and to generate synthetic
data. The latter can be utilized to assess the evaluation algorithms, which are not mentioned in detail in this
paper. The modeling of the plenoptic camera is mainly based on the theory of geometric optics expanded by
elements of diffraction optics.

Keywords: plenoptic imaging, diffraction, space, stereo imaging

1. INTRODUCTION

During the last century, technology had to mature a lot before the idea of light field cameras, brought up by
Frederic Ives and Gabriel Lippmann in 1903 and 1908, could flourish. The innovation was to make use of a lens
array, thus creating multiple images on the detector. Each image now presented a slightly different perspective
of the object making stereoscopic viewing possible. It is only now that it is possible to create precise microlens
arrays, also called lenslet arrays. High-resolution cameras are available and advances in optical engineering and
computational power enable us to evaluate digital photography in a way that was impossible to think of even
a few decades ago. This development resulted in commercial, hand-sized plenoptic cameras developed by Lytro
Inc. [1] and by Raytrix GmbH [2]. For a more detailed historical view of the plenoptic camera see [3].
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There are a couple of advantages over traditional imaging systems that underline the importance of ongoing
investigations of light field cameras. For example, a single recorded light field allows the reconstruction of novel
views with small changes in viewpoint [4]. Furthermore, a depth map can be created [5] and also images can be
refocused after the data capture [6]. Hence, the process of focusing is shifted from hardware to software. Last,
but not least, plenoptic cameras allow an Extended Depth Of Field (EDOF) in comparison to a conventional
camera [7] and the use of a bigger camera aperture (i.e., to gather more light). Quite a convenient issue is that
any conventional camera can be converted into a light field camera by inserting a microlens array (MLA) between
lens and detector. During the last fifteen years the idea of light field cameras has been taken up again and it is
subject to both research as well as to commercial activity. In research, the plenoptic camera might turn out to
be a good alternative to stereo imaging as will be shown in the following sections.

After this short introduction we will first outline the two types of plenoptic cameras in section 2. In section 3
a possible space scenario for plenoptic cameras is introduced. Then, we will describe the plenoptic system in
a geometrical way in section 4. A wave-optical description is given in section 5, containing a diffraction model
by Kirchhoff and Fresnel. We continue with a comparison between a plenoptic camera and a standard stereo
camera in section 6 and close with a summary and an outlook in section 7.

2. PLENOPTIC IMAGING

2.1 Unfocused plenoptic camera

Figure 1: Standard plenoptic camera

In general, there exist two types of light field cameras. Based on Lippmann’s idea [8], there is the so-called
plenoptic camera I, which is the standard light field camera, or unfocused plenoptic camera. The term plenoptic
(plenus is Latin for complete) is derived from the plenoptic function, first formulated by Adelson and Wang [9].
The plenoptic function describes each ray of light mathematically in terms of angular coordinates (Θ,Φ), giving
the direction of the ray, its wavelength λ, and the spatial coordinates (x, y, z), representing the point this ray
passes through, and time t:

P (Θ,Φ, λ, t, x, y, z) . (1)

Time can be neglected and light is monochromatic. Furthermore, in geometric optics, rays travel along straight
lines with no change in radiance, making the z-coordinate irrelevant. Therefore (1) simplifies to a 4D function

L(u, v, x, y) (2)

which is the so-called lumigraph [10]. Here, the angular coordinates (Θ,Φ) yield to the more common Cartesian
coordinates (u, v). When we henceforth talk of the plenoptic function, we refer to (2).

The design of the unfocused plenoptic camera assumes the object to be imaged at the microlens array plane,
while the microlenses focus at the main lens, see Figure 1. Furthermore, the main lens is considered to be at
optical infinity. Let aM denote the distance between the object plane (ξ, η) and the main lens plane (u,v), bM
the distance between the main lens plane and the MLA plane (x,y), and, finally, bL the distance between the
MLA plane and the detector plane (σ, τ).
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2.2 Focused plenoptic camera

Figure 2: Focused plenoptic camera

The second type is the focused plenoptic camera, also known as plenoptic camera II. Here, the microlenses
are not necessarily of the same type, but may differ in their placement and therefore also in their focal lengths.
The main lens creates a virtual image of the object which lies in the main lens image plane between the main
lens and the microlens array. Each microlens focuses on this virtual image and projects it to the detector plane,
thus functioning as a relay system to the main lens [11], see Figure 2.

Here, bM denotes the distance between the main lens plane and the image plane of the main lens, aL the
distance between the image plane of the main lens and the MLA plane, and bL the distance between the MLA
plane and the detector plane, which is not necessarily where the microlenses are focused upon. The sum of bM
and aL determines z, the distance between the main lens and the microlens array.

The so called multi-focus plenoptic camera is an improved version of the focused plenoptic camera [2,12]. Its
MLA contains up to three different types of micro lenses, each with a different focal length, that are grouped
together. The microlenses are designed such that their DOF just touch. By this, the DOF is extended even
further than with a standard plenoptic camera. Once projected in object space, the DOF of a multi-focus
plenoptic camera can be multiple times larger than the one of a conventional camera [2].

3. PLENOPTIC CAMERAS FOR IN-SITU PLANETARY EXPLORATION

In-situ planetary exploration means that measurements are conducted on the surface of a planet directly at a
site of scientifc interest and not remotely from orbit. The necessary instruments are mounted on a lander or
rover, where the latter offers the possibility to visit several sites of interest.

Amongst the many scientific instruments on board a rover, specialized cameras mounted on a robot arm are
used to provide data of the smallest geological features such as grains of sand or fine cracks in rocks. These so
called Hand Lens Imagers (HLI) are intended to work as a remotely operated version of the hand lens that a
geologist uses during field trips for his investigations. As such they provide high resolution images that allow
to determine the size of single grains and measure the length and width of cracks or of layers of a rock. From
this information geologists can classify the materials and understand the geological history of a site in order to
answer questions such as if there has been water or life on Mars [13]. Currently, the most prominent example
for a HLI is the Mars Hand Lens Imager (MAHLI) on board the mars rover Curiosity [14]. HLIs are operated in
close range to an object, i.e. with working distances as small as several centimeters in order to be able to achieve
the required resolution.

When moved further away from an object, they provide images showing the context around a point of
measurement or depending on their design they can also provide depth maps that were created from a sequence
of overlapping images. Besides their scientific purpose, HLIs are also used for the operation and maintenance of
the rover [15]. For this, they provide images and data that help to plan the operation of other instruments or to
check the condition of the rover or parts of it. All those imaging tasks require well calibrated, radiometrically
correct images that allow scientists, operators and engineers to get the same impression as if they were on the
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remote planet by themselves. Therefore in this context, cameras are more regarded to be measurement systems
instead of simple imaging devices.

Due to their main purpose, imaging with HLIs is subject to the challenges and limitations of close range
imaging. Most limiting is the shallow Depth of Field (DOF), which for example can be as small as 0.82 mm for
a working distance of 22.5 cm for the MAHLI camera [16]. Therefore, MAHLI contains a focusable macro lens
mechanism that allows to focus the camera from 22.5 mm to infinity [14]. The on-board image processing allows
to combine up to 8 images, which were taken at different focus settings, to form a single EDOF image and to
create an additional depth map by using a focus stacking algorithm [13].

But the use of mechanisms in space is prone to failure due to effects such as cold welding in vacuum,
degradation caused by radiation or due to the fine and electrically charged dust on Moon or Mars. Thus they
require sealed housings, special lubrication, careful design and extensive testing. Which, in the case of cameras,
results in highly integrated and complex systems. This not only raises the size and mass of a camera system but
also the risk of failure, not only during the operation but also already during the development [17].

On top of this, every system in space is accessible only via radio link, i.e. all mechanical, optical and electrical
parts have to work flawless as no repair is possible. Plus, the signal runtime to remote planets often does not
allow a direct control but requires some level of autonomy. All of this results in high demands on the reliability
of each part. As a result, it means that avoiding mechanisms in space cameras, e.g. to change the focus or to
change the aperture, can be highly beneficial, especially due the often small dimensions of such parts.

Thus it appears that plenoptic cameras are a promising concept for future HLIs due to the following reasons.
First, the EDOF of plenoptic cameras makes it possible to omit a complex, space qualified focus mechanism that
would be needed by a conventional camera in order to achieve the same DOF. And especially at close range,
the DOF of a multi-focus plenoptic camera is multiple times larger when compared to the one of a conventional
camera [2]. Second, by recording a light field, plenoptic cameras allow to create EDOF images, textured depth
maps and novel views with small perspective changes from a single exposure. These are the data products
geologists are expecting from a HLI for in-situ exploration. Additionally, when imaging objects further away
or at infinity, plenoptic cameras provide conventional 2-D images which might show landscape views or alike.
Hence, they can provide more data products than a conventional camera from a single exposure while being less
complex.

A rover during an exploration mission usually follows a one-way trajectory and it stops from time to time at
a site of scientific interest to perform a multitude of measurements. Because each site is visited only once, also
each measurement performed there is a one time opportunity with no chance of repetition in order to correct
mistakes. Additionally, each measurement is the base for the work of multiple scientists and can therefore affect
the scientific results in many ways. Hence, measurements during planetary exploration have to be as correct as
possible and require reliable and well calibrated instruments whose limits and performance must be known in
detail.

Because plenoptic cameras are computational photography devices [18], the processing of the recorded light
field is an important part of the imaging process. But the light field processing depends on assumptions about
the optical system, thus its exact modeling will help to create more precise and reliable algorithms and as a result
better data for the scientists. Therefore, one of the first steps towards plenoptic HLIs for in-situ exploration is
the full understanding of the image formation process and the models presented in the following sections shall
provide the necessary insight.

4. GEOMETRIC DESCRIPTION OF A PLENOPTIC SYSTEM

To get a first order estimation of the optical system of a light field camera, it is convenient to consider ray
tracing. This approach gives information about the footprints that a light ray makes by passing the system but
without taking diffraction or aberration into account. Consider the system given in Figure 2. We have a main
lens plane (u,v), a microlens array plane (x,y), and a detector plane (σ, τ). The focal lengths fM of the main lens
and fL of the microlenses are arbitrary, even though they should be chosen dependent from each other due to
the f-number matching rule. This rule states that the f-number of the microlens array should be matched to the
image-side f-number of the objective lens to guarantee the exhaustion of the full resolution of the image sensor
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[19]. We assume z >> bL. The object plane is given by (ξ, η). In addition, PO is a point in the object plane, PZ
a point in the virtual plane (x′, y′), and PD the point in the detector plane to which the microlens projects PZ
from the virtual image plane.

4.1 Mapping

4.1.1 Projection from object plane to detector plane: PO → PD

Let the center of the main lens plane be the origin of the coordinate system. PO (ξ, η,−aM ) shall be a certain
point in the object plane. The aim of this calculation is to find out where at the detector plane the light emerging
PO causes the image point PD. Due to lens equation and image equations it is bM = aMfM/(aM − fM ) and
x′ = ξfM/(fM − aM ), resp. y′ = ηfM/(fM − aM ). First, PO is projected to PZ in the virtual image plane in
the following way:

PO (ξ, η,−aM ) −→ PZ (x′, y′, bM ) = PZ

(
ξfM

fM − aM
,

ηfM
fM − aM

,
aMfM
aM − fM

)
. (3)

Now we consider the point P iD, where the ray hits the detector after passing a certain microlens i with xioff and

yioff as its center. Due to the image equations it is

σi = − ξfMbL
aMfM − z(aM − fM )

+
xioff (fM − aM )bL

aMfM − z(aM − fM )
(4)

resp.,

τ i = − ηfMbL
aMfM − z(aM − fM )

+
yioff (fM − aM )bL

aMfM − z(aM − fM )
. (5)

Therefore it is

P i
D

(
σi, τ i, bM + bL + aL

)
=

(
− ξfMbL
aMfM − z(aM − fM )

+
xioff (fM − aM )bL

aMfM − z(aM − fM )
,− ηfMbL

aMfM − z(aM − fM )
+

yioff (fM − aM )bL

aMfM − z(aM − fM )
, bM + bL + aL

)
.

(6)

4.1.2 Projection from detector plane to object plane: PD → PO

Let now PD be a certain point on the detector. The following equation determines the point PO in the object
plane which caused PD. Converting equation (4) to ξ and equation (5) to η yields to

PO (ξ, η,−aM ) =

(
xioff −

σiz

bL
+ aM

(
σiz

fMbL
− σi

bL
−
xioff
fM

)
, yioff −

τ iz

bL
+ aM

(
τ iz

fMbL
− τ i

bL
−
yioff
fM

)
,−aM

)
.

(7)

4.2 Deduction of the distance aM for two given image points of the same object

If the distance between object and main lens is not known, the only hint is, that all points which could cause
PD are on one straight line: ξ = c1 + aMc2. Let PD be a point in the detector plane, that appears in (at least)
two adjacent microlens images with coordinates σ1 and σ2 according to the microlenses i = 1 and j = 2. From
the knowledge of the coordinates and the offset it is possible to deduce the distance aM the original point has
to the main lens plane, as the two straight lines will intersect at the coordinates of the original image point at
that certain distance:

aM = fM

1 +
fM

(z − fM )− bL
x1
off−x

2
off

σ1−σ2

 . (8)
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4

Figure 3: Example of an in-situ scene with a recorded rock surface with some depth extend. Left: conventional
camera image. Right: multi-focus plenoptic camera image with an extended depth of field.

4.3 Geometric model for space scenario

As mentioned in section 3 plenoptic cameras might find applications during in-situ planetary exploration missions.
Figure 3 shows such a conceivable scenario of an in-situ mission. The left image shows a scene of a rocky area
recorded by a conventional camera at a distance of approximately 160 mm. Due to the camera’s shallow DOF
only some parts of the rock are in focus and the rest appears blurry. The right image shows the same scene
captured by a plenoptic color camera (Raytrix R5-C) at a distance of 140 mm with an EDOF due to the light
field processing.

Figure 4: Comparison of a real plenoptic raw image with a simulate raw image. Left: Simulated raw plenoptic
image with depth. Right: Real raw plenoptic image.

Figure 4 on the right shows the raw image from a real plenoptic camera which was used to derive the EDOF
image shown on the right in Figure 3. It has been de-Bayered, histogram-equalized, and grey-scaled. The left
image in Figure 4 shows a simulated raw image made with the proposed geometric model. Since the input image
used for the simulation is only 2-dimensional, the resulting image is lacking in depth. The Raytrix raw image, a
real test image of a 3-D object, includes depth information. The difference can be clearly seen in the upper part
of the left and the right image of Figure 4.

5. WAVE-OPTICAL DESCRIPTION OF A PLENOPTIC SYSTEM

Camera systems consist of two components: the optics and the detector. While the optics capture and focus
the light, the detector converts the striking photons into electrons. The amount of electrons can be assigned
to a digital number via an analog-digital-converter. This number corresponds to a certain brightness value in
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the picture. Furthermore, there are camera parameter describing the optical system such as the Point Spread
Function (PSF), which has an effect on the resolution performance of the camera. This effect is responsible for
to what extent an object can be reproduced by a sensor system [20].

Nowadays, the pixel sizes of detectors usually range in the order of some visible light wavelengths. Combined
with a low aperture, effects of diffraction can be observed and a wave-theoretical approach is convenient. The
PSF of the optics can be determined using several methods. There are a few options in practice like measuring
the PSF by depressing known spatial signals or determining the optical transfer function (OTF), which is the
Fourier transform of the PSF, from the auto correlation signal of the pupil function. Another possibility is to get
the modulation transfer function (MTF) from the Wiener spectrum of a noise distribution in the image plane
[21]. Here, however, a theoretical approach is used. There are three possibilities of mathematical determination.
Either it can be calculated by using the diffraction integral of Kirchhoff, or the equations by Fresnel or Fraunhofer.
Kirchhoff is the base for Fresnel, which gives a quadratic approximation of Kirchhoff, as well as for Fraunhofer,
which simplifies Kirchhoff to a linear function. The equation by Kirchhoff underlies so-called boundary conditions.
It is assumed that the output amplitude of the wave of the object to be mapped turns rapidly to zero at the edge
of the aperture. In reality, this is usually not correct. Furthermore, the polarization of light is neglected. Instead
of using vectors, scalars are used for amplitude calculations. Therefore, Kirchhoff itself is only an approximation
[22]. The approximation by Fresnel offers quite a few advantages concerning calculations for camera systems.
For example, modeling the diffraction effects can be simplified by replacing the square root in the phase term
by a quadratic form, by using other approximations [23]. The Fraunhofer approximation is not relevant for this
work as it is only valid for far-field observations.

Up to now, there are only a few works dealing with a wave-optical approach for plenoptic cameras, like [24]
or [25]. However, these publications concentrate on the Fresnel approximation, which is not always valid [26].
The calculations in this paper focus on Kirchhoff, as well as on Fresnel.

Figure 5: Calculation of amplitudes

Consider the system given in Figure 5. This system resembles any plenoptic camera (focused or unfocused)
as there is a main lens plane (u,v), a MLA plane (x,y) and a detector plane (σ, τ). The focal lengths fM and fL
are here arbitrary, though they should be chosen dependent from each other according to the f-number matching
rule. Furthermore, it is z = bM +aL the distance between main lens plane and MLA plane, while bM denotes the
focal length of the main lens, which might reach the microlens array plane, as it is meant for the plenoptic camera
I. The derived equations allow this. All variables are the same as described in subsection 2.2. Additionally, UO
is the amplitude right behind the object plane, UM the amplitude right in front of the main lens plane, U ′M the
amplitude directly behind the main lens, UL the amplitude in front of the MLA plane, U ′L the amplitude right
behind the MLA, and, finally, UD the amplitude directly in front of the detector plane.

5.1 PSF by Kirchhoff

Let −→rO be the vector
−−−−→
POPM , −→rM the vector

−−−−→
PMPL and −→rL the vector

−−−→
PLPD. Furthermore, −→nO,−→nM and −→nL

denote the normal vectors emerging PO,PM and PL. Besides, AM depicts the geometry of the main lens, in

Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 5/28/2018 Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



this case a circle. RM is the radius of the aperture of the main lens. Taking the lens into account, the phase
ϕMλ (u, v) = 2π

λ n
M
λ ∆M

0 − π
λfM

(u2 +v2) must be included to the equations beneath. Here, fM is the focal length of

the main lens, nMλ the refractive index and ∆M
0 the maximum thickness of the main lens. With this, the phase

transition is given by ΦMλ (u, v) = AM (u, v)eiϕ
M
λ (u,v). Likewise, the equations for the microlens can be derived.

With the diffraction formula by Kirchhoff, the amplitude right in front of the main lens is calculated by

UMλ (PM ) =

∫∫
O

dO
e

2πi
λ |
−→rO|

iλ|−→rO|
· cos(−→nO,−→rO) · UOλ (PO). (9)

This can be transformed into

UMλ (u, v) =
aM
iλ
·
∫∫

dξdη
e

2πi
λ |
−→rO|

|−→rO|2
· UOλ (ξ, η). (10)

Using the phase transition, the amplitude right behind the main lens is given by

U ′λ
M (u, v) =

aM
iλ
· e 2πi

λ nM∆M · e−
πi
λfM

(u2+v2)
∫∫

dξdη
e

2πi
λ |
−→rO|

|−→rO|2
· UOλ (ξ, η). (11)

Now the propagation from main lens to the lenslet array must be taken into account. It is considered x′ := x − x0

and y′ := y − y0, so it is not necessarily a point on the optical axis. Then,

ULλ (x′, y′) =
aM · z
−λ2

· e 2πi
λ nM∆M

∫∫
dudve

− πi
λfM

(u2+v2)
∫∫

dξdη
e

2πi
λ (|−→rM |+|−→rO|)

|−→rM |2|−→rO|2
· UOλ (ξ, η), (12)

and, after the phase shift from the microlens,

U ′λ
L(x′, y′) =

aM · z
−λ2

· e 2πi
λ (nM∆M+nL∆L) · e−

πi
λfL

(x′2+y′2)

×
∫∫

dudve
− πi
λfM

(u2+v2)
∫∫

dξdη
e

2πi
λ (|−→rO|+|−→rM |)

|−→rO|2|−→rM |2
· UOλ (ξ, η).

(13)

The amplitude right in front of the detector plane, collecting light from all microlenses (#ML), is

UDλ (σ′, τ ′) =
aM · z · bL
−iλ3

· e 2πi
λ (nM∆M+nL∆L)

×
#ML−1∑
k,l=0

∫∫
dx′kdy

′
le
− πi
λfL

(x′2k +y′2l )
∫∫

dudve
− πi
λfM

(u2+v2)

×
∫∫

dξdη
e

2πi
λ (|−→rO|+|−→rM |+|−→rL|)

|−→rO|2|−→rM |2|−→rL|2
· UOλ (ξ, η).

(14)

It is

UDλ (σ′, τ ′) =

∫∫
dξdηhλ(ξ, η, σ′, τ ′)UOλ (ξ, η). (15)

The PSF results into

hλ(ξ, η, σ′, τ ′) =
aM · z · bL
−iλ3

· e 2πi
λ (nM∆M+nL∆L)

×
#ML−1∑
k,l=0

∫∫
dx′kdy

′
le
− πi
λfL

(x′2k +y′2l )
∫∫

dudve
− πi
λfM

(u2+v2) e
2πi
λ (|−→rO|+|−→rM |+|−→rL|)

|−→rO|2|−→rM |2|−→rL|2
.

(16)
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5.2 PSF by Fresnel

Equation (9) is the starting point for the approximation by Fresnel. Fresnel’s considerations are based on a
remote field observation, i.e., it is assumed that |ξ|, |η| � aM and |u|, |v| � aM . Furthermore the angular
between −→rO and −→nO is considered so small, that cosine can be set to 1. Another consequence resulting from
far field observation is to regard |−→rO| in the denominator as a constant and equal to aM . The term in the
exponent, containing the essential phase information for the superposition of the waves, must now be considered
as a constant and is approximated by Taylor therefore:

|−→rO| ≈ aM ·

[
1 +

1

2

(u− ξ)2

a2
M

+
1

2

(v − η)
2

a2
M

]
. (17)

Likewise |−→rM | and |−→rL| are approximated. By this, the spherical waves are replaced by parabolic wave fronts [27].
Now, the amplitude in front of the main lens is given by

UMλ (u, v) =
e

2πi
λ aM

iλaM

∫∫
dξdηe

πi
λaM

[(u−ξ)2+(v−η)2]UOλ (ξ, η) . (18)

The amplitude behind the main lens is

U ′λ
M (u, v) =

e
2πi
λ aM

iλaM
e

2πi
λ nM∆M · e−

πi
λfM

(u2+v2)
∫∫

dξdηe
πi
λaM

[(u−ξ)2+(v−η)2]UOλ (ξ, η) . (19)

In the same way, the amplitude in front of a microlens is calculated by

ULλ (x′, y′) =
e

2πi
λ (aM+z)

−λ2aM · z
· e 2πi

λ nM∆M

×
∫∫

dudve
− πi
λfM

(u2+v2)

×
∫∫

dξdηe
πi
λaM

[(u−ξ)2+(v−η)2]e
πi
λz

[
(x′−u)

2
+(y′−v)

2
]
UOλ (ξ, η)

(20)

and, with the phase shift, the amplitude behind the microlens results in

U ′λ
L(x′, y′) =

e
2πi
λ (aM+z)

−λ2aM · z
· e 2πi

λ (nM∆M+nL∆L)e
− πi
λfL

(x′2+y′2)

×
∫∫

dudve
− πi
λfM

(u2+v2)

×
∫∫

dξdηe
πi
λaM

[(u−ξ)2+(v−η)2]e
πi
λz

[
(x′−u)

2
+(y′−v)

2
]
UOλ (ξ, η) .

(21)

Finally, the amplitude in front of the detector plane (σ′ := σ − σ0, τ
′ := τ − τ0) can be determined:

UDλ (σ′, τ ′) =
e

2πi
λ (aM+z+bL)

−iλ3aM · z · bL
· e 2πi

λ (nM∆M+nL∆L)

×
#ML−1∑
k,l=0

∫∫
dx′kdy

′
le
− πi
λfL

(x′2k +y′2l )e
πi
λbL

[
(σ−x′k)

2
+(τ−y′l)

2
]

×
∫∫

dudve
− πi
λfM

(u2+v2)e
πi
λz

[
(x′k−u)

2
+(y′l−v)

2
]

×
∫∫

dξdηe
πi
λaM

[(u−ξ)2+(v−η)2].

(22)
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By sorting terms differently the following equation is obtained:

UDλ (σ′, τ ′) = − e
2πi
λ (aM+z+bL)

iλ3 · aM · z · bL
· e

πi
λbL

(σ′2+τ ′2) · e
2πi
λ (nMλ ∆M

0 +nLλ∆L
0 )

×
#ML−1∑
k,l=0

∫∫
dx′kdy

′
le
πi
λ (x′2k +y′2l )

(
1
z+ 1

bL
− 1
fL

)
· e
−2πi
λbL

(σ′x′k+τ ′y′l)

×
∫∫

du dv e
πi
λ (u2+v2)

(
1
z+ 1

aM
− 1
fM

)
· e
−2πi
λz (x′ku+y′lv)

×
∫∫

dξ dη e
2πi
λaM

(ξ2+η2) · e
−2πi
λaM

(uξ+vη) · UOλ (ξ, η).

(23)

Respectively,

UDλ (PD) =

∫∫
dξ dη hλ (PO, PD) · UOλ (PD) (24)

with

hλ(PO, PD) =
e

2πi
λ (aL+z+bL)

−iλ3 · aM · z · bL
· e

2πi
λ (nMλ ∆M

0 +nLλ∆L
0 ) · e

πi
λbL

(σ′2+τ ′2)e
πi
λaM

(ξ2+η2)

×
#ML−1∑
k,l=0

∫∫
dx′kdy

′
le
πi
λ (x′2k +y′2l )

(
1
z+ 1

bL
− 1
fL

)

×
∫∫

du dv e
πi
λ (u2+v2)

(
1
z+ 1

aM
− 1
fM

)

× e
−2πi
λbL

(σ′x′k+τ ′y′l) · e
−2πi
λz (x′ku+y′lv) · e

−2πi
λaM

(uξ+vη)
.

(25)

If the lens equations are fulfilled with 1/fM = 1/z+1/aM and 1/fL = 1/z+1/bL, equation (25) can be simplified
to

hλ(PO, PD) =
e

2πi
λ (aL+z+bL)

−iλ3 · aM · z · bL
· e

2πi
λ (nMλ ∆M

0 +nLλ∆L
0 ) · e

πi
λbL

(σ′2+τ ′2)e
πi
λaM

(ξ2+η2)

×
#ML−1∑
k,l=0

∫∫
dx′kdy

′
le
−2πi
λbL

(σ′x′k+τ ′y′l)
∫∫

du dv e
−2πi
λz (x′ku+y′lv) · e

−2πi
λaM

(uξ+vη)
.

(26)

5.3 Comparison between geometric and wave-optical approach

Let there be a spot with 4 mm in diameter in a distance of 150 mm on-axis from the main lens plane. The
light is captured by an array of 3× 3 microlenses which cover 23× 23 pixels each. The focal length of the main
lens is set to 12.5 mm, the focal length of the microlenses is 0.432 mm, the f-number of the lenses is 3.8. As
mentioned before, in close-range imaging it is not always convenient to use the Fresnel approximation to describe
the diffraction effects. Eq. (27) gives a quick way to check whether Fresnel is allowed or not, see [26]. This
equation is based on a zeroing determination, checking the zeros of the diffraction integrand. It is

F#min =
γ

2 ·Rnst
(27)

with

Rnst = 4

√
8 (α+ β)− 2l

1
α3 + 1

β3

(28)

as the bigger one of the first two zeros regarding real and imaginary part of the diffraction integrand. Furthermore
it is γ := f

λ , α := a
λ , β := b

λ and Rnst := rnst
λ . Here, (27) provides a minimal f-number for which Fresnel can

be used without hesitation. Inserting the values for the main lens results in a minimal f-number of 7.3 to allow
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for Fresnel. However, (27) is rather pessimistic. Lower f-numbers might be tolerable as well, depending on what
percentage of error is the personal pain barrier. It is helpful to check the percentage of error between Kirchhoff
and Fresnel over a couple of f-numbers as in Figure 6. As can be seen, a f-number of at least 5.8 is needed to avoid
a greater mistake of 10%. Thus, Fresnel will not be sufficient to use. For the microlens, the equation provides
a minimal f-number of 11.5. However, as can be seen in the right image of Figure 6, the curve decreases faster
than for the main lens. With the given f-number of 3.8, a percentage error of only 2% is tolerable which hints
that Fresnel would work for the latter part of the system. A combination of Kirchhoff and Fresnel is convenient.

Figure 6: Percentage of error between the PSF by Kirchhoff and Fresnel. Left: main lens. Right: microlens.

The left image in Figure 7 depicts the image of the spot on the detector simulated by the geometric model,
the middle and the right image show the effects of diffraction: first with a combination of Kirchhoff and Fresnel,
second solely by Kirchhoff. As can be seen, the wave-optical approach generates a radial, symmetric PSF. The
smearing effect is high, spreading the light intensity on not insignificant more pixels than the geometric approach.
This might lead to artifacts in the images. However, the accuracy of the diffraction model is bought at a high
price: While the geometric model provided the results in just a few seconds, the wave-optical approach with the
diffraction formula by Kirchhoff took about 50 hours and 26 hours for the Kirchhoff-Fresnel combination. The
geometric model might be a convenient solution for a quick simulation of the camera performance, but it should
be kept in mind that the results are fraught with significant errors.

Figure 7: A light spot is captured by an array of 3×3 microlenses. Left: geometric model. Middle: wave-optical
approach with Kirchhoff (main lens) and Fresnel (microlens). Right: wave-optical approach solely by Kirchhoff.
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6. BRIEF COMPARISON OF A PLENOPTIC CAMERA AND A STEREO CAMERA
SETUP FOR DEPTH ESTIMATION

The computer-aided perception of the three dimensional environment is essential for a variety of applications
in space missions (e.g. on-orbit servicing, rendezvous and docking maneuver). The modeling process relies on
the calculation of a depth estimation from an ego-position to a distant object. While active means like laser
scanners, radar and ultra sonic sounders inherently provide a depth value, camera based setups passively capture
the objects within their field-of-view (FoV). The depth estimation is derived through triangulation from different
viewpoints. Camera based approaches acquire the environment at a high geometrical and radiological resolution
and at a much faster sample rate compared to other sensors (e.g. laser scanners) and have been used in several
space exploration missions. Most commonly binocular camera setups were used in the past, that need to be
re-calibrated in orbit after launch. Second, stereo configurations with relatively large baselines are difficult to
maintain stable and possibly need frequent re-calibration, interrupting mission operations. Single-lens systems
would inherently provide an advantage over stereo.

The following brief comparison of a standard stereo camera with a currently available plenoptic camera
from Raytrix (R5) provides an indication of the usability of the plenoptic approach as an alternative to stereo
configurations in space applications. Especially if the stereo baseline is kept short at 100mm, which means that a
high calibration stability of the exterior orientation is achievable due to high thermo-mechanical rigidness. First,
a close-range application is assumed at distances between 0 and 1 m and a mid-range scenario between 1 and
10 m. The parameters for both are as follow (see Table 1 below). The uncertainty of the depth estimation was
modeled with 1/10 sub-pixel accuracy. For the stereo setup, the calibration uncertainty was modeled with less
than 0, 2◦ degrees for exterior rotation.

parameter value units
pixel size 10 µm
sensor dim 1024 × 1024 pixel
focal length 30,5 mm
base length 100 mm
FOV 65,24 degree

(a) Industrial camera

parameter value units
pixel size 5,5 µm
sensor dim 2048 × 2048 pixel
focal length (main) 12,5 mm
FOV 65,24 degree

(b) Raytrix R5

Table 1: Parameters of the stereo setup and Raytrix R5 plenoptic camera
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(a) Stereo setup
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(b) Plenoptic R5

Figure 8: Depth discriminating power and uncertainty of the distance measurement as a function of object
distance with in a range of 0 to 1m

Within the range of 0 to 1 meter, the stereo depth measurement is only feasible beginning at ≈ 0.5 m
(assuming 80% overlap). From there, the measurement uncertainty is lower compared to the plenoptic camera.

Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 5/28/2018 Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



Based on the above configuration the plenoptic camera is suited in the range less than ≈ 1 m. Beyond that
range, the estimation uncertainty is judged to high. Its range is overall limited to 7 m.
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(b) Plenoptic R5

Figure 9: Depth discriminating power and uncertainty of the distance measurement as a function of object
distance with in a range of 1 to 10m

7. SUMMARY AND OUTLOOK

This work discusses the potential advantages of plenoptic cameras for close range imaging during in-situ planetary
exploration. The ability of multi-focus plenoptic cameras to record scenes with an extended depth of field without
the need for refocusing makes them an interesting concept for future hand lens imagers. This gives the possibility
to avoid the use of a complex focus mechanism for the camera while at the same time providing the same or
even more data products. As a first step towards plenoptic hand lens imagers, we outlined the mathematical
description of both, a geometric and a wave-optical model of a plenoptic camera. While the geometric approach
gives a good and quick impression of plenoptic imaging by a microlens array, all effects of diffraction are neglected.
In some cases, due to high calculation times, it is convenient to work with the geometric model in order to
investigate basic phenomena. However, in close-range it would be wise not to dispense with the diffraction
effects as can be seen in the results gained with the wave-optical model. In contrast to the geometric model, the
wave-optical model shows, that diffraction leads to light falling on adjacent pixels, which needs to be considered
in the design of light field processing algorithms.

Thus in the future, a hybrid formulation of the geometric model combined with wave-optical methods, used
in the geometrical theory of diffraction or the so-called boundary-diffracted wave theory, might be a solution to
overcome the otherwise large computing time of the wave-optical model. Hence, this might be a way to combine
the advantage of both models, short computing time on the one hand and physical correctness on the other hand.

In addition, a preliminary comparison between the plenoptic camera and a conventional stereo camera system
suggests that the light field camera can be a good substitute for such a system. A more detailed comparison
between those camera systems is ongoing work.
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