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Abstract—In this paper, a dual-frequency and dual-baseline (DFDB) processing framework for the extraction of high-precision terrain information from airborne interferometric synthetic aperture radar (SAR) data is presented. Specifically, we propose the use of two single-pass data sets acquired simultaneously in two different frequency bands and two large-baseline repeat-pass data sets also acquired simultaneously in two frequency bands. The configuration profits from the stability of the single-pass derived elevation maps in relation to spatially correlated artifacts as well as from the increased sensitivity associated with large-baseline acquisitions. Moreover, the dual-frequency nature of the data set enables the tackling of the phase unwrapping issue, promoting the retrieval of unambiguous measurements. Several algorithms for the interferometric processing of the DFDB airborne data set are proposed, including the outline of multichannel phase calibration and unwrapping error correction strategies and approaches to remove spatially correlated artifacts and extract the common underlying topography. Elevation models generated from a DFDB data set acquired with the airborne F-SAR sensor over tidal flats in northern Germany are presented, and comparisons with an airborne laser scanner reference show errors with a standard deviation of around 14 cm and a mean absolute deviation of less than 10 cm.

Index Terms—Digital elevation model (DEM), dual frequency, repeat-pass interferometry, SAR interferometry (InSAR).

I. INTRODUCTION

A CROSS-TRACK synthetic aperture radar (SAR) interferometry (InSAR) is a well-established tool for topography mapping, and many InSAR systems have been successfully exploited for the retrieval of digital elevation models (DEMs) [1]–[6]. Nevertheless, the generation of InSAR DEMs with a relative vertical accuracy in the order of centimeters in fine spatial grids remains challenging. First, a suitable interferometric configuration has to be selected to ensure the required vertical sensitivity, demanding large baselines between master and slave sensors and/or short wavelengths. In this case, issues related to the interferometric processing have to be properly dealt to mitigate decorrelation and possible biases. In particular, adaptive spectral filtering must be applied [7], and the phase unwrapping/unwrapping errors correction and the phase calibration steps have to be carefully performed. Moreover, when more than one interferograms are available, a method to optimally extract the common topographic information should be considered, ensuring the high quality of the final DEM.

The first challenging step for an accurate DEM reconstruction is the phase unwrapping. In the past two decades, the development of robust algorithms to retrieve unambiguous solutions has been mainly focused on multichannel strategies. The phase of interferometric data sets acquired with different baselines, or using different carriers, have different fringe frequencies. Multichannel strategies aim to remove the ambiguity of the joint problem by using simultaneously all the phase information to retrieve an underlying common height [8]–[12]. Rigorous maximum-likelihood (ML) approaches were introduced in [13]–[16] and opened the door to several more robust algorithms using contextual information in maximum a posteriori (MAP) frameworks [17]–[22]. No universal solution can be singled out, and the efficiency of the approaches is closely related to the characteristics of the available data set [e.g., a number of images and distribution of the available heights of ambiguity (HoAs)] and imaged scene (e.g., topography and land coverage). In general, however, the performance of ML and MAP approaches degrades when only a limited number of acquisitions are available.

Despite the use of robust phase unwrapping algorithms, unwrapping errors might occur, e.g., due to the insulation of regions by water bodies or other decorrelating features. In fact, the general difficulty of the phase unwrapping problem promoted the development of a few strategies for unwrapping error treatment. For example, [23] proposed a strategy to detect and correct remaining $2\pi$ ambiguities in a baseline calibration step. The approach was later extended in [24], where morphological filters to improve the detection were included. More recently, Lachaise et al. [25] developed the correction strategy of the TanDEM-X operational processor profiting from the mission dual-baseline global coverage to detect and correct unwrapping inconsistencies.

A second important aspect of the generation of DEMs from InSAR data concerns the calibration of the interferometric phase. The term phase calibration may incorporate the correction of phase offsets, baseline errors, and other artifacts. The main challenges are to achieve a precise calibration using minimum or no external information and to obtain results
that are robust to unwrapping errors. The calibration of phase offsets without the use of ground control points (GCPs) has been investigated in the context of multichannel configurations in [26], where an entropy maximization scheme was proposed. In the realm of offset estimation in single-pass interferograms, [27] proposed an approach using data sets acquired with opposite geometries, while [28] investigated a two-step methodology based on the use of low-resolution external and possibly biased DEMs. The approach was later simplified in [29], where a single-step scheme was suggested profiting from the approximately linear relation between height and phase. In a similar way, [30] proposed a method to calibrate airborne repeat-pass data using TanDEM-X intermediate DEMs.

The more general problem of how to combine all the available information to obtain a high-quality elevation model should also be addressed. The issue is closely related to the characteristics of the available data sets and, ultimately, the product requirements. As previously mentioned, many strategies couple the extraction of the underlying topography to the phase unwrapping in a multichannel framework. In addition to the already cited literature, [16] investigated an ML approach to combine single-pass multibaseline/multiaspect data sets to obtain the elevation models of urban areas using the MEMPHIS Ka-band sensor. Moreover, [5] and [31] studied several aspects of the SAR and InSAR processing chains for MEMPHIS Ka-band data, including the efficiency of ML height estimators.

Current spaceborne interferometric SAR systems can provide wide coverage topographic measurements with spatial resolution and vertical accuracy in the order of a few meters. For example, the TanDEM-X mission is allowed for the creation of a global DEM with a point-to-point relative vertical accuracy of 2 m for flat-to-moderate terrain and 4 m for steep terrain within a 90% confidence interval and a spatial resolution of around 12 m [32]. Experimental processing strategies can also be used to improve the elevation models derived from the TanDEM-X data. For example, [33] proposed an iterative coarse-to-fine multilooking approach, and DEMs in a 4-m sampling spatial grid and a height accuracy of less than 2 m were reported. Moreover, the possibility of having large-baseline single-pass interferograms during the mission science phase is allowed for elevation maps with even higher accuracy [34]. For example, Lee and Ryu [35] generated DEMs using large-baseline TanDEM-X data over tidal flats with 5–7-m sampling and reported the rms errors of around 20 cm in comparison with GPS measurements. In [36], highly accurate DEMs with 6-m sampling and height accuracy (standard deviation) around 17 cm in comparison with airborne laser measurements were achieved for areas of flat-to-moderate terrain. Nevertheless, the level of topography details obtained with airborne laser scanner (ALS) still surpasses the one found in spaceborne SAR products due to the finer spatial grids and submeter vertical accuracy of usual ALS systems [37]–[40].

Despite being able to generate very precise results, current ALSs have a much smaller coverage when compared with usual airborne SAR systems, which turn the ALS imaging of large areas comparatively more expensive. Additionally, ALS sensors are considerably more sensitive to weather conditions. Therefore, airborne InSAR for DEM generation offers a good compromise between acquisition cost and achievable accuracy. In fact, several airborne SAR systems have been used recently to retrieve accurate topographic information. For example, the aforementioned works [5], [31] reported a relative vertical accuracy varying from 19 to 59 cm (one standard deviation), depending on the characteristics of the acquisition, and an effective coverage area of around 2.1 km × 0.6 km (azimuth × range) using data from the Memphis Ka-band system. De Macedo et al. [41] demonstrated the importance of using topography-and-aperture-dependent Motion Compensation (MoCo) to retrieve accurate height measurements over challenging terrain using the single-pass/three-baseline configuration of the OrbiSAR sensor. They reported DEMs with 5-m spatial resolution and a relative vertical accuracy of around 40 cm when comparing data from orthogonal views. Marotti et al. [42] showed the results obtained with the X- and Ku-band MetaSensing airborne sensors covering an area of around 3.5 km × 0.5 km (azimuth × range). The comparison with a laser reference showed a relative height accuracy of the order of 30 cm in both cases for flat terrain. Perna et al. [6] presented first the results of the TELAER multibaseline interferometric system, able to acquire X-band data with range resolution around 0.5-m and 1.5-km swath. Like the OrbiSAR, the TELAER single-pass interferometer profits from a three-baseline configuration to deal with the phase ambiguity problem. They also emphasized the necessity of a precise MoCo, and preliminary comparisons with ALS measurements have shown height errors (one standard deviation) in the order of 1.5 m.

The work presented in this paper aims to generate highly accurate elevation models from airborne InSAR data collected with as few acquisition flights as possible. Specifically, we seek to construct DEMs from data collected with the F-SAR sensor [43], in a grid with 1 m × 1 m spatial sampling and relative and absolute vertical accuracies in the order of decimeters, i.e., comparable with ALS technology. Note that, although the above-mentioned Ka-band airborne interferometers can yield DEMs with a submeter vertical accuracy, the swath limitation makes such systems less suitable for the mapping of large areas. Moreover, DEMs obtained with data from general X-band single-pass interferometers using standard processing techniques do not satisfy simultaneously our vertical and spatial accuracy requirements. In order to obtain the desired DEM quality, we suggest the use of F-SAR data acquired over two passes, one of them also using the single-pass interferometer. In this way, at least one single-pass and one repeat-pass interferogram are available. For the latter, a suitable large baseline is chosen. Moreover, during each flight, data are acquired using simultaneously the X-band and S-band systems, benefiting from the multifrequency capabilities of the F-SAR sensor. Consequently, data from a dual-frequency (X- and S-band) and dual-baseline (single- and repeat-pass) configuration can be used.

Due to the reduced number of available images, the large ratio between repeat- and single-pass baselines, and the presence of low-frequency artifacts in the repeat-pass interferograms, the direct extraction of topography from the wrapped
phases using the ML/MAP approaches as in [8]–[22] is not possible. The large ratio between the baselines and between the S- and X-band wavelengths also prevents the use of [44] for the identification of unwrapping errors. Moreover, general unwrapping error correction strategies fail to treat interferograms with an HoA in the order of meters and containing residual biases, as is the case considered here. The state-of-the-art approaches for the calibration of airborne InSAR data, e.g., the ones proposed in [28] and [29], are not well suited for repeat-pass interferometry, since they neglect unwrapping errors, baseline miscalibration, and other low-frequency disturbances. Additionally, F-SAR single-pass interferograms are affected by range-dependent multipath errors, which further challenge the calibration process [45]. Current solutions either rely on calibration data or are not able to ensure the submeter vertical accuracy required here [46], [47]. In order to solve the aforementioned problems of unwrapping, calibration, and topography retrieval in an efficient manner, we propose a DEM generation chain suitable for the suggested dual-frequency and dual-baseline (DFDB) configuration.

This paper is organized as follows. Section II briefly discusses the choice of the DFDB configuration, while Section III presents the overall structure of the DEM generation chain. Novel approaches of the chain are discussed in Sections IV–IX. Specifically, Section IV briefly addresses the dual-frequency phase unwrapping issue, Section V details the strategy to mitigate multipath artifacts in the single-pass InSAR data, Section VI discusses the calibration of baseline errors and phase offsets, Section VII presents an unwrapping error verification strategy for the repeat-pass data, Section VIII proposes a method to mitigate residual biases contained in the repeat-pass interferograms, and Section IX describes the retrieval of the underlying topography considering the different available data sets. In Section X, DEMs derived from DFDB F-SAR data acquired over the tidal flats in the Jade Bight (northern Germany) are shown and compared with an ALS reference model for validation. Finally, Section XI gives the conclusions.

II. PROPOSED CONFIGURATION

The proposed DFDB configuration enables the extraction of precise terrain information from airborne interferometric data and was conceived considering the particularities of the F-SAR system [43], [48]. The F-SAR uses the IGI’s CCNS4 navigation system and postprocessing software. The sensor is capable of acquiring fully polarimetric data in five different frequency bands: X, C, S, L, and P. Furthermore, data can be simultaneously collected in up to four different wavelengths, and the S- and X-band modules include single-pass across-track interferometers with an effective baseline of around 1.6 m. A detailed description of the F-SAR system is given in [43].

A. “Dual-Baseline” Nature of the Configuration

The relative height accuracy achievable through InSAR can be expressed in terms of the interferometric vertical wavenumber $k_z$ and the standard deviation of the phase noise $\sigma_\phi$ as

$$\sigma_h \approx \frac{1}{k_z} \sigma_\phi \approx \frac{\lambda \sin \theta}{4\pi B_\perp} \sigma_\phi$$

where $\lambda$ is the wavelength, $R$ is the range distance, $\theta$ is the incidence angle, and $B_\perp$ is the projection of the baseline between master and slave antennas in the direction perpendicular to the line of sight [49], [50]. For surface scattering, the increase in $B_\perp$—or conversely the decrease in the HoA ($\perp \approx 2\pi / k_z$)—usually leads to an improvement of the retrieved height measurements, as long as the decrease in the interferometric coherence (e.g., due to geometric decorrelation) is limited or can be treated [7].

Due to the short baseline of the F-SAR single-pass interferometer (around 1.6 m), at least one large-baseline repeat-pass data set must be employed in order to ensure high vertical sensitivity. The baseline length can be chosen according to the height accuracy requirements considering system characteristics—e.g., wavelength, system resolution, noise equivalent sigma nought, and flight altitude—and the statistics of the interferometric phase [49]. Under ideal conditions and neglecting geometric distortions, a single interferometric data set acquired with a sufficiently large baseline would enable the generation of highly accurate topographic maps. However, large-baseline repeat-pass interferograms are often affected by low-frequency artifacts due to, e.g., uncompensated (residual) motion errors or atmospheric effects [51], [52]. If left untreated, such disturbances introduce biases in the derived elevation models. On the other hand, monostatic single-pass interferometers are generally robust in relation to biases, since master and slave are equally affected by these errors. However, the fixed baseline is usually not sufficiently large to ensure the desired vertical accuracy. By combining both measurements, one could then account for possible biases using the single-pass interferometric information while profiting from the lower sensitivity to the noise of elevation models generated from large-baseline interferograms.

Notice that the improvement in height accuracy is caused by enlarging the baseline ceases when volume or baseline decorrelation becomes predominant. For airborne systems with high range resolution, baseline decorrelation is not a limiting factor for obtaining height accuracies in the order of decimeters. On the other hand, volumetric decorrelation might dominate when acquiring with large baselines. Thus, the usage of large-baseline interferograms to recover information over high vegetation, even when acquiring at higher frequency bands, becomes prohibitive [4], [36]. Hence, the additional use of a small-baseline data set (e.g., the F-SAR single-pass) is helpful if the height retrieval of such scatters is required and a decreased vertical accuracy is acceptable.

B. “Dual-Frequency” Nature of the Configuration

Although the single-pass/repeat-pass configuration is theoretically suitable for the recovery of highly accurate elevation models (up to the statistical limit imposed by the chosen baseline), practical issues related to the interferometric processing can impair the results. The interferometric phase unwrapping
Fig. 1. (Left) Interferometric phase pdf parameterized by the height. (Right) Interferometric phase likelihoods obtained from the F-SAR data. The coherence coefficients of single- and repeat-pass interferograms are 0.95 and 0.6, and the nominal height is $-1.2$ m as indicated by the blue vertical line.

The step is specially critical, since large-baseline configurations result in phases with very high fringe frequency. As previously mentioned, multichannel approaches can be used to reduce the ambiguity of the interferometric phase joint pdf. However, that is not the case of the single-/repeat-pass configuration considered here due to the large difference between the individual HoA and the reduced number of available interferograms.

As an example, Fig. 1 (left) shows the simulated X-band single- and repeat-pass interferometric phase likelihood parameterized by the height. Effective baselines of around 1.6 and 28 m were considered. In this ideal example, no phase error is considered, i.e., the observed phases match their nominal values. The joint likelihood appears in green, and consists of the multiplication of the individual likelihoods, i.e., the statistical independence of the data sets is assumed. The investigated height interval is constrained to 42 m, corresponding to only one cycle of the single-pass likelihood, but several cycles of the repeat-pass one. In this case, the global maximum of the joint likelihood is located at the nominal residual height position in this simulation at $-1.2$ m. Due to the baseline ratio, small errors in the measured single-pass phases (e.g., due to decorrelation or biases) shift the position of the global maximum of the joint likelihood by an amount of the order of magnitude of the repeat-pass HoA. This is observed in Fig. 1 (right), where the likelihoods obtained from the experimental F-SAR X-band data are depicted. The single-pass coherence coefficient is 0.95, while the repeat-pass one is 0.6. The single-pass phase measurement deviates by 15° from its nominal value, causing a shift of approximately 1.4 m in the position of the global maximum (indicated by the pink vertical line) in relation to the true height position (indicated by the blue vertical line).

The introduction of data collected with additional baselines can further reduce the ambiguities at the cost of an increased number of flights. However, the phase of an interferometric data set acquired from independent passes will contain uncorrelated low-frequency artifacts, posing a problem to multibaseline approaches in airborne interferometry. In order to circumvent the issue, keeping the number of acquisition flights to a minimum of two, a DFDB configuration is suggested profiting from the multifrequency capabilities of the F-SAR airborne system. As discussed in [13] and [17], the choice of multifrequency data sets over multibaseline ones has the additional advantage that the hypothesis of independence between the interferograms is met, and the computation of the multichannel joint statistics is straightforward. Although large spectral separation favors a less ambiguous joint likelihood, too large spectral separation may lead to different interferometric phase contents in case of semitransparent media. Thus, a compromise has to be made according to the desired application.

III. INTERFEROMETRIC PROCESSING CHAIN

The necessary processing steps for the DFDB DEM generation from the four available interferometric data sets are shown in Fig. 2. In the diagram and in the remaining of this paper, the tags $S_{SP}$, $X_{SP}$, $S_{RP}$, and $X_{RP}$ stand for S-band single-pass, X-band single-pass, S-band repeat-pass, and X-band repeat-pass, respectively.

1) Generation of Interferometric Products: The first module consists in the generation of the required interferometric products and takes place after all the individual complex images have been formed. Precise knowledge of the lever-arm information is assumed (better than 1mm), as obtained from a priori evaluation of calibration data takes with corner reflectors deployed across the full range of incidence angles [53]. In addition,
the strong nonlinear phase pattern, especially in X-band (see Fig. 5), suggests that the antenna phase center varies with an elevation angle. This is corrected during antenna pattern compensation as part of the SAR image formation [43]. Although the interferometric process runs individually for each data set at this stage, all single look complex (SLC) complex images should be coregistered to the same geometry. While single-pass interferograms are created without any filtering, a range-adaptive spectral filter is employed to account for geometric decorrelation in the repeat-pass interferograms [7]. The module also contains the flat-earth removal based on either a reference DEM with low-accuracy or a mean terrain value. Finally, the multisquint approach is employed to compensate for residual motion errors in the repeat-pass interferograms (up to constant and linear components) [54]. Since the acquisition of X- and S-band is simultaneous, the residual motion errors are expected to be the same for both data sets. Consequently, it is sufficient to perform the estimation using the data from a single frequency of acquisition, applying the estimated baseline corrections to both data sets. Moreover, applying the same correction in both data sets ensures that possible uncompensated errors in the phases correlate, which impacts the choice of unwrapping strategy. Once the interferograms have been formed, the interferometric phase and coherence are extracted and are used as an input for the next steps.

2) Dual-Frequency Phase Unwrapping: The second module encompasses the unwrapping of the interferometric phases and is performed using a dual-frequency approach based on the region-growing algorithm (see Section IV).

3) Multipath Mitigation: Once the phases are unwrapped, the first calibration step takes place, namely, a multipath mitigation strategy is applied to correct artifacts in the single-pass phases [45], [46]. The repeat-pass phases are involved in the process, serving as multipath-free references (see Section V).

4) Estimation of Constant and Linear Baseline Errors and Phase Offset: In the next calibration step, possible offsets and trends due to constant and linear baseline errors are compensated (see Section VI).

5) Unwrapping Errors Verification: In this module, possible unwrapping errors are detected and corrected using an active contour’s scheme. This step aims at the treatment of large-scale unwrapping errors mainly associated with discontinuities in the image (see Section VII).

6) Phase-to-Height Conversion: In the following, the phases are individually transformed to height maps, still in slant-range geometry.

7) Estimation of Residual Low-Frequency Artifacts: The final calibration modules estimate and correct residual low-frequency artifacts in the repeat-pass data sets due to, e.g., residual motion errors or atmosphere heterogeneity (see Section VIII).

8) Fusion: In this step, the information of the data from the different baselines and frequencies of acquisition is merged into the final elevation model, considering a noise mitigation strategy (see Section IX).

9) Geocoding: The obtained elevation model is transformed into universal transverse mercator coordinates.

In Sections IV to IX, the details of the different calibration steps, phase unwrapping, and extraction of the underlying topography are presented.

IV. Phase Unwrapping

The unwrapping of the X- and S-band interferograms is performed jointly profiting from the reduced ambiguity of the dual-frequency unwrapping problem. However, as indicated by the block diagram in Fig. 2, single- and repeat-pass phases are handled independently in order to avoid salt-and-pepper-like errors associated with the large ratio between the HoAs of both data sets.

The phase unwrapping is carried out using the dual-channel region-growing approach described in detail in [36] for a dual-baseline spaceborne configuration, and it is an adaptation of the single-channel region growing algorithm proposed in [55]. The approach can be directly employed for the dual-frequency scenario as long as uncorrelated biases in both data sets are negligible in comparison with the smallest HoA. The configuration proposed in this paper, i.e., the simultaneous acquisition of the multifrequency data sets, promotes robustness in relation to phase artifacts caused by residual motion errors and troposphere heterogeneity, thus enabling the use of such an algorithm with airborne data.

The dual-channel region-growing algorithm is congruent, i.e., it removes $2\pi$ multiples from each pixel. The approach relies on the estimation of this ambiguity band using three different strategies: 1) independently evaluating the already unwrapped neighbors in both data sets; 2) assuming that the height information of the center pixel is the same in both data sets; and 3) assuming that the slope computed from the already unwrapped pixels is the same in both data sets. The final ambiguity band is then estimated considering a weighted average according to the expected statistics of the three predictions. Moreover, the discrepancy between these predictions is used together with the interferometric coherences as an extra reliability measure to guide the region growing path.

Unlike in the dual-baseline case considered in [36], in the dual-frequency scenario, differences of phase content caused by the changes in penetration depth can occur within semi-transparent media. If the differences are in the order of the smallest HoA, the dual-channel approach is likely to introduce errors in the corresponding unwrapped phase. Since here we consider repeat-pass HoAs in the order of meters, the estimated height of, e.g., crops and forest, will be biased toward the one corresponding to the phase center of the S-band data set. On the other hand, the HoAs of the single-pass data sets (tens of meters) are much larger than the expected penetration depth differences (centimeters to a few meters). An alternative would be then to first unwrap the single-pass phases and use the filtered differences between the S- and X-band unwrapped data sets (after conversion to height) in order to weight down the predictions of the repeat-pass unwrapped number which assume same height content, whenever a problematic region
is encountered. An example of the height discrepancies caused by the differences in X- and S-band penetration depths is shown later in Section X.

V. MITIGATION OF MULTIPATH ARTIFACTS

The reception of secondary returns superimposed to the direct signal of interest is a problem for many communication, navigation, and imaging systems. For example, in airborne SAR systems, the antennas are often surrounded by metallic structures from the antenna mount or aircraft fuselage. As a consequence, the sensors often receive strong signals from reflections on the surrounding surfaces rather than on the remote imaged scene [45]–[47], [56]–[60]. The additional undesired reflections are generally called multipath signals and are usually not accounted for during the image focusing. Consequently, amplitude and phase disturbances arise in the form of oscillations dependent on the incidence angle.

The phase distortions caused by the multipath must be corrected to ensure the quality of the derived elevation models. In fact, the matter is addressed within the calibration steps of many airborne InSAR systems. Chapin et al. [60], for example, used an external high-precision DEM in order to estimate a range-dependent phase correction, which is then approximated by Chebyshev polynomials to account for all required incidence angles. In a similar way, [57] and [58] compute the phase screen from acquisitions over sea surfaces, for which an accurate height reference is available. Kobayashi et al. [59] suggested a parametric estimation using a single-reflection multipath model followed by the corresponding phase correction. However, the results were reported as unsatisfactory by the authors. In [47], a cross-calibration scheme is considered exploiting overlapping data acquired from crossing tracks. Mao et al. [46] presented a more sophisticated model comprising multiple reflections, and made use of targets with the well-known elevation in order to estimate the model parameters. Magnard et al. [31] used the interferometric data from perpendicular tracks to build an incident-angle-dependent phase correction for a Ka-band MEMPHIS data set for which no antenna pattern phase information was available.

A. F-SAR Multipath Characterization

In the case of the F-SAR system, the antennas constituting the X- and S-band interferometers are located in the antenna mount attached to the right lateral of the aircraft, as illustrated in Fig. 3.

Given the mount design and antenna configuration, backscattered signals are reflected on the area indicated in green in Fig. 3, and are received by the upper antennas (S2 and X2) overlapped with the direct signal. Reciprocally, the transmitted signal is composed by a direct component plus the reflected one. The latter is delayed and attenuated in relation to the former. Considering that the only multipath components originate from reflections within the indicated area, the lower antennas (S1 and X1) are not affected.

Cross sections of the two-way antenna pattern gains along the elevation measured by the German Aerospace Center compact test range (CTR) facility [61] are shown in Fig. 4. X- and S-band VV measurements appear on the left and right of Fig. 4, respectively. The corresponding antenna pattern phases can be seen in Fig. 5. In all plots, the case when the lower antennas (X1 and S1) as both receiver and transmitter are shown in black curve, the patterns considering the lower antennas as transmitter and the upper as receiver are shown in red curve, and finally, the patterns considering the upper antennas as transmitter and receiver are shown in blue curve.

![Fig. 3. F-SAR antenna mount attached to the Do228 aircraft. The location of the X- and S-band antennas is indicated. The flat area indicated in green enables that multipath reflections reach the X2 and S2 antennas.](image)

![Fig. 4. Two-way antenna gain along elevation for (Left) X-band and (Right) S-band. In both plots, the patterns considering the lower antennas (X1 and S1) as both receiver and transmitter are shown in black curve, the patterns considering the lower antennas as transmitter and the upper as receiver are shown in red curve, and finally, the patterns considering the upper antennas as transmitter and receiver are shown in blue curve.](image)

![Fig. 5. Antenna pattern phase along the elevation for (Left) X-band and (Right) S-band. In both plots, the patterns considering the lower antennas (X1 and S1) as both receiver and transmitter are shown in black curve, the patterns considering the lower antennas as transmitter and the upper as receiver are shown in red curve, and finally, the patterns considering the upper antennas as transmitter and receiver are shown in blue curve.](image)
between the antenna phase center and the antenna mount. The distance between this phase center and the locus of the direct field received by the antenna \( \vec{E}_s \) appears in blue line, while the reflected field \( \vec{E}_r \) appears in red line. \( D \) is the horizontal distance between the antenna phase center and the antenna mount.

**B. Multipath Model**

Fig. 6 shows the geometry of the problem considering a direct backscattered signal and a single multipath component being received by the SAR sensor. In Fig. 6, a wave polarization parallel to the plane of incidence is considered [62]. The sketch shows three rays: the direct one in blue line, the incident one in green line, and the multipath (or reflected) one in red line. Furthermore, the antenna phase center appears in yellow. The distance between this phase center and the locus of reflection is indicated as \( B_{mp} \), and is analogous to the baseline of an across-track interferometer.

The total field received by the upper antenna is given by the sum of the direct component and the projection of the reflected component in \( \hat{\theta} \), whose amplitude is attenuated by the reflection coefficient. Furthermore, the two received signals are shifted in phase due to the reflection coefficient, and, additionally, the geometrical difference between the direct path and the path traveled by the reflected ray [59], [63]. Analytically,

\[
\vec{E}_{mp}(\theta) = \vec{E}_s(\theta) + \vec{E}_s(\theta)\hat{\rho}(\theta)\cos(2\theta)e^{-j2\pi R_{mp}} \tag{2}
\]

where \( \vec{E}_s \) is the multipath-free field, \( \hat{\rho} \) is the equivalent complex reflection coefficient [64], [65], \( \lambda \) is the wavelength, and \( \Delta R_{mp} \) is the path difference between direct and multipath components. Note that the reflection coefficient depends on the polarization of the wave and, except for the case of perfectly conducting surfaces, on the incidence angle. Therefore, the equivalent antenna pattern, i.e., the one including the multipath reflections depends on the employed polarization.

Considering the geometry depicted in Fig. 6, the total path difference \( \Delta R_{mp} \) between the direct and multipath components can be written as

\[
\Delta R_{mp} \approx -B_{mp}(-\cos(2\theta) + 1) = -2D \sin \theta \tag{3}
\]

where \( D \) is the horizontal separation between the antenna phase center and the antenna mount.

**C. Multipath Mitigation Using Modeled and Measured Phase Profiles**

Assuming that the distance from the fuselage \( (D) \) and the reflection coefficient is known or can be estimated from the data, the relation between the antenna pattern containing multipath and the ideal one can be found using (2) and (3). Moreover, the phase of the equivalent pattern can then be extracted and used to estimate a correction for the interferometric data when no precise antenna measurement is available.

In the case of the F-SAR system, \( D \approx 16 \text{ cm} \) and the path difference between the direct and reflected signals is up to \( 20 \text{ cm} \) in far range, which corresponds to less than half of an X-band resolution cell. Therefore, the multipath effect does not introduce ambiguous echoes, and a phase correction should be able to remove the artifacts observed in the interferograms.

Although measurements of the antenna pattern phase are available for the F-SAR data, the obtained correction is limited due to, e.g., errors in the CTR measurements and lack of precise knowledge of attitude and incidence angles. Fig. 7 shows, in black curve, an example of residual phase extracted from the F-SAR single-pass InSAR data. The profile corresponds to the difference between the interferometric phase and the synthetic phase generated using a highly accurate ALS DEM, and, hence, should contain no strong topographic information. The interpolated antenna pattern phase obtained using the information of master and slave antennas is shown in red curve, while the residual multipath profile after removing the phase of the antenna pattern appears in blue curve.

Fig. 7 also contains the phase profile obtained from the reflection model in green curve. In this case, the unknown complex reflection coefficient, vertical and horizontal offsets from the nominal phase center, and depression angle error were estimated directly from the interferometric data [45]. The residual multipath profile after removing the phase given by the proposed model appears in magenta.

The improvement obtained when using any of the phase profiles to correct the interferometric phase is clear. Nevertheless, artifacts up to \( 10^5 \) can still be found when using the measured
antenna pattern, leading to height errors up to 1 m and not satisfying the absolute accuracy requirements considered in this paper. Fitting the data to the reflection model to estimate the correction allows to reduce the maximum error to 6°. However, the approach requires knowledge of the topography for at least part of the imaged scene.

D. Data-Based Multipath Mitigation for the DFDB Configuration

An alternative mitigation strategy proposed here is based on an iterative estimation of the multipath phase profile from the available DFDB data set. Specifically, the difference between the phase content of single- and repeat-pass interferograms is exploited, allowing for the estimation of the multipath component directly from the data without knowledge of the topography.

After the phase flattening, the residual single-pass interferometric phases can be approximated as [66]

$$
\phi_{res}^{(X,S)SP}(\theta) \approx k_{z,real}^S \Delta h(\theta) + \phi_{mp}^{(X,S)SP}(\theta)
$$

(4)

where $k_{z,real}^S$ are the vertical wavenumbers calculated from the real tracks, $\Delta h$ is the difference between the employed reference height and the true height of the terrain, and $\phi_{mp}^{(X,S)SP}$ are the multipath phase profiles. For convenience, the unknown single-pass phase offsets were included in the multipath profile. The formulation considers that no global coregistration errors remain, which is usually the case for single-pass interferometry. Note that $\theta$ depends on the unknown topography and aircraft attitude and, hence, it is function of both range and azimuth. Rapid topography changes might introduce higher frequency components in the multipath profile.

The repeat-pass interferometric phases can be approximated as

$$
\phi_{res}^{(X,S)RP}(\theta) \approx \nu_{X,S} + k_{z,real}^S \Delta h + \frac{4\pi}{\lambda_{X,S}} (\epsilon_{11}^{(X,S)RP} + \epsilon_{21}^{(X,S)RP} \sin \theta) + \frac{4\pi}{\lambda_{X,S}} (\epsilon_{12}^{(X,S)RP} + \epsilon_{22}^{(X,S)RP} \cos \theta)
$$

(5)

where $\epsilon_{11}^{(X,S)RP}$ and $\epsilon_{21}^{(X,S)RP}$ are constant baseline errors in the horizontal and vertical directions, $\epsilon_{12}^{(X,S)RP}$ and $\epsilon_{22}^{(X,S)RP}$ describe the linear components of the baseline errors, and $\nu_{X}$ and $\nu_{S}$ are phase offsets [54]. Note that a generic case is being considered here, where X- and S-band baseline errors might be independent (a simplification for simultaneous acquisitions is considered later in Section VI-B). In practice, the repeat-pass phase might contain additional spatially correlated errors of higher order along azimuth due to, e.g., limitations of the multisquint algorithm [54]. However, considering that such residual errors are slowly varying, the approximation in (5) is expected to hold within small intervals over azimuth. In fact, since the goal is the estimation of a 1-D profile along the elevation, it is enough to select a small block of data covering the whole swath. Using the vertical wavenumbers to account for the different geometries, the difference between the single- and repeat-pass phases can be calculated in order to cancel $\Delta h$. In this case, the only dependence with the residual topography is due to the incidence angle.

The multipath components are highly sensitive to the variations of the aircraft attitude and, hence, the corresponding phase profiles can vary from range line to range line. Whenever possible, it is advisable to select data corresponding to smooth topography for the estimation, in which case the multipath profiles are also smoother and similar for the whole block. Nevertheless, even for a perfectly flat terrain, changes in the roll angle introduce an azimuth dependence of the multipath phase. Accordingly, in order to make the range lines of the phase difference comparable, the phase differences are interpolated to a common incidence angle profile $\theta_c$. This profile is selected by simply averaging the expected $\theta$ over the azimuth dimension. Since the expected multipath artifacts are low frequent, the sampling of $\theta_c$ can be larger than that of $\theta$ at least in the first iteration. After the interpolation, the only expected azimuth variation in $\phi_{diff}^{X,S}(\theta_c)$ is due to the linear baseline error component.

The use of an azimuth block rather than a single range-line is justified by two simple reasons. First, the effect of phase noise is mitigated by averaging over azimuth. Second, the practical implementation of the algorithm tags certain regions as improper for the estimation. A pixel is deemed invalid if: 1) it was considered unreliable by the phase unwrapping algorithm; 2) its coherence on either repeat-pass or single-pass interferograms is below a predefined threshold; or 3) it is considered an outlier according to the modified Z-score test applied to each azimuth line of the consider block [67]. As a consequence, a given range line might contain valid information only for a certain range of incidence angles. In general, blocks corresponding to higher coherence and less prone to contain unwrapping errors should be preferred, and ideally, at least one measurement over the discrete range of incidence angles is available. Otherwise, an interpolation has to be performed accounting for the missing data, and the overall quality of the correction might degrade.

Assuming that the variations along the azimuth of $k_{(X,S)RP}$ can be neglected, which should hold for a small block in azimuth, the average of the phase difference over the azimuth interval can be written as

$$
\phi_{diff}^{X,S}(\theta_c) \approx \phi_{mp}^{(X,S)SP}(\theta_c) - \frac{k_{z,real}^{S,RP}}{k_{z,real}^{S,RP}}(\theta_c) \left[ \frac{4\pi}{\lambda_{X,S}} \epsilon_{11}^{(X,S)RP} \sin \theta_c + \frac{4\pi}{\lambda_{X,S}} \epsilon_{12}^{(X,S)RP} \cos \theta_c + \nu_{X,S} \right]
$$

(6)

where $\epsilon_{11}^{(X,S)RP}$ and $\epsilon_{12}^{(X,S)RP}$ are equivalent constant errors over the block. The signal in (6) is 1-D and contains both the multipath profile and the phase due to constant baseline errors. In principle, the interpolated phase difference could be filtered and used as an equivalent multipath profile in order to correct X- and S-band single-pass residual phases, leaving the baseline calibration to a posterior step. In this case, the phase error model used for the single-pass calibration, which often considers only
a constant offset [27, 28], should be adapted to consider the equivalent \( \theta_{\text{c}} \)-dependent baseline error transferred from the repeat-pass data [second term of (6)].

Although the equivalent single-pass error model is simple, it corresponds to a poorly conditioned estimation problem due to the lack of diversity of the incidence-dependent terms along the valid swath. This is verified in the simulation results presented in Fig. 8, which shows the resulting maximum height error due to miscalibration as a function of the employed number of reference points. For the simulation, an X-band single-pass phase was synthesized considering different constant standard deviation values ranging from 1\(^\circ\) to 35\(^\circ\). The topography information provided by the reference points is assumed to be error free; hence, all the error is due to phase noise or residual multipath artifacts in the SAR image. The results show that, even for a standard deviation of 5\(^\circ\), more than 10 points are necessary for a robust estimation, effectively impeding the calibration using GCP. Given that an accurate reference DEM is not necessarily available for the correction, an alternative is to resort to the multifrequency information in order to separate the multipath components from the baseline error. Specifically, we exploit the difference between the single-pass residual phases

\[
\phi_{\text{diff}}^{\text{SSP}}(\theta_c) = \phi_{\text{mp}}^{\text{SSP}}(\theta_c) - \frac{k_{\text{SSP}}^{\text{real}}(\theta_c)}{k_{\text{SSP}}^{\text{real}}(\theta_c)} \phi_{\text{mp}}^{\text{SSP}}(\theta_c). \tag{7}
\]

The error model in (6) and (7) can be combined in a linear system of equations in the form of

\[
Ay = B_{\text{obs}} \tag{8}
\]

with

\[
y = \left[ \phi_{\text{mp}}^{\text{XSP}}(\Theta) \phi_{\text{mp}}^{\text{XSP}}(\Theta) \epsilon_{\nu_{\text{X}}}^{\text{XSP}} \epsilon_{\nu_{\text{Y}}}^{\text{XSP}} \epsilon_{\nu_{\text{Z}}}^{\text{XSP}} \nu_{\text{X}} \nu_{\text{Y}} \nu_{\text{Z}} \right]^T \tag{9}
\]

where \( \Theta = [\theta_{\text{c,1}} \cdots \theta_{\text{c,P}}] \) is the common incidence angle vector. From (9), the total number of unknowns is \((2P + 6)\), while the observation vector

\[
B_{\text{obs}} = \left[ \phi_{\text{diff}}^{\text{X}}(\Theta) \phi_{\text{diff}}^{\text{Y}}(\Theta) \phi_{\text{diff}}^{\text{Z}}(\Theta) \right]^T \tag{10}
\]

comprises \( 3P \) elements. If \( P > 6 \), the system in (8) is overdetermined. However, the singular value spectrum seen in Fig. 9 (left) shows that the last three singular values are small, indicating a poorly conditioned problem [68]. Hence, small errors in the observation vector may hinder the separation of the multipath phase profile from the equivalent baseline errors, and a regularization strategy should be considered, e.g., by means of truncated singular value decomposition [69]. Alternatively, we suggest to directly employ the truncated problem defined by

\[
A_{\text{trunc}}y_{\text{trunc}} = B_{\text{obs, trunc}} \tag{11}
\]

where the forward operator \( A_{\text{trunc}} \) is constructed from (6) and (7)

\[
B_{\text{obs, trunc}} = \left[ \phi_{\text{mp}}^{\text{X}}(\Theta) \phi_{\text{mp}}^{\text{SSP}}(\Theta) \epsilon_{\nu_{\text{X}}}^{\text{X}} \epsilon_{\nu_{\text{Y}}}^{\text{X}} \epsilon_{\nu_{\text{Z}}}^{\text{X}} \nu_{\text{X}} \nu_{\text{Y}} \nu_{\text{Z}} \right]^T \tag{12}
\]

and

\[
y_{\text{trunc}} = \left[ \phi_{\text{mp}}^{\text{XSP}}(\Theta) \phi_{\text{mp}}^{\text{XSP}}(\Theta) \epsilon_{\nu_{\text{X}}}^{\text{XSP}} \epsilon_{\nu_{\text{Y}}}^{\text{XSP}} \epsilon_{\nu_{\text{Z}}}^{\text{XSP}} \nu_{\text{X}} \nu_{\text{Y}} \nu_{\text{Z}} \right]^T. \tag{13}
\]

The singular value spectrum of the truncated forward operator is shown in Fig. 9 (right) and confirms its better conditioning. The minimization is solved with a least-norm approach, that is

\[
\min \|y_{\text{trunc}}\|_2 \quad \text{s.t.} \quad A_{\text{trunc}}y_{\text{trunc}} = B_{\text{obs, trunc}} \tag{14}
\]

typically used for underdetermined problems. Note that the model is able to retrieve the individual multipath profiles up to a constant offset, since the separability between the offsets in the X- and S-band phase profiles depends on the variation along the range of \( k_{\text{SSP}}^{\text{real}}/k_{\text{XSP}}^{\text{real}} \), which is usually small. As a consequence, the calibration of a phase offset in a posterior step is required. Moreover, if the unknown offsets are large, the least-norm optimization gives poorer results. Hence, a rough estimation of the offset should be performed based on the mean terrain information and subtracted from the phases beforehand.

E. Validation With Simulated and Real Data

The approach was validated with simulations using synthesized phases considering a gentle slope varying from 18 to 25 m as the true terrain information. Phase standard deviations of 5\(^\circ\) and 10\(^\circ\) were considered for single- and repeat-pass phases. The low standard deviation value is consistent with the empirical observations and is justified by the fact that the estimation is performed over the averaged profiles, as previously discussed. In addition to the topographic information and noise, the single-pass phases contain the multipath artifacts generated from the reflection model. On the other hand, the repeat-pass phases comprise artifacts due to constant
errors less than 2\(^\circ\), the problem was considered providing a much better estimation of the multipath profile. In Fig. 10 (right), the truncated model was considered, which failed to separate the multipath profile. In Fig. 10 (left), the overdetermined model was considered providing a much better estimation of the multipath profile. The simulation results are shown in Fig. 10. The black curves show the phase difference between simulated X-band repeat- and single-pass interferograms, the red ones show the simulated X-band multipath phase profile, the green curves are the estimated profiles, and finally, the blue curves show the estimation error. In Fig. 10 (left), the overdetermined model was considered, which failed to separate the multipath profile from the baseline errors. In Fig. 10 (right), Model (14) was used and the estimation error is under 2\(^\circ\).

Finally, real F-SAR DFDB data are considered. The block of data corresponds to the first third of the acquisition, which is described in detail in Section V. Fig. 11 shows the height difference between a reference ALS DEM and the obtained data. (Top row) No multipath mitigation was applied. (Bottom row) Proposed DFDB multipath mitigation strategy was employed to correct the phase undulations. The data correspond to the last third of the scene. The robustness of the estimation can be appreciated in Fig. 13, which also shows the height differences between F-SAR and ALS reference (top) before and (bottom) after the mitigation of multipath artifacts, but now for the final third of the scene. As in Fig. 11, the range undulations are no longer visible.

Up to this point, it is assumed that the incidence angle information is accurate, which is not the case if the topography is not known. Usually, a low accuracy reference elevation model is employed during the image processing, and can be used for the initial estimation of \(\theta\) and \(k_{\text{real}}\). The effect of the unknown topography should be small for flat terrains, and, in general, can be compensated by using an iterative estimation approach. For this purpose, after the correction and baseline calibration, the single-pass phase is transformed to height and used for the better assessment of \(\theta\). The multipath profile can then be reestimated, and \(\theta_0\) with finer sampling can be used to estimate higher frequency components. The process can be repeated until the changes in the incidence angle are negligible, but, normally, two iterations suffice. Note that the multipath mitigation process can be performed using undersampled phases due to the low-pass characteristics of both multipath phase profile and baseline errors, such that the computational burden of the whole estimation process is affordable.

VI. BASELINE ERRORS AND PHASE OFFSET CALIBRATION

Considering that proper internal calibration and coregistration procedures were performed during the processing of the single-look complex images [43], the single-pass phases should not contain fringes due to linear or constant baseline errors. Nevertheless, they might enclose an unknown offset due to, e.g., inaccurate range delay estimation or the lack of absolute referencing of the phase unwrapping. Moreover, an offset might be introduced by the multipath mitigation strategy, as discussed in Section V. On the other hand, the repeat-pass phases might be affected by constant and linearly varying baseline errors and a global phase offset, as described in Section V [54].
A. General Calibration Approach

Here, we propose to estimate the repeat- and single-pass constant and linear phase errors jointly without the use of external references. In this case, the unknown topography is accounted for by considering the differences between the available single- and repeat-pass phases, that is

\[ \phi_{\text{diff}}^{X,S} = k_{X,S} \cdot \phi_{\text{res}}^{(X)\text{SP}} - \phi_{\text{res}}^{(X)\text{RP}} \] (15)

where

\[ k_{X,S} = \frac{1}{k_{r,\text{real}}} \cdot \frac{k_{X,S}^{\text{real}}}{k_{r,\text{real}}} \] (16)

In general, the estimation of the unknowns of the baseline error model described by (5) can be performed individually for the data of each frequency of acquisition. However, airborne repeat-pass interferometric phases are often affected by higher order spatially correlated errors not accounted for in this model. Depending on the characteristics of such errors and on the quality of the interferometric phases, a simple model-based least-squares (LS) solution considering independently each frequency of acquisition may be biased. In fact, the baseline calibration problem can be more robustly defined exploring the correlation between higher order artifacts in X- and S-band phases, benefiting from the simultaneous acquisition of the data sets. In this case, a multijobjective optimization problem is considered

\[
\begin{align*}
\arg \min_{\gamma_{\text{XYS}}} & \| A_{\text{XYS}} \gamma_{\text{XYS}} - \hat{\phi}_{\text{diff}}^{X,S} \|^2 \\
+ & \mu_1 \| A_{\text{YS}} \gamma_{\text{YS}} - \hat{\phi}_{\text{diff}}^{S} \|^2 + \mu_2 \| A_{\text{XS}} \gamma_{\text{XS}} - \hat{\phi}_{\text{diff}}^{X} \|^2 \\
\text{s.t.} & \| \gamma_{\text{be}} \| \leq \delta
\end{align*}
\] (17)

where

\[
\gamma_{\text{XYS}} = \begin{bmatrix} \epsilon_{y_1}^{X} & \epsilon_{y_2}^{X} & \epsilon_{z_1}^{X} & \epsilon_{z_2}^{X} & \epsilon_{y_1}^{S} & \epsilon_{y_2}^{S} & \epsilon_{z_1}^{S} & \epsilon_{z_2}^{S} & v_{\text{XRP}} & v_{\text{SRP}} & v_{\text{XSP}} & v_{\text{SP}} \end{bmatrix}^T
\] (18)

\( \hat{\phi}_{\text{diff}}^{X,S} \) is the observation of the difference between the X- and S-band repeat-pass phases

\[ \hat{\phi}_{\text{diff}}^{X,S} \approx \hat{\phi}_{\text{res}}^{X\text{RP}} - \frac{\lambda_S}{\lambda_X} \hat{\phi}_{\text{res}}^{S\text{RP}} \] (19)

and the forward operators \( A_{\ast} \) are constructed according to the model in (5).

The parameters \( \mu_1 \geq 0 \) and \( \mu_2 \geq 0 \) in (17) are used to ensure proper scaling of the objectives and to provide relative weightings between the minimization of DFDB differences, allowing larger errors in the former. If \( \mu_2 = 0 \), the solution is equivalent to individually calibrating X- and S-band data sets.

B. Simplification for Simultaneous Acquisitions

Since in the proposed DFDB configuration, X- and S-band data are simultaneously acquired, and considering that after a proper lever-arms calibration, the absolute positions of the phase centers are known, we can assume that constant and linearly varying baseline errors are the same in X- and S-band repeat-pass data (i.e., \( \epsilon_{y_1}^{X} = \epsilon_{y_1}^{S} = \epsilon_{z_1}^{X} = \epsilon_{z_1}^{S} \) and \( \epsilon_{y_2}^{X} = \epsilon_{y_2}^{S} = \epsilon_{z_2}^{X} = \epsilon_{z_2}^{S} \)).

Hence, (17) can be expressed in the following equivalent LS optimization:

\[
\begin{align*}
\arg \min_{\gamma_{\text{eq}}} & \| A_{\text{eq}} \gamma_{\text{eq}} - \hat{\phi}_{\text{diff}} \|^2 \\
\text{s.t.} & \| \gamma_{\text{be}} \| \leq \delta
\end{align*}
\] (20)

where

\[
A_{\text{eq}} = \begin{bmatrix}
\lambda_X & 0 & 0 & 0 & \frac{\lambda_S}{\lambda_X} & 0 & 0 & 0 & -1 & 0 & \frac{\lambda_S}{\lambda_X} \\
0 & -1 & -1 & \frac{\lambda_S}{\lambda_X} & 0 & 0 & 0 & 0 & \mu_1(\lambda_X) & 0 & 0 \end{bmatrix}^T
\] (21)

\[
\gamma_{\text{eq}} = \begin{bmatrix} \epsilon_{y_1}^{X} & \epsilon_{z_1}^{X} & \epsilon_{z_2}^{X} & v_{\text{XRP}} & v_{\text{SRP}} & v_{\text{XSP}} & v_{\text{SP}} \end{bmatrix}^T
\] (22)

and

\[
\hat{\phi}_{\text{diff}} = \begin{bmatrix} \hat{\phi}_{\text{diff}}^{X} & \hat{\phi}_{\text{diff}}^{S} & \hat{\phi}_{\text{diff}}^{X,S} \end{bmatrix}^T.
\] (23)

Given the accuracy of the measuring instruments, it is reasonable to expect that the baseline errors are small. Hence, a mixed LS optimization can be employed regularizing the solution

\[
\begin{align*}
\arg \min_{\gamma_{\text{eq}}} & \| A_{\text{eq}} \gamma_{\text{eq}} - \hat{\phi}_{\text{diff}} \|^2 \\
\text{s.t.} & \| \gamma_{\text{be}} \| \leq \delta
\end{align*}
\] (24)

where \( \gamma_{\text{be}} \) is a subvector of \( \gamma_{\text{eq}} \) corresponding to the baseline errors only, i.e., the first four terms of (22), and the vector \( \delta \) gives their magnitude thresholds.

C. Extension to the Complex Domain

Up to now, unwrapping errors have been neglected. If those are indeed present, the LS optimizations in (24) will be biased. Moreover, at least a relative calibration between the X- and S-phases is required before unwrapping, requiring an approach suitable for wrapped phases. In the following, we propose a complex domain alternative based on the estimation of local phase slopes [70, 71]. The dual-frequency approach based on the forward operator in (21) is considered, but the adaptation to the single-frequency, or, more generally, the single-channel case, is straightforward.

For the derivation, the complex signals obtained from the noiseless phase differences \( \phi_{\text{diff}}^{X} \) and \( \phi_{\text{diff}}^{S} \) are locally (i.e., blockwise) modeled in terms of 2-D complex sine waves

\[
s_{\text{diff}}^{X,S}(r,x) = \exp \left[ j \left( f_{\text{X,S}}^{r} r + f_{\text{s}}^{X,S} x \right) \right]
\] (25)

where \( -N_r/2 \leq r \leq N_r/2 \) and \( -N_s/2 \leq x \leq N_s/2 \) are the pixel coordinates within a window of size \( N_r \times N_s \); and \( f_{\text{X}}^{r} \) and \( f_{\text{S}}^{s} \) are the local spatial slopes along the range and azimuth directions and correspond to the derivatives of the expected
phase along the range and azimuth directions sampled at the 
window center position. The new optimization problem is

\[
\arg \min_{\hat{y}_c} \left\| A_r \hat{y}_c - \left[ \hat{F}_r \right] \right\|^2
\]

where

\[
A_r = \begin{bmatrix}
-4\pi \cos \Theta & -4\pi \cos \Theta \\
\lambda X r \tan \Theta & -\lambda S r \tan \Theta \\
4\pi x \cos \Theta & -4\pi x \cos \Theta \\
\lambda X r \tan \Theta & -\lambda S r \tan \Theta \\
4\pi & -4\pi \\
\lambda X r \cos \Theta & -\lambda S r \cos \Theta \\
4\pi x & -4\pi x \\
\lambda X r \cos \Theta & -\lambda S r \cos \Theta \\
\dfrac{\lambda X r}{\dfrac{\lambda X r}{\d} r \tan \Theta} & \dfrac{\lambda S r}{\dfrac{\lambda S r}{\d} r \tan \Theta} \\
\dfrac{\lambda X r}{\dfrac{\lambda X r}{\d} x} & \dfrac{\lambda S r}{\dfrac{\lambda S r}{\d} x} \\
\dfrac{\lambda X r}{\dfrac{\lambda X r}{\d} x} & \dfrac{\lambda S r}{\dfrac{\lambda S r}{\d} x}
\end{bmatrix}^T
\]

with

\[
\dfrac{\partial k_{X,S}}{\partial \Theta} = \dfrac{B_{[X,S]_{S\text{RF}}}}{B_{[X,S]_{S\text{SP}}}} \frac{\sin(\alpha_{R\text{RF}} - \alpha_{S\text{SP}})}{\cos^2(\Theta - \Theta_{S\text{SP}})}
\]

and

\[
A_x = \begin{bmatrix}
0 & 0 \\
-4\pi \sin \Theta & -\lambda S \\
0 & 0 \\
-4\pi \cos \Theta & -\lambda S \\
\dfrac{\lambda X r}{\dfrac{\lambda X r}{\d} x} & 0 \\
0 & \dfrac{\lambda S r}{\dfrac{\lambda S r}{\d} x} \\
0 & \dfrac{\lambda S r}{\dfrac{\lambda S r}{\d} x}
\end{bmatrix}
\]

with

\[
\dfrac{\partial k_{X,S}}{\partial x} = \dfrac{B_{[X,S]_{S\text{RF}}}}{B_{[X,S]_{S\text{SP}}}} \frac{\dfrac{\partial B_{[X,S]_{S\text{RF}}}}{\partial x} - \dfrac{\partial B_{[X,S]_{S\text{SP}}}}{\partial x}}{\cos(\Theta - \Theta_{R\text{RF}})} \frac{\cos(\Theta - \Theta_{S\text{SP}})}{\cos(\Theta - \Theta_{S\text{SP}})}
\]

\[
y_c = \begin{bmatrix} \hat{e}_{x_1} & \hat{e}_{x_2} & \hat{e}_{z_1} & \hat{e}_{z_2} & \hat{v}_{X_{S\text{SP}}} & \hat{v}_{S_{S\text{SP}}} \end{bmatrix}^T
\]

\[
\hat{F}_r = \begin{bmatrix} \hat{f}_{x} & \hat{f}_{y} \end{bmatrix}
\]

\[
\hat{F}_x = \begin{bmatrix} \hat{f}_{x} & \hat{f}_{x} \end{bmatrix}
\]

The vectors \( \Theta \) and \( r \) contain the incidence angle and range position at the center of each block in the first dimension, whereas \( x \) contains the azimuth position at the center of the block in the second dimension. A simple way to obtain the components of the observation vectors \( \hat{F}_{r,s} \) is by locating the position of maximum amplitude of the Fourier transform of each considered block.

Given the nature of the modeling, the constant offsets of the repeat-pass phases cannot be estimated using the local slopes. As a consequence, after performing the optimization in (26) and compensating for the obtained phase error, the offsets of the repeat-pass phases have to be estimated using the single-pass phases as references. To mitigate the effect of unwrapping errors, the offsets can be calculated by evaluating the maximum of the histograms of the phase differences.

Although the above-discussed complex domain approach has the advantage of allowing for a linear LS optimization, the accuracy of the estimation is limited by the resolution of the Fourier transform and the validity of the 2-D complex sine wave model itself. In order to refine the result, the complex error model can be used within a nonlinear LS framework, i.e., the solution is found through

\[
\arg \min_{\hat{y}_c} \left\| e^{jA_{eq}\hat{y}_c} - e^{j\hat{\phi}_{\text{diff},c}} \right\|^2
\]

with \( \hat{A}_{eq} \) and \( \hat{y}_{eq} \) as in (21) and (22), and where \( \hat{v}_{\text{S\text{RF},0}} \) are the initial estimates of the constant phase offsets. The optimization in (34) can be solved using the iterative Levenberg–Marquardt algorithm [72] with an initial solution obtained through (26).

Note that the computation of \( \hat{\phi}_{\text{XS,0}} \) for (35) requires the scaling of the S-band repeat-pass phase. If this phase contains unwrapping errors, those can bias the estimation depending on how large the remainder of \( \lambda S / \lambda X \) is and on how large the \( 2\pi \) ambiguities are. However, if the ratio between the wavelengths is close to an integer, as in the F-SAR X- and S-band configuration \( \lambda S / \lambda X \approx 3.01 \), the baseline calibration can still profit from the joint dual-frequency estimation even in the presence of small residual unwrapping errors.

Finally, note that the extension of the two-step complex domain calibration approach to consider the more general calibration model described by (17) is straightforward. This could be used, for example, when two repeat-pass data sets independently acquired are available instead of data from two acquisition frequencies.

### D. Validation With Simulated and Real Data

Fig. 14 shows the results from Monte Carlo simulations performed in order to evaluate the convergence of the proposed baseline calibration algorithm. Two sets of parameters were chosen in accordance to typical observations from F-SAR interferometric processing, and are shown in the second and third columns of Table I ("First Simulation" and “Second Simulation”). The noisy interferometric phases were simulated considering a flat terrain and a constant coherence value of 0.6. Two optimization schemes were considered: the DFDB problem represented by (34) [see Fig. 14 (left)] and the single-frequency problem, where S- and X-band phases were

<table>
<thead>
<tr>
<th></th>
<th>First Simulation</th>
<th>Second Simulation</th>
<th>Third Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon_{x_1} )</td>
<td>20.0 mm</td>
<td>7.5 mm</td>
<td>50.0 mm</td>
</tr>
<tr>
<td>( \epsilon_{x_2} )</td>
<td>1.8 mm</td>
<td>0.5 mm</td>
<td>10 mm</td>
</tr>
<tr>
<td>( \epsilon_{z_1} )</td>
<td>42.0 mm</td>
<td>11.0 mm</td>
<td>50.0 mm</td>
</tr>
<tr>
<td>( \epsilon_{z_2} )</td>
<td>0.5 mm</td>
<td>0.0 mm</td>
<td>1.0 mm</td>
</tr>
</tbody>
</table>
individually calibrated [see Fig. 14 (right)]. The initial solution used for the complex optimization was randomly sampled from a uniform distribution, such that the maximum allowed error for any parameter is a percentage of the nominal value. The results show the failure rate according to the maximum allowed error, where “failure” is defined as the percentage of cases for which the error in the retrieved parameters causes an interferometric phase error larger than 3°. In both simulations, it is possible to see the convergence improvement due to the use of the dual-frequency information in comparison with the single channel case.

A slightly different simulation is performed to evaluate the convergence of the complete scheme, i.e., initial estimation with the slope model, followed by refinement with the nonlinear LS optimization. For the simulation, nominal baseline errors are randomly sampled in the interval

$$y_c \in \left[0.9 \cdot a \cdot y_c, 1.1 \cdot a \cdot y_c\right], \quad a \in [0, 1]$$

where $a$ is scaling factor and the components of $y_c$ are given in the fourth column of Table I (“Third Simulation”). The variation of the phase root-mean-square error (RMSE) caused by the baseline estimation error as a function of the scaling factor is shown in Fig. 15. Fig. 15 (left) shows the error using the slope model alone, i.e., using only the initial estimation, while Fig. 15 (right) shows the result using the two-step strategy. Note that even for the larger errors in the initial estimation, the estimation provided by the slope-based model is sufficient to ensure the convergence of the nonlinear LS. Moreover, using the refined estimation, the performance is improved for both the X- and S-band cases. Given its better performance, the two-step strategy is employed for the calibration of the DDFB data set and its effectiveness can be appreciated in the comparison between the obtained SAR DEMs and the ALS reference, as shown in Section X (see Fig. 30).

A final validation is given in Fig. 16, where the difference between the X- and S-band repeat-pass phases after the calibration is shown. In Fig. 16 (top and bottom), the data sets were calibrated with the complex domain scheme. However, for the result shown at the top, the data sets from the X- and S-band were individually calibrated, whereas for the result at the bottom, the dual-frequency estimation was employed. The phases are scaled to the S-band geometry, and to avoid misinterpretation due to unwrapping errors, the phase differences are rewrapped and a water mask has been applied. Fig. 16 (top) indicates that the calibration of the phases considering the single-frequency model diverged due to the presence of unmodeled low-frequency artifacts, leading to a phase trend in the azimuth (horizontal) direction. Consequently, the difference between the X- and S-band phases diverges, and phase fringes are observed. On the other hand, the more robust dual-frequency model provides consistent results.

### VII. Unwrapping Errors’ Correction

Although multichannel algorithms like the one in [36] promote a successful phase unwrapping, the ill-posed nature of the unwrapping problem can still cause residual errors. A typical challenging case is when large incoherent areas cross the whole swath, e.g., due to the presence of flooded areas or forests in the scene, potentially leading to large-scale unwrapping errors [24], [36], [44].

We tackle the unwrapping error detection as a classification problem, i.e., the phases are segmented into regions corresponding to an integer multiple of $2\pi$. The procedure is divided in two steps: 1) the generation of an initial classification map using the DDFB phase differences and 2) the refinement of the solution by means of an active-contour-based algorithm. According to the estimated classification maps, the proper $2\pi$ multiples are compensated.

At this point of the chain, the residual phases can be modeled as

$$\phi_{\text{res}} = k_{\text{real}} \Delta h + n_{\text{err}}$$

where

$$k_{\text{real}} = k_{XSP, SSP, XRP, SRP} + \varepsilon_{XSP, SSP, XRP, SRP}$$

and

$$\varepsilon_{XSP, SSP, XRP, SRP} = 2\pi$$
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where $\Delta h$ is the unknown height increment in relation to the used reference height (e.g., mean terrain value or reference DEM), $n^\text{err}_\text{SP}$ are the ambiguity errors, and $e^*$ are phase errors unrelated with the unwrapping, e.g., noise and low-frequency artifacts.

The HoA of the single-pass data sets is usually large enough to allow for a reliable phase unwrapping, especially if the proposed dual-channel approach is employed. In fact, even if unwrapping errors occur, they can be identified and corrected, assuming that the residual topographic phase and other errors are not big enough to modify the ambiguity error, that is

$$k^\text{z,real}_e \Delta h + e^* \ll \pi$$

in which case, unwrapping errors can be found by simply calculating the nearest integer

$$n^\text{err}_\text{SP} = \left\lfloor \frac{\phi^\text{RES}}{2\pi} \right\rfloor. \tag{39}$$

Hence, $n^\text{X,SP}$ and $n^\text{S,SP}$ are neglected in the following argumentation, which focuses on the more challenging identification of unwrapping errors in the repeat-pass scenario. The initial segmentation maps of the X- and S-band repeat-pass phases are estimated as

$$I_{X,S} = \frac{\phi^\text{RES} - k^\text{z,real}_e \phi^\text{X,SP} \phi^\text{S,SP}}{2\pi}. \tag{40}$$

Due to the large-baseline ratio between the considered single- and repeat-pass interferometers, the classification maps obtained through (40) can be very noisy. For example, the simulation results in Fig. 17 show the expected noise standard deviation after phase-to-height conversion for the S-band and X-band single-pass data, together with the HoA of the repeat-pass data sets. An effective repeat-pass baseline of around 30 m and the single-pass coherences of 0.9 (left) and 0.6 (right) were considered for the simulation. In both cases, the repeat-pass HoA is of the same order as the noise standard deviation in the single-pass height map of the same frequency, leading to misclassification.

Low-frequency phase biases in the repeat-pass interferograms further deteriorate the classification maps in (40). Although the difference between the repeat-pass phases can aid in the detection of unwrapping failure, it cannot provide an unambiguous measure of the unwrapping errors unless they are known to be present only in one of the data sets. Moreover, in cases where

$$n^\text{err}_\text{RP} \approx \frac{k^\text{z,real}_e n^\text{X,RP}}{k^\text{z,real}_e n^\text{S,RP}} \tag{41}$$

typical when close-to-integer wavelengths ratios are employed, the difference between the repeat-pass phases provides little help to the detection of errors. Nevertheless, it can be used as an indicator of miscalculation of the ambiguity numbers through (40), since in this case, the difference between the corrected repeat-pass phases tend to increase.

Similar to the suggested scheme for the baseline errors calibration in Section VI, we proposed here to jointly use all available data sets for the unwrapping errors detection, thus mitigating the effect of phase biases in the repeat-pass interferograms. Moreover, a regularized active-contour-based solution is proposed in order to cope with noise scaling while respecting the borders of large-scale unwrapping errors.

Active contours and variational calculus are the common tools for the detection of object boundaries in image processing applications, and have been widely used in the context of edge detection and image segmentation [73]–[78]. The contours are defined in the image domain and are either attracted or repelled by external forces, finally converging to the location of feature boundaries. The design of such forces will ultimately define the characteristics of the detected objects or the final segmentation map.

In the SAR context, active contours have been mainly used for image segmentation, e.g., in [79], where a statistical model based on the estimation of local tone and texture was proposed to guide the curve evolution along the classical tension and stiffness constraints. In [80], a multiregion level-set model able to segment SAR images in an arbitrary number of homogeneous regions was introduced, and later expanded to consider polarimetric images [81]. Silveira and Heleno [82] introduced a statistical model based on a mixture of log-normal densities to perform water/land segmentation in SAR images. A few studies investigated the use of active contours in InSAR: [83] proposed a user-dependent method to extract the contour map that characterizes the interferometric fringes followed by a block integration to perform the phase unwrapping and [84] introduced different functionals to support the phase estimation and unwrapping.

The approach suggested in the following focuses on the identification and correction of residual unwrapping errors rather than the detection of interferometric phase fringes. For this purpose, the multiphase evolution scheme proposed in [75] for image classification is adapted to the InSAR DFDB scenario. For completion, a summary of the algorithm in [75] is given in the following, followed by the adaptation to the unwrapping errors correction scenario.

**A. Review of Active Contours for Image Segmentation**

The method in [75] intends to segment an image into $K$ classes, each one characterized by a certain mean and standard deviation. Formally, being $\Omega$ an open connected
subspace of \( \mathbb{R}^2 \), its partition \( P \) is defined as the set \( \{ \Omega_i \}_{i=1,..,K} \), such as

\[
\emptyset \notin P \\
\Omega = \bigcup_{i=1}^{K} \Omega_i \\
\Omega_i \cap \bigcap_{j \neq i} \Omega_j = \emptyset
\]  

(42)

where \( \emptyset \) is the empty set. Any partition can be seen as a classification map, where each subset \( \Omega_i \) characterizes a class, that is

\[
\Omega_i = \{ z \in \Omega / z \text{ belongs to the } i^{th} \text{ class} \}.
\]  

(43)

The boundary of a subset \( \Omega_i \) is defined as

\[
\Gamma_i = \partial \Omega_i \cap \Omega \\
= \bigcup_{j \neq i} \Gamma_{ij}
\]  

(44)

where

\[
\Gamma_{ij} = \Gamma_{ji} = \Gamma_i \cap \Gamma_j \cap \Omega
\]  

(45)

is the interface between two regions and can eventually be equal to \( \emptyset \).

Giving the definitions mentioned earlier, the classification of a data function \( I : \Omega \rightarrow \mathbb{R} \) over \( \Omega \) with respect to \( K \) predefined classes consists in finding the optimum set \( \{ \Omega_i \}_{i=1,..,K} \) constrained to the following conditions:

1. The set \( \{ \Omega_i \}_{i=1,..,K} \) representing the final classification map is a partition of \( \Omega \), i.e., the conditions in (42) are fulfilled.
2. The data of a given class are well described by the class first- and second-order statistics, i.e., the smaller the standard deviation, the closer the elements are to the mean value.
3. The solution is regular, i.e., small isolated regions are avoided.

The proposed solution considers the evolution of coupled active interfaces until the optimum partition is reached. The evolution itself is guided by functionals or forces, derived from the constraints mentioned earlier. It is performed considering a multiphase level-set scheme [85], i.e., each region and its corresponding interface are described by a level-set function \( \Theta_i(x, y; t) \) such that

\[
\begin{cases}
\Theta_i(x, y; t) > 0 & \text{if } (x, y) \in \Omega_i \\
\Theta_i(x, y; t) = 0 & \text{if } (x, y) \in \Gamma_i \\
\Theta_i(x, y; t) < 0 & \text{otherwise}
\end{cases}
\]  

(46)

where \( x \) and \( y \) represent the spatial coordinates and \( t \) indicates the variation of the level-set function with time. According to (46), the front, i.e., the interface of a certain region, is composed of points where the level-set function equals zero, whereas the interior of a certain region is marked by the positive values of the level set. While the tracking of drastic topological changes, such as boundary breaking and merging, is very difficult when evolving directly the curves, it is automatic when using the level-set representation, justifying its use. Furthermore, all required calculations are performed on a fixed rectangular grid, allowing for accurate numerical approximations of the level-set motion [77], [85].

**B. Active Contours for DFDB Unwrapping Error Correction**

In the context of our DFDB unwrapping error correction, the observed data are the available residual phases, i.e., \( \phi_{XRP}^i \), \( \phi_{SRP}^i \), \( \phi_{XSP}^i \), and \( \phi_{SRP}^i \). Rather than segmenting the phase itself, the goal here is to detect and classify only regions representing \( 2\pi \) ambiguities. Hence, the classification is performed over the following data difference functions:

\[
\begin{align*}
u_X &= \phi_{XSP}^i - k_{XRP\text{,real}}^i h_{\text{ref,SRP}}, & u_X : \Omega \rightarrow \mathbb{R} \\
u_S &= \phi_{SRP}^i - k_{SRP\text{,real}}^i h_{\text{ref,SRP}}, & u_S : \Omega \rightarrow \mathbb{R} \\
u_{SX} &= \phi_{XSP}^i - k_{SRP\text{,real}}^i \phi_{SRP}^i, & u_{SX} : \Omega \rightarrow \mathbb{R}
\end{align*}
\]  

(47)

where \( h_{\text{ref,SRP}} \) is obtained from the weighted average of the single-pass residual heights, which, as mentioned earlier, are considered free of unwrapping errors.

The \( i^{th} \) region—or, equivalently, the \( i^{th} \) class—characterizes the unwrapping errors in both the X- and S-band data, i.e., it is described by

\[
\Omega_i = \{ p \in \Omega \bigg| \begin{array}{l} n_{XRP\text{,err}}^i[p] = n_{XRP\text{,err}}^i \\
n_{SRP\text{,err}}^i[p] = n_{SRP\text{,err}}^i \end{array} \}
\]  

(48)

where the integers \( n_{XRP\text{,err}}^i \) and \( n_{SRP\text{,err}}^i \) represent the X- and S-band repeat-pass ambiguity errors of the class. Therefore, the final classification provides an ambiguity map with all the necessary information for correcting the interferometric data. A pictorial representation of two corrupted X- and S-band phases and the corresponding partition can be seen in Fig. 18.

The approach proposed here intends to cope with two main issues related to the use of the single-/repeat-pass configuration: the presence of biases in the repeat-pass phases or in the reference phases and the false detection of unwrapping errors due to noise scaling. Accordingly, the classification constraints are defined as follows:

1. The set \( \{ \Omega_i \}_{i=1,..,K} \) representing the final classification map is a partition of \( \Omega \).
2. Within a region, the X-band data approach in average the ambiguity band of the corresponding class up to a small bias.
3. Within a region, the S-band data approach in average the ambiguity band of the corresponding class up to a small bias.
4. The difference between the X- and S-band residual height maps is minimal.
5. The detected discontinuities in the phase differences correspond to discontinuities in the individual phases.
6) The solution is regular, i.e., small isolated regions are avoided.

The above-mentioned constraints are analytically described by the following functionals.

1) **Partition Functional:**

\[ F_1(\Theta_1, \ldots, \Theta_K) = \int_{\Omega} \left( \sum_{i=1}^{K} H(\Theta_i) - 1 \right)^2 dxdy. \]

2) **X-band Data Matching Functional:**

\[ F_2(\Theta_1, \ldots, \Theta_K) = \sum_{i=1}^{K} \int_{\Omega_i} \left( \frac{u_X - 2\pi n_{\text{XRP}}^i}{\sigma_X} \right)^2 H(\Theta_i) dxdy \]

where \( \sigma_X \) is the differential phase standard deviation given by

\[ \sigma_X = \sqrt{\sigma_{\text{XRP}}^2 + \sigma_{\text{ref}}^2} \]

and \( \sigma_{\text{XRP}} \) is estimated from the repeat-pass interferometric coherence. This functional penalizes differences between the topographic information obtained from the single-pass reference and the X-band repeat elevation model after the unwrapping error correction. However, it is weaker whenever \( u_X \) is deemed unreliable, i.e., when the noise level in the X-band repeat-pass phase and/or reference residual height model is high.

3) **S-band Data Matching Functional:**

\[ F_3(\Theta_1, \ldots, \Theta_K) = \sum_{i=1}^{K} \int_{\Omega_i} \left( \frac{u_S - 2\pi n_{\text{SRP}}^i}{\sigma_S} \right)^2 H(\Theta_i) dxdy \]

where \( \sigma_S \) is the differential phase standard deviation given by

\[ \sigma_S = \sqrt{\sigma_{\text{SRP}}^2 + \sigma_{\text{ref}}^2} \]

and \( \sigma_{\text{SRP}} \) is estimated from the repeat-pass interferometric coherence. Note that (51) and (53) assume the statistical independence of single- and repeat-pass data sets, which is not strictly the case since the two interferometric phases share the same master. Moreover, due to the large difference between the single- and repeat-pass baselines, the dependence between the two data sets can be neglected [86].

4) **Dual-Frequency Data Matching Functional:**

\[ F_4(\Theta_1, \ldots, \Theta_K) = \sum_{i=1}^{K} \int_{\Omega_i} \left( \frac{u_S - 2\pi n_{\text{SRP}}^i}{\sigma_{\text{SRP}}} - \left( u_X - 2\pi n_{\text{XRP}}^i \right) \frac{k_{\text{SRP}}}{k_{\text{ref}}} \right)^2 H(\Theta_i) dxdy \]

This data functional penalizes the differences between the topographic information obtained from both repeat-pass data sets after the unwrapping error correction. The smaller the variance of \( u_{\text{XS}} \) is, the stronger is the penalization.

5) **Edge-Detection Functional:**

\[ F_5(\Theta_1, \ldots, \Theta_K) = \sum_{i=1}^{K} \int_{\Omega_i} g(\phi_{\text{res}}^i, \phi_{\text{res}}^i) \delta(|\nabla \Theta_i|) dxdy \]

where \( g(\cdot) \) assumes zero on edges and a positive value otherwise.

The functional penalizes the introduction of new edges in the individual phases, regularizing the result and avoiding the false alarm due to biases in the repeat-pass data.

6) **Regularization Functional:**

\[ F_6(\Theta_1, \ldots, \Theta_K) = \sum_{i=1}^{K} \int_{\Omega_i} \delta(\Theta_i)|\nabla \Theta_i| dxdy. \]

The final global functional is given by the weighted summation

\[ F(\Theta_1, \ldots, \Theta_K) = \sum_{i=1}^{6} \xi_i F_i(\Theta_1, \ldots, \Theta_K) \]

where \( \xi_{1..6} \) are predefined weights. Since the three data functionals are weighted by the appropriate standard deviations, it is enough to consider a single weight for the data terms, i.e., \( \xi_2 = \xi_3 = \xi_4 \).

The minimization is performed by solving the system of coupled partial differential equations (PDEs) given by

\[ \frac{\partial F_\varepsilon}{\partial \Theta_i} = 0, \ \forall i = 1 \ldots K, \ \varepsilon \rightarrow 0^+ \]

where \( F_\varepsilon \) is the regular approximation of (57) [76] (see the Appendix for the solution).

The strength of the approach lies on the natural evolution of the detected regions toward the minimum DFDB differences. Since the classification is applied on the phase differences, natural boundaries in the scene due to changes in topography are preserved. Moreover, thanks to the dual-frequency data functional, biases large enough to cause errors in the initial X-band classification map, but not in the S-band one, do not disrupt the final results. Additionally, the edge-detection functional avoids the placement of false discontinuities. Finally, the introduction of salt-and-pepper-like errors is mitigated through the use of the regularization functional.

C. Validation With Simulated and Real Data

In the following, simple simulations are used to highlight the importance of the introduced functionals and the effectiveness of the proposed strategy. For simplicity, the elevation model to be retrieved is zero everywhere, and the single-pass phases are always assumed free of artifacts. All images contain 128 × 128 pixels. A square-shaped unwrapping error is introduced in both repeat-pass phases, with \( n_{\text{XRP}}^i = 1 \) and \( n_{\text{SRP}}^i = 3 \). This represents a challenging case for the DFDB configuration, since both the phases are affected at the same location, and
obtained using the dual-frequency data functional.

During the evolution, and unwrapping error maps a low-pass artifact emulating uncompensated azimuth-varying range delays.

The phase content of the repeat-pass data are square-shaped unwrapping errors. The same low-pass artifact of the first experiment is introduced in the bottom-right quadrant, as can be seen in Fig. 20 (S-band at the top and X-band at the bottom). In this example, all data functionals are used, and the goal is to demonstrate the capability of the edge-detection functional to avoid the introduction of errors due to noise scaling. For that purpose, the results of three trials are presented: the first one considers no smoothing functional, i.e., \( \xi_5 = \xi_6 = 0 \), the second one considers only the traditional regularization functional, i.e., \( \xi_5 = 0 \) and \( \xi_6 = 1 \), and the third considers additionally the edge-detection regularization \( \xi_5 = \xi_6 = 1 \).

For the second example, the simulated phases include Gaussian noise with a standard deviation of 50° is included in the repeat-pass phases. The first column shows the (Top) S-band repeat-pass phase and (Bottom) X-band repeat-pass phase. In addition to the unwrapping error of the first simulation, a small error in the bottom-right quadrant is introduced. The results of three trials are depicted in the second–fourth columns: the first one considers no smoothing functional, i.e., \( \xi_5 = \xi_6 = 0 \), the second one considers only the traditional regularization functional, i.e., \( \xi_5 = 0 \) and \( \xi_6 = 1 \), and the third considers additionally the edge-detection regularization \( \xi_5 = \xi_6 = 1 \).

\[
\frac{n_{\text{XRP}}}{n_{\text{SRP}}} \approx \frac{\lambda_S}{\lambda_X}, \text{ i.e., the initial dual-frequency phase difference is close to zero.}
\]

The first simulation intends to show the strength of the dual-frequency data functional. For that, no noise is included and regularization and edge-detection functionals are set to zero. The repeat-pass X-band phase is corrupted by a low-pass error varying from 0° to 250°. The same pattern is scaled by the ratio between the X- and S-band wavelengths and applied to the S-band repeat-pass phase, thus emulating the effect of uncompensated azimuth-varying range delays in dual-frequency simultaneous acquisitions. The corrupted phases can be seen in the first column of Fig. 19 (S-band at the top and X-band at the bottom). The first trial considers \( \xi_4 = 0 \), i.e., no dual-frequency functional. The unwrapping error maps obtained with the multiphase evolution are shown in the second column of Fig. 19, where the top corresponds to S-band and the bottom corresponds to X-band. In this case, large unwrapping errors were introduced in the X-band phase due to the bias. When considering \( \xi_4 = 1 \), the case presented in the third column of Fig. 19, the evolution converges to the desired partition.

For the second example, the simulated phases include Gaussian noise with the standard deviations of 50° for the repeat-pass phases and 250° for the scaled single-pass reference. The same low-pass artifact of the first experiment is considered. An additional unwrapping error (4 × 4 pixels) is introduced in the bottom-right quadrant, as can be seen in the first column of Fig. 20 (S-band at the top and X-band at the bottom). In this example, all data functionals are used, and the goal is to demonstrate the capability of the edge-detection functional to avoid the introduction of errors due to noise scaling. For that purpose, the results of three trials are presented: the first one considers no smoothing functional, i.e., \( \xi_5 = \xi_6 = 0 \), the second one considers only the traditional regularization functional, i.e., \( \xi_5 = 0 \) and \( \xi_6 = 1 \), and the third considers additionally the edge-detection regularization

\[
\phi_{\text{off}, S} = \frac{\sum_{n=1}^{N} \langle u_S \rangle_{2\pi}}{N} \quad (59)
\]

where \( \langle \cdot \rangle_{2\pi} \) represents the modulo \( 2\pi \) operator, and the average is performed over a (preferably large) window containing \( N \) pixels. The offset is computed prior to the classification and is used to update the data functions in (47) and initial classification map in (40). Note that the estimation is performed over the data set with a larger HoA, in this case, the S-band. In fact, the estimation is limited to errors up to a wrapping cycle of this data set. Note that this step only represents a coarse bias estimation, and it will not be used to correct the repeat-pass phases at this point of the processing chain. A finer strategy to remove low-pass components in the DFDB configuration is discussed in Section VIII.

Finally, a block of real F-SAR DFDB data is considered. Fig. 21 shows the S-band unwrapped phase after
calibration, and a large unwrapping error is recognized by the color transition from orange to yellow, from left to right. The error is related to a low coherent water branch, which divides the image in two regions and cripples the growing process. Despite the apparent simplicity of the detection, the direct estimation of residual ambiguities using the single-pass information only [i.e., using (40)] is impaired by the presence of noise and low-pass phase artifacts. In this case, the remaining (and introduced) artifacts can be observed in the regions of interest (ROIs) in the second row of Fig. 21, which shows the phases after the correction using (40). On the other hand, the active-contour scheme proposed in this section is able to provide satisfactory results, as seen in third row of Fig. 21. Moreover, the comparison of the final obtained F-SAR DEMs and the ALS reference in Section X shows no remaining large-scale unwrapping errors around the water branch (see Figs. 30 and 32).

VIII. ESTIMATION OF LOW-PASS ARTIFACTS IN THE REPEAT-PASS DATA

Repeat-pass interferometry is generally more sensitive to low-frequency distortions in comparison with single-pass interferometry due to the separate acquisition of master and slave data sets. The causes, and consequently, the characteristics of such artifacts depend on several factors, e.g., the type of platform employed, the precise knowledge of the system parameters, and the processing kernel, among others. Assuming that no deformation takes place in the time between master and slave acquisitions and that soil moisture remains the same, the main sources of low-frequency disturbances in airborne InSAR are baseline miscalibration, propagation in the troposphere, and uncompensated residual motion errors.

After phase-to-height conversion, repeat-pass and single-pass residual height maps can be modeled as

\[ h_{\text{res.(S,RP)}} = h_{\text{top}} + h_{\epsilon,\text{(S,RP)}} + h_{\eta,\text{(S,RP)}} \] (60)

and

\[ h_{\text{res.(S,SP)}} = h_{\text{top}} + h_{\eta,\text{(S,SP)}} \] (61)

where \( h_{\text{top}} \) is the desired topographic information, \( h_{\eta,\text{(S,RP)}} \) are the noise contributions, and \( h_{\epsilon,\text{(S,RP)}} \) represent the low-frequency disturbances. It is considered here that any other phase artifact can be neglected for the single-pass case, which is typically true if a proper calibration of the phase offset and multipath component has been previously carried out. Moreover, the topographic component in the X- and S-band data is assumed to be the same, i.e., penetration depth differences are neglected.

In order to mitigate the effects of low-frequency artifacts in the final elevation model, the information of single- and repeat-pass data is combined. For the proposed strategy, the spectrum of \( h_{\epsilon,\text{sp}} \) is considered to be limited and an additive noise model is employed, where all the \( h_{\eta,\text{sp}} \) values are assumed to be zero-mean and pairwise independent. Moreover, \( h_{\epsilon,\text{sp}} \) is assumed to be stationary and independent of the noise contributions. The hypothesis of stationarity requires the approach to be applied in a blockwise manner, with a block size chosen according to the spatial variation observed in the residual height differences.

Considering that all retrieved elevation models have the same resolution cell and are coregistered to the same geometry, the final X-band and S-band residual height can be estimated as

\[ h_{\text{res.(X,S)}} = h_{\text{res.(X,SP)}} - (h_{\text{res.(X,SP)}} - h_{\text{res.(X,RP)}}) \otimes g_{\text{op}} \] (62)

where \( g_{\text{op}} \) is the optimum low-pass filter, the symbol \( \otimes \) represents the convolution, and range and azimuth dependences are suppressed for simplicity.

Treating separately X- and S-band data sets requires no assumptions regarding the same topographic content. On the other hand, by performing a joint estimation of the residual error, one can benefit from the fact that errors originating from uncompensated residual motion errors or propagation in the troposphere are mainly the same in both residual height maps due to the simultaneous acquisition. This information can then be used for the construction of \( g_{\text{op}} \). Specifically, we assume that \( h_{\epsilon,\text{XP}} = h_{\epsilon,\text{SP}} = h_{\epsilon} \) and that the error can be estimated from the residual height map with higher relative accuracy (in our case, the X-band one) using a narrowband low-pass filter, e.g., a fifth-order Butterworth filter [87], that is

\[ \hat{h}_\epsilon = (h_{\text{res.(XP)}} - h_{\text{ref.SP}}) \otimes g_{\text{op}} \] (63)

with cutoff wavelength \( \nu_c \) obtained as the solution of

\[ \min_{\nu_c} R_{\text{dual}} \triangleq \min_{\nu_c} \sum \left| h_{\text{diff.(X)}} - h_{\text{diff.(S)}} \otimes g_{\text{op}(\nu_c)} \right|^2 \] (64)

where

\[ h_{\text{diff.(X,S)}} = h_{\text{res.(X,SP)}} - h_{\text{res.(X,RP)}} \] (65)

For large cutoff wavelengths, the out-of-band noise in the S-band height difference tends to increase the dual-frequency residual \( R_{\text{dual}} \). On the other hand, if \( \nu_c \) is too short, part of the information of the disturbance itself is missed, also leading to increased \( R_{\text{dual}} \). By solving (64), a compromise can be found. The corrected residual elevation maps are then retrieved by simply subtracting the estimated errors, that is

\[ h_{\text{res.(X,S)}} = h_{\text{res.(X,RP)}} - \hat{h}_\epsilon . \] (66)
A limitation of the low-pass estimation is the inclusion of the in-band noise of the single-pass reference height $h_{ref,SP}$ in the estimated disturbance. The effect is more relevant the stronger the noise, and the wider the bandwidth of the low-frequency disturbances.

Fig. 22 (left) shows an example of the variation of $R_{dual}$ for different values of $w_c$ for a block of real DFDB F-SAR data of around 500 m × 500 m extracted from the F-SAR DFDB campaign over the Jade Bight. In this case, the minimum residual difference corresponds to a cutoff wavelength of around 4 m. In Fig. 22 (right), the low-pass disturbance estimated for the block using the optimum cutoff frequency is shown. Finally, Fig. 23 shows the estimated height error for the whole imaged scene.

IX. ESTIMATION OF THE UNDERLYING TOPOGRAPHY

After the removal of the spatially correlated disturbances, the elevation models in slant-range geometry corresponding to each frequency acquisition can be estimated as

$$h_{X,S} = h_{res,[X,S]} \cdot U + h_{res,[X,S]}_{SP} \cdot (1 - U) + h_{ref}$$

where $h_{res,[X,S]}$ are the results of (66), $h_{ref}$ is the reference DEM used to support the SLC focusing and interferometric processing, and $U$ is a binary mask assuming 0 if the unwrapping of repeat-pass data is failed, indicating strongly decorrelated areas (e.g., volume scatterers). Considering that master and slave acquisitions are obtained within a short time span, the expected height standard deviations of the repeat-pass models for surface scatterers are typically much smaller than those of the single-pass models. Hence, in order to avoid the introduction of residual multipath artifacts in the final elevation map and to avoid its degradation due to the under estimation of the noise levels in the single-pass data, we use the formulation in (67). If, on the other hand, volume decorrelation plays a role, e.g., for agricultural fields with tall crops, a weighted average (or a true ML solution) should be considered instead.

Depending on the characteristics of the imaged scene and the required absolute vertical accuracy, the differences in the X- and S-band wave penetration can be considered negligible, e.g., when imaging bare land. In this case, X- and S-band DEMs can be merged into a higher quality DFDB elevation model. For that, we propose here a simple fusion scheme in the wavelet domain.

A. Multiresolution Analysis for Height Extraction

The decorrelation and compressing properties of wavelet transforms offer a powerful tool for data denoising. Accordingly, the topic has been widely investigated by the image processing community [88]–[92] and by the SAR community for SLC despeckling [93]–[95], interferometric phase denoising [96]–[98], and mitigation of atmospheric noise [99], [100]. In general, wavelet domain filters benefit from the fact that the wavelet transform maps most of the signal energy into a few large coefficients. Rather than filtering out high-frequency components, i.e., smoothing the data, the denoising algorithms try to identify and remove wavelet coefficients that represent pure noise. Moreover, wavelet transforms allow for a multiresolution characterization of the data, favoring the proper handling of nonstationary signal and noise [101]–[103].

The fusion scheme proposed in the following is based upon the techniques in [99] and [100], and its main motivations are: 1) multiresolution wavelet analysis potentially allows for the estimation of the actual statistics of the individual elevation models and 2) the redundancy of the multichannel configuration combined with the decorrelation capabilities of discrete wavelet transforms can be exploited to provide additional noise and artifact reduction in an efficient manner.

The inputs for our estimation are the X- and S-band elevation models obtained through (67), that is

$$h_{X,S} = h_{top} + h_{η,[X,S]}$$

where $h_{top}$ is the desired topographic component and $h_{η,[X,S]}$ is the noise with spatially varying standard deviation. Considering the linearity of the wavelet transform, the additive model in (68) is transferred to the wavelet domain, that is

$$W_{X,S} \triangleq W(h_{X,S}) = W_{h_{top}} + W_{h_{η,[X,S]}}$$

where $W(\cdot)$ is the wavelet operator. Moreover, considering that noise and topography components are independent and an orthogonal wavelet basis is considered, the noise in the wavelet domain at a certain level can also be characterized as zero-mean Gaussian with spatially varying standard deviation $\sigma_{η,[X,S]}$ [104].

In practice, we make use of the discrete wavelet transform performing a multiresolution decomposition of the images, where each level (or scale) is obtained by successively filtering and downsampling the input image leading to four subbands: one corresponding to the low-frequency or smooth band denoted by $W_{LL}$ (low–low) and three detail bands denoted by $W_{HL}$, $W_{LH}$, $W_{HH}$ (high–low, low–high, and high–high, respectively).

The smooth bands are further decomposed until the coarsest (or highest) scale has been achieved, yielding one residual low-passband ($W_{X,S}^{LL}$) and 3J detail bands for each frequency of acquisition, where J is the desired number of scales.
Provided that the noise is not dominant, i.e., considering that its standard deviation is considerably smaller than the expected topography, its wavelet coefficients have small magnitude and are distributed over all scales. On the other hand, the discrete wavelet transform of the terrain is sparse, i.e., the energy is concentrated in a limited number of coefficients. In fact, as suggested in [99], most of the topography can be modeled as a $1/f$ process, i.e., most of the signal energy follows a polynomial decay when transitioning from coarser to finer scales.

In this sense, the wavelet transform properly decorrelates $h_{\text{top}}$ and can be understood as the approximation of its Karhunen–Loeve transform [99], [105]. Since the lower (or finer) scales contain mainly noise, they can be used for assessing the statistics of the individual height maps [104]–[106]. The final elevation model can then be estimated by properly identifying and merging the relatively few signal coefficients while attenuating or suppressing the coefficients which characterize only noise, thus obtaining a smoother solution.

Although most of the energy of $h_{\text{top}}$ is compressed into large magnitude coefficients at higher (or coarser) scales, the wavelet coefficients of fine features, e.g., edges of building or small terrain fissures, can be spread throughout the lower scales, eventually assuming small magnitudes. Consequently, if not performed carefully, the suppression of coefficients in the lower scales can lead to oversmoothing or even to the suppression of terrain traits.

**B. DFDB Multiresolution Analysis for Height Extraction**

In order to distinguish between features and noise, the redundancy of the multichannel configuration can be exploited. Specifically, the cross correlation between the multiresolution decompositions of X- and S-band elevation models is evaluated. Intuitively, whenever the detail bands contain terrain features, a high correlation between the X- and S-band coefficients is expected. On the other hand, assuming the independence of the noise contributions of both data sets, low correlation is expected for the noise coefficients.

The proposed fusion scheme can be described by the following steps.

1) Compute the multiresolution decomposition of X- and S-band elevation models up to the $J$ scale. Considering that the main goal is to reduce the impact of noise, it is enough to set $J$ to a small number, e.g., $J = 3$, as suggested for the interferometric phase filtering in [96]. Alternatively, the scales dominated by noise can be identified by evaluating the mean power of each decomposition level of the difference between X- and S-band height maps, i.e., $W_{\text{XS}}$, since the height difference should contain mainly noise at this stage.

2) For Each Decomposition Level $j$:

   a) Estimate the cross correlation between the detail bands of X- and S-band decompositions, i.e., compute

   $$R_{W_{\text{LH,HI,HH}}[i,n, i_m]} = \text{corr}(W_{X[i,\text{LH,HI,HH}]}, W_{S[i,\text{LH,HI,HH}]})$$

   (70)

   Considering that the noise contributions are zero-mean, independent, and that their statistics are homogeneous in the considered estimation window, then $R_{W_{\text{LH}}} \to 0$ when no signal is present. On the other hand, if the coefficients represent the desired signal, then $R_{W_{\text{LH}}} \to 1$.

   b) Locally estimate the expected noise statistics as

   $$\hat{\sigma}_{\text{XX}[X,S][i,n, i_m]} = \frac{1}{M_j} \sum_{i_{\text{HH}}, i_{\text{LH}} \in \Omega_N} |W_{[X,S][\text{HH}]}[i_{\text{HH}}, i_{\text{LH}}]|^2$$

   (71)

   where $\Omega_N$ is the estimation window used to account for the spatial variability of the noise and $M_j$ is the number of available pixels [103].

   c) Estimate the detail coefficients as

   $$\hat{W}_{\text{LH}} = \frac{(W_{X\text{LH}}/\hat{\sigma}_{\text{XX}[X,S][i,n, i_m]} + W_{S\text{LH}}/\hat{\sigma}_{\text{XX}[X,S][i,n, i_m]})}{(1/\hat{\sigma}_{\text{XX}[X,S][i,n, i_m]})}$$

   (72)

   $$\hat{W}_{\text{HH}} = \frac{(W_{X\text{HH}}/\hat{\sigma}_{\text{XX}[X,S][i,n, i_m]} + W_{S\text{HH}}/\hat{\sigma}_{\text{XX}[X,S][i,n, i_m]})}{(1/\hat{\sigma}_{\text{XX}[X,S][i,n, i_m]})}$$

   (73)

   and

   $$\hat{W}_{\text{HH}} = \frac{(W_{X\text{HH}}/\hat{\sigma}_{\text{XX}[X,S][i,n, i_m]} + W_{S\text{HH}}/\hat{\sigma}_{\text{XX}[X,S][i,n, i_m]})}{(1/\hat{\sigma}_{\text{XX}[X,S][i,n, i_m]})}$$

   (74)

3) At scale $J$, estimate the low-pass residual as

   $$\hat{W}_{\text{LL}} = \frac{(W_{X\text{LL}} + W_{S\text{LL}})}{2}$$

   (75)

4) Compute the inverse decomposition from the estimated wavelet coefficients in (72)–(75). If required, the above-described approach can be modified to better accommodate differences in the X- and S-band topography. In this case, instead of estimating a single set of wavelet coefficients that are then inverted to provide the final elevation model, the wavelet decompositions of X- and S-band data are individually estimated. Specifically, (72)–(74) are replaced by

   $$\hat{W}_{[X,S][\text{LH,HI,HH}]} = W_{[X,S][\text{LH,HI,HH}]} R_{W_{[X,S][\text{LH,HI,HH}]}[i,n, i_m]}$$

   (76)

   i.e., the coefficients that are more likely to represent only noise are suppressed. Notice that the correlation coefficients in (76) are now modified in order to avoid the smearing of features present in only one of the individual data sets. For that purpose, a further assumption is required, namely that the detail coefficients of features have larger magnitudes than the ones of noise. In this case,

   $$R_{W_{[X,S][\text{LH,HI,HH}]}[i,n, i_m]} = \begin{cases} R_{W_{[X,S][\text{LH,HI,HH}]}[i,n, i_m]} & \text{for } W_{[X,S][\text{LH,HI,HH}]}[i,n, i_m] < \zeta_{\text{LH,HI,HH}} \\ 1, & \text{for } W_{[X,S][\text{LH,HI,HH}]}[i,n, i_m] > \zeta_{\text{LH,HI,HH}} \end{cases}$$
where $\zeta_*$ are thresholds calculated from the data using the maximum absolute deviation of the subbands [88]. Note that, while the modification of the correlation coefficients mitigates the smearing of features, it can also lead to suboptimal performance for very noisy data sets.

C. Validation With Simulated and Real Data

Results considering a simulated terrain embedded in noise are shown in Fig. 24. The original elevation model, the result of a simple ML estimator [13], and the result of the proposed approach appear from left to right, respectively. For the wavelet fusion, Daubechies wavelets and four decomposition levels were considered [107]. Moreover, for this first simulation, it was assumed that the topographic content of X- and S-band data are the same. It is possible to see that the wavelet fusion provides good results in terms of noise reduction and preservation of features. Moreover, the overall computation cost is low thanks to the efficiency of the discrete wavelet transform [106].

The results in Fig. 25 validate the use of the modified coefficients in (76). For this simulation, the rectangular feature in the top-right quadrant appears only in the X-band data (emulating, e.g., short crops). Fig. 25 (left) shows the result of the individual X-band wavelet estimation without considering (77) (or equivalently, setting $\zeta_{ij} = 0$). In Fig. 25 (right), the result, including the modified correlation coefficients, is given and shows a better preservation of the edges.

Finally, a block of real F-SAR DFDB data is considered. For comparison, in addition to the dual-frequency/wavelet-based and ML approaches, an MAP + total variation (MAP+TV) strategy is considered [108]. For both ML and MAP+TV estimations, we consider a modified likelihood function ($F_{\text{main}}$) profiting from the fact that the data have already been unwrapped

$$F_{\text{main}}(\Phi|h) = \frac{\phi_{\text{XRP}}}{2\pi} \prod_{i \in \{\text{SSP, SRP, XSP, XRP}\}} f_i(\phi_i|h; L) \tag{78}$$

where $f_i(\phi_i|h; L)$ are the periodic likelihoods of the individual channels for a certain number of looks $L$, and the rectangular function (rect) limits the joint likelihood to one wrapping cycle of the fastest varying phase—here the X-band repeat-pass phase. Note that the low-frequency disturbances have to be compensated for in the interferometric phases, or, alternatively, the phases can be retrieved from the corrected residual height maps, that is

$$\phi_{\text{X,XRP}} = h_{\text{res, [X,S]}}(\{X,S\}_{\text{XRP,real}}). \tag{79}$$

The results are shown in Fig. 26, from left to right: ML, MAP+TV, and wavelet estimations. Both wavelet and MAP+TV estimations provide good noise reduction. The set of desired heights required for the MAP+TV approach was constrained around the X-band repeat-pass HoA (around 1.5 m) with a sampling of 0.001 cm. The total computational time required for the estimation of the $512 \times 512$ samples elevation map was less than 5 s for the wavelet approach and around 8 min for the MAP+TV approach. In both cases, the algorithms were implemented in interactive data language, with exception of the graph-cut optimizer required for the MAP+TV approach, implemented in C++.

X. Evaluation of Obtained Elevation Models

The data presented next were acquired on July 16, 2013, over the tidal flat areas of the Jade Bight, northern Germany, using the F-SAR system. An optical image of the scene is shown in Fig. 27.

![Fig. 24](image1.png)  (Left) Simulated terrain containing abrupt variations. (Middle) Result of ML estimation. (Right) Result of wavelet fusion using four decomposition levels. A qualitative color palette was chosen for the depiction of simulated and real terrains, since such palette favors a better visualization of noise and its reduction.

![Fig. 25](image2.png)  In this experiment, the true topography differs in S- and X-band data sets. (Left) X-band wavelet-based estimation without considering the modification of the correlation coefficients. (Right) Result considering the modification.

![Fig. 26](image3.png)  Validation of the wavelet domain estimation using real data. (From left to right) ML estimation, MAP+TV estimation, and wavelet-based estimation. Both wavelet and MAP+TV estimations provide good noise reduction in comparison with the ML estimation.

![Fig. 27](image4.png)  Optical image of the Jade Bight, northern Germany. The red rectangle indicates the valid area imaged by the F-SAR and corresponds to a total size of approximately 20 km $\times$ 3 km.
The campaign intended to generate a height map of the intertidal mud flats with a relative vertical precision of the order of centimeters on a grid with \(1 \text{ m} \times 1 \text{ m}\) sampling. Intertidal regions are extremely dynamic with severe changes in the water level during the course of the day. For such scenes, airborne sensors are more attractive in comparison with spaceborne sensors due to their flexibility in terms of acquisition time. Furthermore, the bight presents considerably lower backscatter than its surroundings. Thus, the quality of the acquired data is improved if the receiver gain can be controlled during the datatake, as it is the case of the F-SAR system. Moreover, the airborne system allows for the choice of the proper repeat-pass baseline, which enables the generation of DEMs fulfilling the accuracy requirements.

The experiment consisted of two passes during which the data were acquired simultaneously using the X- and S-band antennas. Additionally, the first flight was acquired with X- and S-band across-track interferometers. Thus, one master and two slaves were available for each carrier frequency, from which we computed one single-pass and one repeat-pass interferogram for each band, i.e., we construct a DFDB data set. The parameters of the experiment are summarized in Table II.

The multisquint algorithm was applied for the estimation of residual motion errors in the repeat-pass interferograms, and errors up to ±3 cm in line of sight were removed, leading to an almost flat multisquint phase. No precise elevation model was used to support the image formation and the DEM generation chain. To account for topography during MoCo, spectral filtering, and flat-earth removal, a known mean elevation was considered. Note that since the terrain variation is relatively small for the majority of the scene (less than 15 m), the synthetic DEM constructed from the mean terrain height is enough to ensure a proper SLC focusing.

Within the valid swath, the HoA of the S-band repeat-pass data set varies from approximately 2 to 6 m, while the HoA of the X-band repeat-pass data set varies from approximately 0.7 to 2 m. On the other hand, single-pass interferograms have a much larger HoA ranging from around 100 to 200 m and 35 to 70 m for S- and X-band data, respectively. Hence, the unwrapping of the single-pass phases is straightforward considering the terrain variation of the scene. The residual interferometric phases obtained from the single-pass data sets are shown in the first row of Fig. 28, while the repeat-pass residual phases are shown in the second row. For a better visualization, the figures were divided in tiles whose locations can be seen in Fig. 27. Note that the information over flooded areas (upper part of tile 2 and lower part of tile 3) is virtually lost in the repeat-pass interferograms due to the strong temporal decorrelation but can be partially recovered with the single-pass data. Moreover, note that Fig. 27 shows the results before any multipath correction has been applied. Hence, range undulations can be clearly seen in the single-pass phases.

S- and X-band elevation models were generated using the suggested chain (see Fig. 2) and considering the algorithms proposed in Sections IV–VIII, i.e., no dual-frequency fusion has been applied. The results are shown at the top and bottom of Fig. 29. A water mask computed from the repeat-pass coherences and amplitudes has been applied to the results. The obtained DEMs are compared with an ALS reference to evaluate the achieved relative and absolute vertical accuracies. The available laser data were acquired three months prior to the SAR data, and both F-SAR DEM and the ALS reference

### Table II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>X-band</th>
<th>S-band</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier Frequency [GHz]</td>
<td>9.784</td>
<td>3.25</td>
</tr>
<tr>
<td>Transmitted Bandwidth [MHz]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pulse Repetition Frequency (PRF) [Hz]</td>
<td>2232</td>
<td></td>
</tr>
<tr>
<td>Azimuth Resolution [m]</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Range Resolution [m]</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Single-pass vertical baseline [m]</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>Single-pass horizontal baseline [m]</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Repeat-pass vertical baseline [m]</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Repeat-pass horizontal baseline [m]</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Mean height above ground [m]</td>
<td>2420</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 28. Estimated wrapped phases from all X- and S-band single- and repeat-pass interferograms. The single-pass phases are scaled from \(-\pi/3\) to \(\pi/3\), and the repeat-pass phases are scaled from \(-\pi\) to \(\pi\). (a) (Left) X- and (Right) S-band single-pass interferometric phase, first tile. (b) (Left) X- and (Right) S-band single-pass interferometric phase, second tile. (c) (Left) X- and (Right) S-band single-pass interferometric phase, third tile. (d) (Left) X- and (Right) S-band repeat-pass interferometric phase, first tile. (e) (Left) X- and (Right) S-band repeat-pass interferometric phase, second tile. (f) (Left) X- and (Right) S-band repeat-pass interferometric phase, third tile.
Fig. 29. Surface models of the Jade Bight obtained with (Top) S-band and (Bottom) X-band data. Both DEMs are geocoded in a UTM grid with 1 m × 1 m posting. The black and red rectangles highlight ROIs for further evaluation.

were constructed in a UTM grid with 1 m × 1 m posting. The first row of Fig. 30 shows the difference between the S-band and ALS models, while the second row gives the difference between the X-band and ALS models. Overall, good agreement is observed between the generated models and the reference. This attests for the good performance not only of the baseline calibration methodology suggested in Section VI but also of the filtering approach presented in Section VIII, which is able to reduce low-pass errors of up to 3 m in the original repeat-pass data sets down to centimeters.

A quantitative analysis of the achieved accuracies is obtained from the histograms of the height differences. Fig. 31 shows the histogram of the difference between S-band DEM and the reference (left) and the histogram of the difference between X-band DEM and reference (right). The histograms are similar and show an overall mean difference around 0 m and a mean absolute difference of less than 10 cm. Note that due to residual low-pass frequency disturbances and differences in vegetation height between the F-SAR and the references models, the histograms are slightly skewed, causing the slightly higher mean absolute deviation. In both cases, the standard deviation is around 14 cm.

In the following, two ROIs are evaluated in order to give a qualitative measurement of the level of detail contained in the F-SAR elevation models. The locations of the ROIs are indicated in Fig. 29 by the black and red rectangles.

The first ROI (black rectangle in Fig. 29) encompasses the bight surface and tidal channels in the middle-western part of the scene. Shaded relief images of the correspondent F-SAR models are given in Fig. 32, where S- and X-band single-pass DEMs appear in the first row and S- and X-band repeat-pass DEMs are given in the second row. Many fine branches are visible in both F-SAR repeat-pass DEMs. Furthermore, it can be seen that the best result is obtained with the X-band repeat-pass model, while both single-pass models present considerably higher noise levels. The statistics of the ROI are evaluated through the plots in Fig. 33.

The second ROI (red rectangle in Fig. 29) is chosen in the eastern side of the scene, and includes part of the bight, the dike, vegetated areas, and a few buildings. Shaded relief
images of the F-SAR elevation models are given in Fig. 34. Again, S-band and X-band single-pass DEMs appear in the first row, and S-band and X-band repeat-pass DEMs in the second one. In all the images, fine features can be distinguished in both bight and vegetated areas. Also in this example, the superiority of the repeat-pass products over the single-pass ones is clear. Note that this ROI contains agricultural fields not present in the laser DEM. Hence, larger inconsistencies are expected when directly comparing the reference and F-SAR elevation models. This is readily seen in the histograms of the height differences shown in Fig. 35. Both repeat-pass distributions contain a sidelobe around the mean vegetation height of the fields. The sidelobe is still recognizable in the X-band single-pass histogram, but it is lost in the S-band single-pass result due to the increased noise content. For this ROI, the standard deviation of the height difference should be interpreted with caution, since it incorporates not only the errors in the F-SAR DEM but also the disparity of the topographic content.

Differences in penetration between X- and S-band waves are negligible for the majority of this particular scene. Nevertheless, a few agricultural fields present different topographies in the two generated DEMs. This can be observed in Fig. 36, which depicts the difference between S- and X-band F-SAR elevation models, scaled from $-0.5$ to $0.5$ m. The image shows that the absolute height difference for vegetated areas is around 30 cm. As expected, in such regions, the X-band DEM is higher than the S-band one.

Since the main goal of this experiment is to map the bight area, it is reasonable to merge X- and S-bands into a final elevation DEM with an improved relative accuracy, as explained in Section IX. The wavelet fusion scheme proposed in this paper was performed to combine X- and S-band data into a final elevation model, neglecting possible differences in penetration [i.e., using (70)–(75)]. Figs. 37 and 38 show the resulting shaded relief images of the selected ROIs located at the middle-western and eastern portion of the bight, respectively. In Figs. 37 and 38, the DEM presented in the left was constructed by a simple ML estimation, while the one in the right was generated with the proposed approach. Visually, the ML DEM does not show much improvement in comparison with the X-band elevation models in Figs. 32 and 34. In fact, since the quality of the X-band repeat-pass data is considerably higher, it dominates the resulting DEM. On the other hand, a quality improvement of the bight terrain estimation is observed with the wavelet-domain fusion, which yields a better regularization (i.e., noise removal), specially within the bight area.

Figs. 39 and 40 show the histograms of the differences between the final DEM and the ALS reference within the
Fig. 37. Shaded relief images of the first ROI. Both results are the combinations of X- and S-band elevation models. For the DEM presented in (Left), an ML estimation was performed, while for the one in (Right), the wavelet-domain fusion was performed.

Fig. 38. Shaded relief images of the second ROI. Both results are the combinations of X- and S-band elevation models. For the DEM presented in (Left), an ML estimation was performed, while for the one in (Right), the wavelet-domain fusion was performed.

Fig. 39. Histograms of the height differences between F-SAR final DEM and ALS reference for the first ROI. (Left) ML estimation. (Right) Proposed wavelet fusion approach.

Fig. 40. Histograms of the height differences between F-SAR final DEM and ALS reference for the second ROI. (Left) ML estimation. (Right) Proposed wavelet fusion approach.

Fig. 41. Profiles of the F-SAR final DEM along the (Left) North and (Right) East directions. In both cases, the result of the ML estimation is shown in black curve, the result considering wavelet reconstruction appears in red curve, and the MAP+TV regularization appears in blue curve. An offset of 20 cm has been introduced in the MAP+TV regularization result in order to improve visualization.

Fig. 41. Profiles of the F-SAR final DEM along the (Left) North and (Right) East directions. In both cases, the result of the ML estimation is shown in black curve, the result considering wavelet reconstruction appears in red curve, and the MAP+TV regularization appears in blue curve. An offset of 20 cm has been introduced in the MAP+TV regularization result in order to improve visualization.

XI. CONCLUSION

In this paper, a methodology to generate highly accurate elevation maps from large-baseline airborne InSAR data has been described. The procedure uses DFDB data sets to ensure the relative and absolute height accuracy of the derived model. This combination profits from the stability of single-pass interferograms in relation to slowly varying errors and the low noise sensitivity associated with large-baseline elevation models.

Specifically, the dual-frequency redundancy is exploited in the phase unwrapping, unwrapping error correction, baseline calibration, and regularization steps. On the other hand, the unbiased single-pass information mainly supports the correction of low-frequency disturbances and absolute calibration of the repeat-pass data. Moreover, the single-pass elevation models can be used to fill the gaps corresponding to areas where the repeat-pass interferograms are completely decorrelated, typically the case of volume scatterers.

Finally, Fig. 41 shows the profiles of the final DEM along the (left) North and (right) East directions. The profiles were extracted from the first ROI, i.e., they correspond to intertidal mudflats including several water tidal channels. The result of the ML estimation is shown in black curve, the result considering the wavelet reconstruction appears in red curve, and the MAP+TV regularization appears in blue curve. The profiles show that both wavelet and MAP+TV reconstructions are able to reduce the noise while also fairly recovering small features. The blocking artifacts in the blue curve are due to the nature of the TV regularization [109], and can be avoided by using higher order priors.
by inconsistency between the data sets (differences in the phase centers or differences between low-pass artifacts).

Although the DEM generation chain was derived for the DFDB configuration, modifications can be performed according to the available data, and the proposed algorithms can be used according to the characteristics of the specific configurations and systems. As mentioned earlier, it can be adopted for data from a single-frequency/dual-baseline configuration, albeit with an overall performance loss. In another example, if a simultaneous acquisition with different carrier frequencies is not viable, a dual-frequency configuration can be emulated by splitting the range spectrum of a single data set into two subbands, provided the bandwidth of the system allows, as suggested in [13] and [110]. Also, depending on the required accuracy, the role of the single-pass data to support calibration can be fulfilled by external references, e.g., the TanDEM-X global DEM.

The efficiency of the DFDB configuration and proposed chain has been validated with airborne SAR data of an experiment conducted in Germany with the F-SAR sensor over tidal flats in the Jade Bight in the North Sea, consisting of two passes separated by an effective baseline of around 30 m, each one acquiring data simultaneously in X- and S-bands. The proposed algorithms allowed the generation of elevation models with vertical relative and absolute accuracies in the order of centimeters in a 1 m × 1 m spatial grid, unprecedented results for the F-SAR sensor. Although the data used for the validation are flat, a good performance is also expected for steep terrain. Note that the proposed calibration approaches are fairly robust to topography, since they rely on phase differences. Moreover, the suggested fusion strategy mainly exploits the consistency between X- and S-band data, thus not assuming smooth terrain. The critical step for such scenarios would be the phase unwrapping. In fact, the dual-channel unwrapping strategy discussed in Section IV also performs well for complex scenes, as shown in [36] using TanDEM-X large-baseline data acquired over the Atacama desert-mountains. Moreover, remaining unwrapping errors can be corrected by the active-contour-based strategy proposed here (also based on phase differences), provided that the accuracy of available reference DEMs (e.g., the TanDEM-X DEM) is good enough to allow for the verification of single-pass data sets.

**APPENDIX**

This section provides the solution of the minimization problem defined for identifying unwrapping errors in X- and S-band repeat-pass phases. Writing the global functional as

\[
F_c(\Theta) = \sum_{l=1}^{6} \int_{\Omega} L_{c,l}(x, y, \Theta, \frac{\partial \Theta}{\partial x}, \frac{\partial \Theta}{\partial y}) \, dx \, dy
\]

where \( \Theta = [\Theta_1, \ldots, \Theta_K] \), and being the Euler–Lagrange equation associated with each functional \( F_{c,k} \) and \( \Theta_l \)

\[
\frac{\partial F_{c,k}}{\partial \Theta_l} = \frac{\partial L_{c,k}}{\partial \Theta_l} - \frac{\partial \frac{\partial L_{c,k}}{\partial x}}{\partial x} \frac{\partial \Theta_l}{\partial x} - \frac{\partial \frac{\partial L_{c,k}}{\partial y}}{\partial y} \frac{\partial \Theta_l}{\partial y} = 0
\]

the final system of coupled PDEs used for the evolution is given by

\[
\frac{\partial F_c}{\partial \Theta_l} = \sum_{i=1}^{K} H_i(\Theta_l) - 1
\]

\[
+ \xi_2 \delta_x(\Theta_l) \left( \frac{u_X - 2\pi n_{\text{err}}^{\text{SSP}}}{\sigma_X} \right)^2
\]

\[
+ \xi_3 \delta_y(\Theta_l) \left( \frac{u_S - 2\pi n_{\text{err}}^{\text{SSP}}}{\sigma_S} \right)^2
\]

\[
+ \xi_4 \delta_y(\Theta_l) \left( \frac{u_S - 2\pi n_{\text{err}}^{\text{SSP}}}{\sigma_S} \right)^2
\]

\[
- \xi_5 g(\phi_{\text{res}}^{\text{SSP}}, \phi_{\text{res}}^{\text{SSP}}) \delta_x(\Theta_l) \text{div} \left( \frac{\nabla \Theta_l}{\nabla \Theta_l} \right)
\]

\[
- \xi_6 g(\phi_{\text{res}}^{\text{SSP}}, \phi_{\text{res}}^{\text{SSP}}) \delta_y(\Theta_l) \text{div} \left( \frac{\nabla \Theta_l}{\nabla \Theta_l} \right)
\]

where \( g() \) assumes zero on edges and a positive value otherwise, example

\[
g(\phi_{\text{res}}^{\text{SSP}}, \phi_{\text{res}}^{\text{SSP}}) = \frac{1}{1 + |\nabla (G \odot \phi_{\text{res}}^{\text{SSP}})|^p + |\nabla (G \odot \phi_{\text{res}}^{\text{SSP}})|^p}, \quad p \geq 1
\]

and the continuous approximations of the Heaviside and Dirac delta measures are given by [76]

\[
H \rho \rightarrow H, \quad \text{as} \ \rho \rightarrow 0^+ \quad (84)
\]

and

\[
\delta \rho \rightarrow \delta, \quad \text{as} \ \rho \rightarrow 0^+. \quad (85)
\]

As in the original classification in [75], (82) is embedded in an iterative scheme such that

\[
\Theta^{i+1} = \Theta_i^+
\]

\[- dt[\delta_c(\Theta_l)] \frac{\partial}{\partial \Theta_l} \left( \sum_{i=1}^{K} H_i(\Theta_l) - 1 \right)
\]

\[
+ \xi_2 \left( \frac{u_X - 2\pi n_{\text{err}}^{\text{SSP}}}{\sigma_X} \right)^2
\]

\[
+ \xi_3 \left( \frac{u_S - 2\pi n_{\text{err}}^{\text{SSP}}}{\sigma_S} \right)^2
\]

\[
+ \xi_4 \left( \frac{u_S - 2\pi n_{\text{err}}^{\text{SSP}}}{\sigma_S} \right)^2
\]

\[
- \xi_5 g(\phi_{\text{res}}^{\text{SSP}}, \phi_{\text{res}}^{\text{SSP}}) \text{div} \left( \frac{\nabla \Theta_l}{\nabla \Theta_l} \right)
\]

\[
- \xi_6 g(\phi_{\text{res}}^{\text{SSP}}, \phi_{\text{res}}^{\text{SSP}}) \text{div} \left( \frac{\nabla \Theta_l}{\nabla \Theta_l} \right)
\]

The initialization is performed by simply applying the signed distance function to initial unwrapping error maps, e.g., the ones obtained with (40). The evolution of (86) is then alternate with the reintialization

\[
A_i^0 = \Theta_i^{i+1}
\]

\[
A_i^{i+1} = A_i^i - dt (\text{sign}(A_i^0) \, [1 - |\nabla A_i^0|]) \quad (87)
\]
until no further changes are observed in the region interfaces.
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